A memory module comprises a random access memory device having a memory array. The random access memory device includes a first register to store a first value that is representative of a number of clock cycles of a clock signal to elapse between latching a column address and an access of data sensed from a row of memory cells in the memory array, wherein a location of the data is based on the column address. A second register stores a second value that is representative of a number of clock cycles of the clock signal to elapse between the access of data from the memory array and outputting the data. A storage device stores a plurality of parameter information that pertains to the random access memory device. The first value and the second value is based on at least a first parameter information of the plurality of parameter information.
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METHOD AND APPARATUS FOR INITIALIZING DYNAMIC RANDOM ACCESS MEMORY (DRAM) DEVICES

FIELD OF THE INVENTION

[0001] The present invention relates generally to the control of dynamic random access memory (DRAM) devices. More particularly, the present invention relates to the initialization and configuration of DRAM devices.

BACKGROUND OF THE INVENTION

[0002] Improvements in microprocessor designs have led to microprocessors with a high operating frequency. Current microprocessor designs may exceed operating frequencies of 200 megahertz (MHz). However, the increase in operating frequency typically has not led to fully acceptable performance gains. One of the main components affecting performance gains is the time spent in delays during execution units idling during delays in external memory access. The delays in external memory access are caused by the conventional design characteristics of static random access memory (SRAM) cells, read only memory (ROM) cells, and dynamic random access memory (DRAM) cells.

[0003] To counteract the performance losses associated with external memory access, Rambus Inc., of Mountain View, Calif., developed a high speed multiplexed bus, FIG. 1 is a typical prior art system using the Rambus high speed bus. In particular, the system 100 comprises a master device, or central processing unit (CPU) 10, coupled to slave devices DRAM 20, SRAM 30, and ROM 40. Each device is coupled in parallel to signal lines comprising DATA BUS, ADDR BUS, CLOCK, VREF, GND, and VDD. The DATA BUS and ADDR BUS signal lines comprise the data and address lines, respectively, used by CPU 10 to access data from the slave devices. The CLOCK, VREF, GND, and VDD signal lines comprise the clock, voltage reference, ground, and power signals, respectively, shared between the multiple devices. Data is transferred by bus drivers (not shown) of each device driving signals onto the bus. The signals are transmitted across the bus to a destination device.

[0004] To increase the speed of external memory accesses, the system 100 supports large data block transfers between the input/output (I/O) pins of CPU 10 and a slave device. The system 100 also includes design requirements that constrain the length of the transmission bus, the pitch between the bus lines, and the capacitive loading on the bus lines. Using these design requirements the system 100 operates at a higher data transfer rate than conventional systems. Accordingly, by increasing the data transfer rate, the system 100 reduces the idle time in CPU 10.

[0005] The system 100, however, does not provide enough bus bandwidth for developing technologies. New technologies require data transfer rates greater than 500 megabits per second (Mbs/s) per pin. Alternatively, new technologies require operation speeds of at least several hundred MHz. Operating at high frequencies accentuates the impact of process-voltage-temperature (PVT) on signal timings and signal levels. The PVT variances result in numerous disadvantages that create high transmission errors, or data loss, when operating the system 100 at a frequency of 400 MHz, for example.

[0006] A factor to be considered in high-speed bus operations is the precise control and timing of the memory devices coupled to the bus. When the memory system is operated at low frequencies, communications between the memory controller and all of the memory devices on the bus are generally completed within the period of one clock cycle. However, one disadvantage associated with operating the typical prior art memory system at a high frequency such as 400 MHz is that the system bus propagation delay between the memory controller and some memory devices is longer than one clock cycle. This results in communications between the memory controller and some memory devices taking longer than the period of one clock cycle to complete.

[0007] One method for dealing with this timing problem is to have the memory controller track the propagation delay times associated with each memory device so as to effectively manage the communications between each device and the memory controller. This technique, however, heavily tasks the memory controller and memory assets, thereby increasing the system memory requirements and introducing additional sources of delay due to the additional processing requirements. A significant cost increase can result from the use of this technique.

[0008] Numerous timing parameters are specified in multiple configuration registers of the memory devices. Taken together, these timing parameters typically specify communications between the memory controller and any number of memory devices. A problem with these prior art systems, however, is that the register fields of the typical memory devices are preprogrammed with preset values that are supposed to guarantee functionality at the fastest specified clock rate of a particular device. However, optimal performance can only be achieved when some of the parameters are adjusted from their preset values. These adjustments are performed by the memory controller using register write requests; however, it has proven problematic for the prior art memory controller to determine values at which these delays are set or known values at which these delays are to be set. Typically, the only way for a memory controller to determine the reset value or to establish the optimum value is to query some form of device manufacturer register of the memory controller or the memory device for the vendor and memory identification, thereby allowing the memory controller to index through a look-up table of known optimal values. Unfortunately, this method does not allow for adjustments to compensate for process variations. Moreover, this method does not allow for dynamic adjustments to register values. Furthermore, this method fails for any memory devices introduced after the memory control Basic Input/Output System was set.

[0009] Another disadvantage in operating typical prior art memory systems at high frequencies is that correct functionality is guaranteed only when devices having the correct speed device are placed on the channel. However, with the introduction of memory devices having a variety of speed grades, correct functionality is no longer guaranteed as there is no way for the prior art memory controller to detect that a slow part is placed on a fast channel. The device may work most of the time, but fail under extreme operating or environmental conditions. This is a problem that has plagued the computer industry since the first memory devices were binned according to access time. Thus, as the memory device configuration registers determine so much of the
behavior of the memory device, the memory device initialization procedure is a vital element of the overall controller-memory interface.

[0010] Typical prior art memory systems take advantage of low power modes during processor lulls in order to reduce the overall system power consumption. These low power modes are modes in which memory components or devices may be placed in lower frequency modes during periods of inactivity or reduced activity. Another disadvantage of these prior art memory systems is that a substantial delay in processing times may be incurred in waiting for these components to return to the higher frequency mode.

SUMMARY AND OBJECTS OF THE INVENTION

[0011] It is therefore an object of the invention to provide memory device initialization that includes leveling of the system bus or channel, wherein leveling comprises configuring each of the memory devices coupled to the bus to respond to read commands from the corresponding memory controller within a same number of clock cycles.

[0012] It is a further object of the invention to determine a minimum clock cycle offset between a read command and a subsequent write command communicated to memory devices on a bus.

[0013] It is a further object of the invention to determine a minimum clock cycle offset between a write command and a subsequent read command communicated to memory devices on a bus.

[0014] It is a further object of the invention to configure a power-down exit register for use in bus clock acquisition upon returning a memory device to operation from a low-power state.

[0015] These and other objects of the invention are provided by a channel initialization that levels the channel. In one embodiment, the leveling comprises determining the response time of each of a number of DRAM devices coupled to a bus. Determining the response time for a DRAM device comprises writing logic ones to a memory location of the DRAM device using the bus. Subsequently, a read command is issued over the bus, wherein the read command is addressed to the newly-written memory location of the DRAM device. The memory controller then measures the elapsed time between the issuance of the read command and the receipt of these logic ones from the DRAM device, and this elapsed time is the response time of the DRAM device. The process is repeated for each DRAM device coupled to the bus and the memory controller.

[0016] Following the determination of a response time for each DRAM device, and using the longest response time, a delay is computed for each of the DRAM devices coupled to the bus so that the response time, in clock cycles, of each of the DRAM devices coupled to the bus equals the longest response time. A delay is programmed in at least one register of each of the DRAM devices coupled to the bus by writing values to at least one register of each of the DRAM devices.

[0017] Other objects, features, and advantages of the present invention will be apparent from the accompanying drawings and from the detailed description which follows below.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] The present invention is illustrated by way of example and not limitation in the figures of the accompanying drawings, in which like references indicate similar elements, and in which:

[0019] FIG. 1 is a typical prior art system using the Rambus high speed bus.

[0020] FIG. 2 is a block diagram of a memory system comprising dynamic random access memory (DRAM) devices in one embodiment.

[0021] FIG. 3 is a block diagram of a DRAM device of one embodiment.

[0022] FIG. 4 is a block diagram of a 64/72-Mbit DRAM device of one embodiment.

[0023] FIG. 5 is a memory core of one embodiment.

[0024] FIG. 6 is the arrangement of the storage cells in the storage array of one embodiment.

[0025] FIG. 7 is a DRAM storage cell of one embodiment.

[0026] FIG. 8 is the DRAM row timing signal waveforms for the row operation of one embodiment.

[0027] FIG. 9 shows the minimum time between pre-charge operations and sense operations to different banks of memory in one embodiment.

[0028] FIG. 10 is the circuitry that supports a column operation in a memory core of one embodiment.

[0029] FIG. 11 is the column read timing for a read operation of one embodiment.

[0030] FIG. 12 is the column write timing for a write operation of one embodiment.

[0031] FIG. 13 is a high-level flowchart of the initialization of the DRAM devices of one embodiment.

[0032] FIG. 14 is a detailed flowchart of the initialization of the DRAM devices of one embodiment.

[0033] FIG. 15 is a detailed flowchart of the levlevelization of the DRAM devices of one embodiment.

[0034] FIG. 16 illustrates the interaction between a Read secondary control packet (SCP) and a subsequent Write SCP of one embodiment.

[0035] FIG. 17 illustrates the interaction between a Write SCP and a subsequent Read SCP of one embodiment.

[0036] FIG. 18 is a flowchart of the procedure for setting the device sequence addresses in DRAM devices of one embodiment.

DETAILED DESCRIPTION

[0037] A method and apparatus for initializing dynamic random access memory (DRAM) devices is provided wherein a channel is leveled by determining the response time of each of a number of DRAM devices coupled to a bus. Determining the response time for a DRAM device comprises writing logic ones to a memory location of the DRAM device using the bus. Subsequently, a read command is issued over the bus, wherein the read command is addressed to the newly-written memory location of the
DRAM device. The memory controller then measures the elapsed time between the issuance of the read command and the receipt of the logic ones from the DRAM device, and this elapsed time is the response time of the DRAM device. Following the determination of a response time for each DRAM device, and using the longest response time, a delay is computed for each of the DRAM devices coupled to the bus so that the response time, in clock cycles, of each of the DRAM devices coupled to the bus equals the longest response time. A delay is programmed in at least one register of each of the DRAM devices coupled to the bus by writing values to at least one register of each of the DRAM devices.

[0038] FIG. 2 is a block diagram of a memory system 100 comprising DRAM devices in one embodiment. A memory controller 102 is coupled to four DRAM devices 110-116 using two different sets of connections 120 and 122, but the embodiment is not so limited. One set of connections forms a bus 120 or channel over which information is passed between the memory controller 102 and all DRAM devices 110-116. Another set of connections forms an auxiliary channel 122 over which an SIO signal is communicated. In one embodiment, this low-speed serial chain 122 loops through all DRAM devices 110-116 on the channel using the complementary metal-oxide semiconductor (CMOS) input and output pins SIO0 and SIO1, but the embodiment is not so limited. The auxiliary channel 122, while being used to initialize the DRAM devices 110-116 and control DRAM device register values, makes it possible to restrict the DRAM devices that receive information passed along the auxiliary channel 122.

[0039] The memory controller 102 of one embodiment comprises a leveling circuit 130, a first offset circuit 150, a second offset circuit 152, and a delay lock loop (DLL) configuration circuit 154 coupled to the main channel 120 through a main channel interface 140. The leveling circuit 130 and the DLL configuration circuit 154 are coupled to the auxiliary channel through the auxiliary channel interface 142.

[0040] The leveling circuit 130 comprises a timing circuit 132, an evaluation circuit 134, a delay circuit 136, and a programming circuit 138. In operation, as discussed herein, the leveling circuit 130 levels a read domain of the DRAM devices 110-116 by configuring each of the DRAM devices 110-116 to respond to read commands from the memory controller 102 in the same amount of time, but the embodiment is not so limited. The timing circuit 132 is configured to determine the response time of each of the DRAM devices 110-116 using information communicated over the main channel 120. The evaluation circuit 134 is configured to determine the longest response time of the response times determined by the timing circuit 132. The delay circuit 136 is configured to compute a delay for each of the DRAM devices 110-116 so that the response time of each of the DRAM devices 110-116 equals the longest response time. The programming circuit 138 is configured to program the delay in each of the DRAM devices 110-116 by writing values to at least one register of each of the DRAM devices 110-116 using the auxiliary channel.

[0041] The first offset circuit 150 is configured to determine a minimum clock cycle offset between a write command and a subsequent write command communicated to the DRAM devices 110-116 over the main channel 120. The second offset circuit 152 is configured to determine a minimum clock cycle offset between a write command and a subsequent read command communicated to the DRAM devices 110-116 over the main channel 120. The DLL configuration circuit 154 is configured to configure at least one power-down exit register in the DRAM devices 110-116 for DLL acquisition.

[0042] The various components of the memory controller 102 may be hosted in hardware, firmware, software, or some combination of hardware, firmware, and software, but the embodiment is not so limited. In one embodiment, the memory controller 102 may use a digital processor using algorithms and data stored in memory devices to implement the functions of the leveling circuit 130, the first offset circuit 150, the second offset circuit 152, the DLL configuration circuit 154, and the components thereof, but the embodiment is not so limited.

[0043] Two additional signals 124 and 126 are used in conjunction with the SIO signal from the memory controller. The first additional signal is the CMD signal 124 which indicates a new SIO operation is being transmitted on the auxiliary channel. As the CMD signal indicates that a new SIO operation is being transmitted, the CMD signal is said to frame SIO operations. The second additional signal is the SCK signal 126, which is the clock signal transmitted with the data on the auxiliary channel and the CMD signal.

[0044] As previously discussed, each DRAM device has two CMOS input pins SIO0 (with reference to FIG. 4, SIN) and CLIN and two CMOS output pins SIO1 (with reference to FIG. 4, SOUR) and CLOUT. These pins provide serial access to a set of control registers in each DRAM device. These control registers provide configuration information to the controller during the initialization process, and allow an application to select the appropriate operating mode of the DRAM device. The CLIN is a free-running CMOS clock driven by the controller to the first DRAM device. The SIN is a CMOS serial input. In one embodiment, both inputs are low-true, so the high signal voltage is a logic zero, but the embodiment is not so limited. In normal operation, the two inputs are repeated on the CLOUT and SOUR outputs, which connect to the inputs of the next DRAM device on the bus. Write and read transactions to control registers are each composed of four packets, wherein each packet comprises 32 bits.

[0045] In operation, the DRAM devices 110-116 are first configured and then put into service. In one embodiment, the process of configuring the DRAM devices 110-116 comprises initialization operations. The initialization operations comprise setting register values used to control the timing of operations that write data to and read data from the DRAM devices 110-116. The initialization operations are performed over the auxiliary channel 122, while the operations comprising writing data to and reading data from the DRAM devices are performed over the bus 120. Therefore, initialization commands may be carried using the SIO pins of each DRAM device 110-116, while commands for data to be written to and read from each DRAM device 110-116 are carried over the main channel connections of the DRAM devices 110-116. In one embodiment, the main channel connections comprise RSL pins, but the embodiment is not so limited.

[0046] Furthermore, the auxiliary channel 122 and the SIO pins are capable of being used to dynamically configure at
least one register in the DRAM devices during memory access operations over the bus. The main channel connections that couple the DRAM devices 110-116 to the bus 120 are logically separated into two groups, one for transmitting a class of commands called Primary Control Packets (PCPs), and one for transmitting a class of commands called Secondary Control packets (SCPs). The PCPs are used to communicate Row Address (RAS) commands that perform the first half of a memory access, but the embodiment is not so limited. The SCPs are used to communicate Column Address (CAS) commands that perform the second half of a memory access, but the embodiment is not so limited.

[0047] Each DRAM device has an input and an output data pin SI00 and SI01 over which the initialization information is passed. A configurable register, or SI0 repeater register, in each DRAM device allows information presented on the SI00 pin of a DRAM device to be placed or repeated on the SI01 pin of the DRAM device so that information can be propagated to DRAM devices that are further down the serial chain. The DRAM devices have two unique identifiers: one identifier is used for SI0, or initialization, operations and is associated with the auxiliary channel over which initialization commands are communicated to the DRAM device; and, one identifier is used for bus operations and is associated with the bus over which read and write operations are performed. When a SI0 operation is performed, the operation has an associated SI0 identification (ID). When the repeater register is set appropriately, the SI0 operations are propagated down the SI0 serial chain to all devices on the serial chain, wherein the device having an SI0 ID matching that of the SI0 operation takes appropriate action. When a bus operation is performed, the operation has an associated memory address or ID that is used by the particular DRAM device; therefore, in one embodiment, there is one DRAM device ID used per bus for each of two buses, but the embodiment is not so limited.

[0048] In the case where an SI0 register read is performed in which the memory controller wishes to read the value in a DRAM device register, the value of the register must be passed back to the memory controller. As the SI0 serial chain of one embodiment does not wrap back around from the last DRAM device in the serial chain to the memory controller, this data must be passed back by reversing the directionality of the SI00 and SI01 pins of each device. Therefore, when passing data back to the memory controller from a DRAM device using the auxiliary channel of one embodiment, SI01 becomes an input pin and SI00 becomes an output pin.

[0049] In application, DRAM devices can be grouped together onto in-line memory modules. There is no set number of devices that must be on a module, subject to the maximum number of devices allowed on the channel. In this application, each in-line memory module may contain a special area of storage that allows for a process known as Serial Presence Detect (SPD). Serial Presence Detect information includes the number of DRAM devices on the module, as well as some of the timing and architectural characteristics of the DRAM devices on the module. During the process of initialization, the memory controller must read SPD information, if available, in order to decide how best to handle and process memory requests. However, SPD information is accessed through a different set of wires in one embodiment, so it is not accessed using the main channel connections or the auxiliary channel, but the embodiment is not so limited.

[0050] In one embodiment, the DRAM devices may be configured to operate at two different frequencies during operation while the initialization operations are conducted at a different frequency. Therefore, the initialization operations are performed at a frequency approximately equal to 1 megahertz (MHz) using a first protocol, while the memory access operations may be performed at a frequency approximately equal to either 400 MHz or 50 MHz using a second protocol, but the embodiment is not so limited. While the DRAM devices of a system are operating at the same frequency, a transition may be made to move the DRAM devices between a faster and a slower frequency. The clock that drives operations at the faster frequency is called the fast clock, and the clock that drives operation at the slower frequency is called the slow clock. When operating using the fast clock, a different set of registers may be used by the DRAM devices for some types of operations than when the DRAM devices are operating using the slow clock.

[0051] FIG. 3 is a block diagram of a DRAM device 110 of one embodiment. The DRAM device comprises, but is not limited to, delay loop (DLL) circuitry, an interface 204 and 206, control registers 210, power mode circuitry 212, and core memory 208. The interface 204 and 206 comprises a main channel interface 204 and a SI0 command interface 206. The main channel interface 204 couples the DRAM device 110 to the bus 120 and passes information between the core memory 208 of the DRAM device 110 and the bus 120. The SI0 command interface is coupled to the SI00 and SI01 pins of the DRAM device and couples the DRAM device to the auxiliary channel over which the SI0 signals are passed. The SI0 command interface 206 is coupled to communicate information to and from the control registers 210 of the DRAM device 110. The control registers 210 are coupled to provide register information to the power mode circuitry 212. The DLL circuitry senses and tracks the edges of the high-speed bus clock signals and, in accordance therewith, determines the optimal placement of information from the DRAM device memory core on the bus 120. The bus clock may operate at a speed of 400 megahertz (MHz) or a speed of 50 MHz, but the embodiment is not so limited.

[0052] The DRAM devices of one embodiment may operate in one or more low power modes in order to reduce the power consumption of the memory device. When the DRAM devices transition from a low-power mode to a full-power mode, there may be a period of time in which the DRAM devices should not be read from or written to because the device is not electrically ready to accept such transactions. To reduce the latency associated with the transition period, the DLL circuit uses two sets of biasing information, coarse and fine, so as to provide for limited functionality of the DRAM devices during the transition period. During a first period of time immediately following a start of the transition out of a low-power mode, the coarse biasing information is used to allow the DLL to provide limited acquisition of the bus clock signal. Following this first period of time, when the full-power mode is reached, the fine biasing information is used to allow the DLL to fully synchronize with the bus clock signal.

[0053] Initialization of the DRAM devices comprises configuring at least one power-down exit register of each
DRAM device for use in delay lock loop (DLL) acquisition. This configuration is performed using the SIO signal communicated over the auxiliary channel coupled among the DRAM devices. Configuration of the power-down exit registers comprises storing a set of coarse biasing information of the DLL in a first register of the corresponding DRAM device and storing a set of fine biasing information of the DLL in a second register of the corresponding DRAM device. The DLL uses the biasing information from the first and the second registers, upon recovery from a low-power mode, to re-establish synchronization with the bus clock signal or pulse.

[0054] FIG. 4 is a block diagram of a 64/72-Mbit DRAM device of one embodiment. This DRAM device comprises two major blocks: a core block comprising banks and sense amps similar to those found in other types of DRAM, and an interface block which permits an external controller to access this core at up to 1.6 gigabytes per second. The 8 Mbyte core memory of the DRAM device is divided into sixteen 0.5 Mbyte banks, each organized as 512 rows, with each row comprising 64 dualocts, and each dualoct containing 16 bytes. A dualoct is the smallest unit of data typically addressed in this DRAM device, but the embodiment is not so limited. In one embodiment, each DRAM device contains 17 sense amp arrays, but the embodiment is not so limited. Each sense amp consists of 512 bytes of fast storage and can hold one-half of one row of one bank of the DRAM device. The sense amp may hold any of the 512 half-rows of an associated bank. A 3-pin row-access-control bus (ROW) is used to manage the transfer of data between the banks and the sense amps of the DRAM device. These pins are de-multiplexed into a 24-bit ROWA (row-active) or ROWR (row-operation) instruction.

[0055] The SIO0 or SIN, SIO1 or SOUT, CLIN, and CLOUT pins are used to write and read a block of control registers. These registers supply the DRAM device configuration information to the memory controller and they select the operating modes of the device. The 9-bit REF5 value is used for tracking the last refreshed row. Most importantly, the 5-bit DEV5 specifies the device address of the DRAM device on the channel.

[0056] The clock-to-master (CTM and CTMN) signals become the transmit clock (TCLK) which is the internal clock used to transmit read data. The clock-from-master (CFM and CFMN) signals become the receive clock (RCLK) which is the internal clock signal used to receive write data and to receive the ROW and COL buses.

[0057] These two 9-bit buses carry read and write data across the main channel. They are multiplexed/de-multiplexed from/to two 72-bit buses running at one-eighth the data frequency inside the DRAM device. A 5-pin column-access-control bus (COL) is to manage the transfer of data between the DQA/DQB buses and the sense amps of the DRAM device.

[0058] FIG. 5 is a memory core of one embodiment. FIG. 6 is the arrangement of the storage cells 6150 in the storage array 6245 of one embodiment. Storage array 5145, comprising the actual storage cells 6250, is shown with various other circuit blocks necessary to store and retrieve data from the storage array 5145, but the embodiment is not so limited. Support circuitry comprises a row decoder and control block 5175, a column decoder and control block 5185, sense amplifiers 5135, and column amplifiers 5165. The row decoder and control 5175 receives row control and address signals PRECH 5162, PCHBANK 5152, SENSE 5142, SNSBANKADDR 5132, and SNSROWADDR 5122. The row decoder and control 5175 drives wordline signals 5170 into the storage array 5145 and drives row control signals 5115 into the sense amplifiers 5135. The column decoder 5185 receives the column address and control signals 5140. The column decoder 5185 drives the column select lines 5125 to the sense amplifiers 5135 and drives the column control signals 5190 to the column amplifiers 5165. Sense amplifiers 5135 receive the column select lines 5125, the row control signals 5115, and the array data 5160 and 5150 from the storage array 5145. Column amplifiers 5165 receive the sense amplifier data 5130 and the column control signals 5190 and drive the sensed data 5110 to circuits outside the memory core or data to be written into the sense amplifiers 5135.

[0059] Lines 6210 entering the storage array 6245 correspond to lines 5170 in the memory core 5100 and are the wordlines 6220 used for selecting a row of storage cells. Lines 6240 correspond to lines 5160 in the memory core 5100 and are the bit lines used for receiving data from one of the columns 6230 of a selected row of cells.

[0060] FIG. 7 is a DRAM storage cell 7350 of one embodiment. The DRAM storage cell 7350 comprises an access transistor 7320 coupled to the wordline 7330 and a storage capacitor 7310 on which data is stored as charge. The charge on the storage capacitor 7310 is coupled through the access transistor 7320 to the bitline 7340 when the wordline 7330 is activated. When access transistor 7320 couples the stored charge to the bit line, the charge on the storage capacitor 7310 is reduced; the charge on the storage capacitor 7310 should be restored if data is not to be lost.

[0061] FIG. 8 is the DRAM row timing signal waveforms for the row operation of one embodiment. In performing a row access on the memory core, precharge signal PRECH 8462 initiates a cycle upon a certain bank PCHBANK 8452 that prepares the bit lines to receive the stored charge, wherein the cycle time is no shorter than parameter TRC 8410. Sense signal 8442 initiates a cycle upon a particular bank SNSBANKADDR 8432 and row SNSROWADDR 8422 to couple the stored charge to the sense amplifiers. Upon receiving the sense signal 8442, a wordline 8420 is activated and a bit line 8430 responds to the stored charge being coupled to it. After a the TRCD 8450, a column access of data in the sense amplifiers may be performed. The sensed data in the sense amplifiers is restored onto the storage cells and another precharge, lasting a time iRP 8425 after iRAS, min 8435, is allowed that again prepares the bit lines for another cycle. It is noted that DRAM timing parameters can vary widely across various memory core designs, manufacturing processes, supply voltage, operating temperature, and process generations. In one embodiment, an access from a core using a precharge before a sense operation takes about 45 nanoseconds (ns) and the cycle takes about 80 ns, wherein the difference of 35 ns is the time to restore the charge on the accessed storage cells.

[0062] With reference to FIG. 5, it is noted that multiple banks are shown in the memory core 5100, but the embodiment is not so limited. In particular, bank 5155 has a separate storage array 5145 and set of sense amplifiers 5135. Pur-
thermore, bank 5156 has a separate storage array and set of sense amplifiers. Banks 5155 and 5156 may be independent in the sense that one bank may be carrying out a precharge operation, while the other is performing a sense operation, given sufficient control from row decoder and control 5175. Thus, having multiple banks permits concurrent operation between the banks.

FIG. 9 shows the minimum time between precharge operations and sense operations to different banks of memory in one embodiment. Parameter tPP 9510 determines the minimum time between precharge operations to different banks in the same device. Parameter tSS 9520 determines the minimum time between sense operations to different banks in the same device. In one embodiment, parameters tPP and tSS are on the order of 10 to 20 ns which is less than the access time from a single bank and smaller than the cycle parameter tRC which applies to a single bank.

Multiple banks may be coupled in some memory cores to other banks, wherein the other banks are adjacent banks, but the embodiment is not so limited. In particular, when a first bank shares a portion of the sense amplifiers with a second bank, the first bank becomes dependent upon the second bank in that the two banks cannot typically be operated concurrently. However, the dependent banks allow a large number of banks in a core without the penalty that might be encountered when using a large number of sense amplifier arrays, many of which may be operated without constraint. Precharging the banks may become more complex because a precharge may be required for each bank, resulting in a large number of precharge operations. However, in one embodiment, the memory core can convert a precharge operation of a first bank into a precharge of the first bank and the banks dependent upon the first bank. In another embodiment, the memory device circuitry can convert a bank precharge into multiple operations.

FIG. 10 is the circuitry that supports a column operation in a memory core of one embodiment. Column decoder 10685 receives the column control signals and the column address signals 10640 and drives the column select lines 10625 into the sense amplifiers 10635 to select some or all of the outputs from the sense amplifiers 10635. Sense amplifiers 10635 receive the bit lines 10660 from the storage array 10645, the column select lines 10625 from the column decoder and controller, and the selected amplifiers drive the column I/O lines 10630 into the column amplifiers 10665. Column amplifiers 10665 receive one of the column control signals 10646 from the column control 10640, the write data 10622, and the write mask 10624, but the embodiment is not so limited. Column amplifiers 10665 drive read data 10620 to circuitry external to the memory core. Typically, the column I/O lines 10630 are directional and are sensed by differential column amplifiers in order to speed column access time, but the embodiment is not so limited. In the embodiment of FIG. 10, bidirectional column I/O lines 10630 carry the write data and read data. In an alternate embodiment, column I/O 10630 is unidirectional resulting in separate pathways for write data and read data into and out of the sense amplifiers from the column amplifiers. In another alternate embodiment, I/O WRITE DATA 10622 and READ DATA 10620 are separate buses that allow for some concurrency between the sense amplifiers and the column amplifiers, but the embodiment is not so limited. In an alternate embodiment, the data I/O lines are bidirectional, wherein the WRITE DATA 10622 and READ DATA 10620 share the same bus. The number of lines in the WRITE DATA bus 10622 and the READ DATA bus 10620 determine the amount of data, or column quantum, for each column access from the core. Typical sizes range from 64 bits to 256 bits for each bus, but the embodiment is not so limited.

FIG. 11 is the column read timing for a read operation of one embodiment. Read operations cycle two signals, COLLAT 11744 and COLCYC 11746, with minimum cycle time tPC 11750. Typically, the column cycle time tPC is about 10 ns, but the embodiment is not so limited. The signal COLLAT 11744 starts slightly ahead of COLCYC 11746 by parameter tCLS 11788 and latches the column address 11740 in the column decoder. This permits the signal COLADDR to be introduced into the column decoder for the next cycle while the data is available on the previous cycle and helps to remove the delay of the column decoder from the access path. The signal COLLAT 11744 follows the SENSE signal with a delay of tCSH. In one embodiment, the signal COLADDR uses set and hold times tASC and tCAH with respect to the COLLAT signal. The signal COLCYC 11746 cycles at the same minimum rate tPC as the COLLAT signal. The availability of read data is a delay tDAC 11782 from the leading edge of the signal COLCYC. The tCAS 11780 is the period of time that signal COLCYC is in the high state, and tCP 11760 is the period of time that signal COLCYC is in the low state.

FIG. 12 is the column write timing for a write operation of one embodiment. The column write cycle is similar to the read cycle for the signals COLCYC 12846 and COLLAT 12844; the major difference is that the WRITEDATA 12834 should be setup by an amount tDS 12852 prior to the COLCYC signal. Furthermore the WRITEDATA must be held until an amount tDH 12854 after the time tCAS 12890 expires on the COLCYC signal 12846. The WMASK 12832 input has approximately the same timing as the WRITEDATA signal and is governed by parameters tWES 12836 and tWESH 12838. In one embodiment, a column cycle can occur rather quickly compared to a row cycle. Typical column cycle times are about 10 ns as compared to the 80 ns for a row cycle, but the embodiment is not so limited. It may be desirable to maintain a sequence of column quantum accesses at the column cycle rate, under a variety of application reference streams, but the embodiment is not so limited.

A register transaction to a DRAM device begins with the transmission of a Control Register Request packet; this packet is framed with two start bits. This packet contains the Control Register Opcode field, which selects the transaction type. A Control Register Sequence address field selects one of the DRAM devices on the serial chain. If a Control Register Broadcast field is set, then all DRAM devices coupled to the serial chain are selected. A Control Register Address packet follows the Control Register Request packet and contains a 12-bit address for selecting a control register.

A write transaction comprises a Control Register Data packet that contains 16 bits of data that is written into the selected control register. A Control Register Interval packet follows the Control Register Data packet, providing some delay for any side-effects to take place.
A read transaction comprises a Control Register Interval packet followed by a Control Register Data packet. In this manner, a delay is provided during which the selected DRAM device accesses the control register.

In one embodiment, the input and output data pins SIO0 and SIO1 of each DRAM device are dynamically configurable in response to an SIO signal communicated over the serial chain. With reference to FIG. 3, the SIO0 and SIO1 pins are coupled to the SIO command interface 206 through an SIO pin configuration circuit 299. Configuring the SIO pins comprises configuring both the SIO0 and the SIO1 pins as input pins. The SIO signal from the memory controller will arrive at the DRAM device on the input pin.

The pin configuration circuit 299 detects the logical high value of the arriving SIO signal on the input pin. Upon detection of the logical high value, the SIO pin configuration circuit enables the output drivers on the pin that did not receive a signal, wherein the pin that did not receive the signal is thereby configured as the output pin. This process continues sequentially down the chain of DRAM devices as the SIO signal is passed among the DRAM devices.

Initialization refers to the process that a memory controller must go through after power is applied to the memory system or the memory system is reset. The controller prepares a DRAM subsystem comprising DRAM devices for bus operations by using a sequence of control register transactions on the serial CMOS bus, or auxiliary channel. FIG. 13 is a high-level flowchart of the initialization of the DRAM devices of one embodiment. FIG. 14 is a detailed flowchart of the initialization of the DRAM devices of one embodiment.

In one embodiment, the purpose of the initialization sequence is to prepare the DRAM devices for operation, and to gather information about the DRAM devices that enables a memory controller to use the DRAM devices efficiently. With reference to FIG. 13, the sequence of operations involved in initializing the DRAM devices comprise the following steps: apply power 1302; read/write DRAM device information to initialize the DRAM devices, and use information about the DRAM devices to configure the memory controller to achieve desired performance levels 1304, and begin service operations 1306. This sequence of operations shows an ordering of the events that should occur before the initialization process completes. With reference to FIG. 14, the block representing step 1304 comprises steps 1402 through 1434.

With reference to FIG. 14, operation begins at step 1401, at which power is applied to the memory system. Following the application of power, there is an amount of time that should elapse before the DRAM devices can have data written to and read from the core memory. Furthermore, a period of time should elapse before initialization commands can be received and interpreted by the DRAM devices on the SIO pins.

At step 1402, a timer is started for DRAM device core operations. At this step a timer is started that indicates how much time should be allowed to elapse before data can be written to and read from the DRAM devices using the bus, or main channel, and the DRAM device main connection pins. During the course of initialization it may be desirable to write data to the DRAM devices and read it back, and this should not be attempted before the time period indicated by the core operations timer. Core operations should not be attempted before the core operations timer elapses because the core may not be ready electrically to perform read and write operations. The channel clock, or CTM/CFM clock is started, at step 1403. All information passed along the bus, or main channel, between the main connection pins of the memory controller and the DRAM devices is transmitted using this clock. At step 1404, a timer is set to track the amount of time allowed for the channel clock to settle before information passed along the main channel should be sent using the channel clock.

Operation continues at step 1405, at which the channel or bus population is checked or determined. At this step, the number of DRAM devices coupled to the bus is determined. At least one DRAM device should be coupled to the bus, and no more than the maximum number of DRAM devices allowed by the protocol and physical characteristics of the bus should be coupled to the bus. In one embodiment, in order to determine the number of DRAM devices coupled to the channel, configuration information stored in the SPDs indicates the number of DRAM devices on each module, and the sum total determines how many are coupled to the channel. If the maximum number of DRAM devices allowed on the main channel is exceeded, an error is reported. One embodiment allows for as many as 36 DRAM devices to be coupled to the main channel, but the embodiment is not so limited.

It is noted that one embodiment discussed herein uses SPDs. However, the embodiment is not limited to the use of SPDs. In embodiments which do not use SPDs, some information referred to as being stored by the SPDs is stored in registers of the DRAM devices. Other information would have to be known based on manufacturer information or part number information.

The clock frequency is checked, at step 1406. In an embodiment in which the system uses fixed fast and slow clock frequencies, this step is used to check that the devices on the channel can handle the corresponding clock periods. In performing this step, four fields are read from each SPD, wherein two fields pertain to the fast clock and two fields pertain to the slow clock. The two fields pertaining to the fast clock are the tCYC, Min Fast register field and the tCYC, Max Fast register field. If the Fast Clock generator period is less than the value of tCYC, Min Fast read from an SPD, this indicates that the clock generator does not produce a clock with high enough frequency that can be used by the DRAM devices associated with that SPD. Likewise, if the fast clock generator period is greater than the value of tCYC, Max read from an SPD, then this indicates that the clock generator produces a clock with a frequency higher than acceptable to the DRAM devices associated with that SPD. In this case, an error is reported. Furthermore, the corresponding values in the tCYC, Min Slow and tCYC, Max Slow register fields are read and compared against the slow clock period to ensure that the slow clock period of the memory controller fits in this range.

At step 1407, SPD information is read to determine what values will be written into register fields in each DRAM device so that the DRAM device will function properly and efficiently. The SPD information is stored in units of time, but the memory controller and DRAM devices manipulate this information in terms of clock cycles. For
each SPD associated with the channel, the values read comprise: tRCD, tRP, tRAS, tSS, and tRP. For each of these values, which are in units of time, the times are converted to fast clock cycles and slow clock cycles. For example, the value of tRCD, in units of time, is converted to units of clock cycles so that a memory controller can use this information in a form which it is accustomed to manipulating. To convert this timing to clock cycles, the value of tRCD is divided by the clock period. The ceiling function takes any remaining fractional number of cycles and rounds up to the next whole integer cycle, as whole cycles are the smallest unit of time that a controller can use. The formulas for converting to fast clock cycles comprise:

\[
\text{cycRCD} = \text{ceiling}(\frac{\text{tRCD}}{\text{Fast Clock period}})
\]

\[
\text{cycRP} = \text{ceiling}(\frac{\text{tRP}}{\text{Fast Clock period}})
\]

\[
\text{cycRAS} = \text{ceiling}(\frac{\text{tRAS}}{\text{Fast Clock period}})
\]

\[
\text{cycSS} = \text{ceiling}(\frac{\text{tSS}}{\text{Fast Clock period}})
\]

\[
\text{cycPP} = \text{ceiling}(\frac{\text{tRP}}{\text{Fast Clock period}})
\]

[0080] Moreover, the overall system values for each of these parameters are determined. The system value for each parameter is simply the largest SPD value for each of the above calculated values. The memory controller is then configured with these system values. For the slow clock, the same formulas above are used, except that the value of the slow clock period is used as the denominator instead of the fast clock period.

[0081] The CMD framing is initialized, at step 1408. This initialization is performed by setting CMD to 0 for two initialization clock cycles.

[0082] Operation continues at step 1409, at which the DRAM devices are initialized for subsequent SIO operations. In one embodiment, the register file of each DRAM is set to logical 1 to indicate that any incoming data read on the SIO pin should be repeated on the output SIO pin. In this step, a number of other registers are also set to their defined reset value. Furthermore, internal circuitry is initialized to allow register reads/writes. Upon completion, an SIO reset command is sent to each DRAM device.

[0083] At step 1410, uninitialized DRAM device test registers are set to logical 0. This is accomplished by performing a broadcast write with the value of 0 on the SIO channel for each test register. The broadcast write is a single command that writes the same value to all DRAM devices coupled to the auxiliary channel, but the embodiment is not so limited. At step 1411, registers are set that are indicative of the method for performing device addressing upon exit of low power states. The DLL period register is configured, at step 1412.

[0084] Prior to this point in the initialization, communications between the DRAM devices and the memory controller have been performed through broadcast operations in one embodiment. At step 1413, each DRAM device is assigned a unique 1D to allow individual devices to be addressed. Furthermore, other registers are configured at this step. Moreover, FIG. 18 is a flowchart of the procedure for setting the device sequence addresses in DRAM devices of one embodiment. To begin, a broadcast write operation is performed to: set the SIO register value to 0, in order to break the DRAM device serial chain; set the Device Sequence Address (DSA), or the unique ID used by a DRAM device during SIO operations, to 31; and, set the Powerdown Self Refresh field to 0, in order to prevent self-refresh before the memory core is ready. In one embodiment, these operations may be performed in a single broadcast write because they are all fields or different dedicated bits in the same register, and registers may be written in one operation.

[0085] Following the broadcast write, a counter that indicates the SIO ID for the next device, or seq-id, is set to 0. The sequence addresses, or unique SIO IDs, are then set for each DRAM device. For each DRAM device, the following sequence is performed: an SIO operation is performed to device 31, thereby resetting the Device Sequence Address of device 31 to the value of seq-id; the SIO register is set to 0; the Power Exit Select is set to match whatever policy and physical configuration is being used by the memory controller; the Powerdown Self Refresh field is set to 0; the Reset Power Mode field is set to the proper value to indicate whether fast clock or slow clock will be used for Set/Clear Reset; and, seq-id is incremented so that the next DRAM device receives the next value as its SIO ID.

[0086] Operation continues at step 1414, at which a determination is made of the assignment of DRAM devices to address space based on memory controller and system policy. For each SPD, information comprising the following is read: Bank Bits register; Row Bits registers; Column Bits register; Byte Width register; and, Independent Banks register. The Bank Bits register indicates how many bits, or binary digits, are used to uniquely identify one bank in the DRAM. For example, if the device has two banks, then 1 bit is used, while if the device has four banks, 2 bits are used. The Row Bits register indicates how many bits are used to uniquely identify one row in a bank of the DRAM. The Column Bits register indicates how many bits are used to uniquely identify one 16-byte quantity, the minimum unit of information that can be read from a DRAM, from a row of a bank in the DRAM. The Byte Width register indicates whether the data portion of the channel transmits 16 bits of information per clock edge or 18 bits of information per clock edge. The Independent Banks register indicates whether the DRAM uses dependent or independent banks in its core implementation. After the controller establishes the address configuration, each DRAM device is given an appropriate Device Address.

[0087] At step 1415, the Nap Exit registers are configured. The Nap mode is a low power mode in which the DRAM devices may be operated. The tNAP0 and tNAP1 times are the times for the first and second Nap exit phases. When a DRAM device exits the Nap state, the time before the DRAM device can be addressed with commands is based on tNAP0. The tNAP0 describes the time period of the DLL of the DRAM device reaches a predetermine state. For each SPD associated with the channel, the values of tNAP0 and tNAP1 are read and converted to cycles according to the formulas:

\[
\text{cycNAP0} = \text{ceiling}(\frac{\text{tNAP0}}{\text{powermode}} - \frac{\text{SC}k}{\text{period}})
\]

\[
\text{cycNAP1} = \text{ceiling}(\frac{\text{tNAP1}}{\text{powermode}} - \frac{\text{SC}k}{\text{period}})
\]

\[
\text{cycNAP} = \text{cycNAP0} + \text{cycNAP1}
\]

[0088] The system value for NAP, called cycNAPsys, is set as the greatest value of cycNAPspd for all SPDs. Then, for each DRAM device, the Nap Exit Phase 0 register is set to the value of cycNAPspd derived above from the asso-
associated SPD. For each DRAM device, the Nap Exit Phase 1 register is set to the value of \((\text{cycNAPsys} - \text{cycNAP0s})\).

[0089] Operation continues at step 1416, at which operational column registers are set to maximum performance with consistent behavior for all DRAM devices. For each SPD, the values of tCLS and tCAS are read and converted to cycles according to the formulas:
\[
\text{cycCLSspd} = \text{ceiling}\left(\frac{tCLS}{\text{Fast Clock period}}\right)
\]
\[
\text{cycCASspd} = \text{ceiling}\left(\frac{tCAS}{\text{Fast Clock period}}\right)
\]

[0090] The values for cycCLSsys and cycCASsys are computed as the greatest of each of the individual cycCLSspd and cycCASspd values from the SPD calculations. Corresponding registers in the DRAM devices are written during the next step. Based on cycCLSsys, the offset for write data packets is determined for use by the memory controller. Corresponding values for cycCLSspd and cycCASspd are computed using the slow clock period in the denominator so that optimal values are used when the slow clock is employed.

[0091] During step 1417, each DRAM device is set to respond to a read operation with data on the earliest possible clock cycle. For each SPD associated with the channel, the value of tDISC is read. This value is converted to cycles according to the formula:
\[
\text{cycDISCspd} = \text{ceiling}\left(\frac{tDISC}{\text{Fast Clock period}}\right)
\]

[0092] For each DRAM device associated with this SPD, the following registers are set:

[0093] tDAC Cycles Fast set to ‘cycDACspd’

[0094] tCLS Cycles Fast set to ‘cycCLSsys’

[0095] tCAS Cycles Fast set to ‘cycCASsys’

[0096] Corresponding values are computed using the slow clock period in the denominator so that optimal values are used when the slow clock is employed. A broadcast write is issued with the value 0 to the Read Delay register of all DRAM devices.

[0097] A Fast SCP Frame Cycle indicates the number of cycles that pass between a PCP that performs a RAS operation and an SCP that performs a CAS operation when the PCP brings a DRAM out of a lower power state into a higher power state. At step 1418, the Fast and Slow SCP Frame Cycles are calculated as:
\[
(1 + \text{TRCD} - \text{TCLS})
\]

[0098] This calculation should use the appropriate values of TRCD and tCLS for fast and slow clock. A broadcast write is performed to all DRAM devices on the auxiliary channel using these values. This step depends on configuring the row parameter cycRCDsys and configuring the column parameter cycCLSsys.

[0099] Operation continues at step 1419, at which the ‘Powerdown Exit Phase 0’ and ‘Powerdown Exit Phase 1’ registers are set in preparation for initial DLL acquisition. The time periods for the first and second Powerdown exit phases are \(\text{iPD0}\) and \(\text{iPD1}\), respectively. When a DRAM device exits the Powerdown state, the time period that elapses before the device should be addressed with commands is based on \(\text{iPD1}\). The period \(\text{iPD0}\) is the length of time before the DLM of the DRAM device reaches a predetermined state. For each SPD associated with the channel, the values of \(\text{iPD0}\) and \(\text{iPD1}\) are read and converted to cycles according to the formulas:
\[
\text{cycPD0spd} = \text{ceiling}\left(\frac{\text{iPD0}}{\text{powermode SCK period}}\right)
\]
\[
\text{cycPD1spd} = \text{ceiling}\left(\frac{\text{iPD1}}{\text{powermode SCK period}}\right)
\]

[0100] The value for \(\text{cycPD0spd}\) is then set as the sum of \(\text{cycPD0spd}\) and \(\text{cycPD1spd}\), and \(\text{cycPDsys}\) is set as the greatest value of \(\text{cycPD0}\). For each DRAM device on the channel, write Powerdown Exit Phase 0 register to the value of \(\text{cycPD0}/64\), derived above the associated SPD value, and write Powerdown Exit Phase 1 register to the value of \(\text{cycPDsys} - \text{cycPD0}/64\), using the aggregate value from all SPDs and the value for \(\text{cycPD0}\) from the SPD associated with this DRAM device. This step precedes any powerdown exit.

[0101] At step 1420, a wait is initiated to ensure that the fast clock has settled to within specifications. Internal registers and pipelines are set to states for proper service operation, at step 1421. The DRAM devices are instructed to exit the Powerdown state in order for further initialization to be performed, at step 1422. The current is calibrated, at step 1423, for the DRAM devices. A Fast Read Init command is broadcasted to all DRAM devices on the channel, at step 1424. The device temperature compensation circuits are initialized, at step 1425. A wait is initiated to wait for the core timer to expire, at step 1426, to ensure that timing constraints are met before core memory operation begins. Core initialization requirements are satisfied, at step 1427.

[0102] Operation continues at step 1428, at which the read domains of the DRAM devices are levelized. In one embodiment, the main channel supports up to 32 DRAM devices, but the embodiment is not so limited. However, propagation delays on the main channel are such that a device close to the memory controller responds with data more quickly than a device that is the most distant point on the main channel. As such, a propagation delay from the memory controller to at least one of the DRAM devices may exceed one clock cycle. A memory controller may track the amount of time required for each DRAM device to respond with data, but this requires a great deal of coordination and memory and circuit assets. In one embodiment, the DRAM devices are levelized, or configured, wherein each DRAM device will respond to read commands communicated over the main channel from the memory controller in the same number of clock cycles. Therefore, levelization is the process by which DRAM device registers are configured so that all DRAM devices respond in the same number of clock cycles. While levelization is applicable to DRAM devices that operate at multiple frequencies, as do the DRAM devices of one embodiment, the levelization need only be performed once for each frequency of operation.

[0103] The purpose of levelization is to cause all DRAM devices to respond to a read request in the same number of cycles. This is accomplished by delaying the read responses of DRAM devices which are nearer the memory controller and hence, which could respond more quickly to a read request than devices further away from the memory controller since propagation delays to nearer DRAM devices are shorter. While DRAM devices nearer the memory controller have longer response times than the minimum response
time, the advantage of levelization is that the memory controller does not need to know which DRAM device a read request is directed towards in order to schedule usage of the wires that form the data bus. Since all levelized DRAM devices respond in the same number of clock cycles, usage of the wires that form the main channel, or data bus, does not depend on which DRAM device data is being read from. If levelization were not performed, the memory controller would have to schedule data bus usage based on which DRAM device data was being read from.

[0104] In one embodiment, the levelizing comprises determining the response time of each of the DRAM devices coupled to the bus using information communicated over at least one bus. Each of the DRAM devices coupled to the bus may not operate at the same speed, but the embodiment is not so limited. Determining the response time for a DRAM device comprises writing at least one logic one to at least one memory location of the DRAM device using the bus. Subsequently, a read command is issued over the bus, wherein the read command is addressed to the at least one memory location of the DRAM device. The memory controller then measures the elapsed time between the issuance of the read command and the receipt of the logic one from the memory location of the DRAM device, and this elapsed time is the response time of the DRAM device. The process is repeated for each DRAM device coupled to the bus and the memory controller.

[0105] Following the determination of a response time for each DRAM device coupled to the bus, the individual response times of each of the DRAM devices are evaluated to determine the longest response time. Using the longest response time, a delay is computed for each of the DRAM devices coupled to the bus so that the response time, in clock cycles, of each of the DRAM devices coupled to the bus equals the longest response time. A delay is programmed in at least one register of each of the DRAM devices coupled to the bus by writing values to at least one register of each of the DRAM devices.

[0106] In one embodiment, levelizing comprises the following general steps, but the embodiment is not so limited:

[0107] 1. A normalized value of tCLS, cycCLSsys, and tDAC, cycDACspd, has been computed to be applicable to all the devices.

[0108] 2. Write all ones data to the first device on the channel.

[0109] 3. Determine the round trip delay time from the controller's point of view of a read to the first device. The round trip delay comprises two parts: (1) the propagation delay of the read request and read data on the channel; and, (2) the response time of the first device at the device itself. Parameter cycREADdrdram is sum of these two times. Parameter cycPROPrdram is the first value and parameter 7+cycCLSsys+cycDACspd is the second value.

[0110] 4. Compute the first value from the round trip delay and the normalized device values of tCLS and tDAC. This value is to be used later on in determining the minimum offset times between SCP read and write packets.

[0111] 5. Close the activated row in the first device.

[0112] 6. Repeat the above steps 2-4 for each device on the channel and collect the data.

[0113] 7. Determine the longest round trip delay value from the collected data. Store the value in cycREADsys.

[0114] 8. For each device on the channel determine how much its round trip delay differs from the maximum value and store the difference in the device, so that it responds in the maximum time.

[0115] In one embodiment, programming the delay comprises writing delay values to two registers, the read delay register and the tDAC, but the embodiment is not so limited. The delay values of these two registers for each DRAM device will total to the computed delay for the DRAM device. In one embodiment, the tDAC alone is used to control the delay when the delay is short enough to be accommodated by the tDAC; if more delay is needed than can be provided by the tDAC then the fast read delay register is used to provide additional delay. The SIO signals over the auxiliary channel are used to communicate the register delay values to each of the DRAM devices.

[0116] FIG. 15 is a detailed flowchart of the levelization of the DRAM devices of one embodiment. The following has been performed in previous steps of the initialization: cycCLSsys has been set to the same value in all DRAM devices, as derived from the aggregate of tCLS values; cycDACspd has been set to the minimum possible within each DRAM device from the value of tDAC in the associated SPD. During the levelization of the DRAM devices, the following sub-steps are performed for each DRAM device:

[0117] a. Perform an Activate on Bank 0, Row 0 to sense Bank 0, Row 0, at step 1501.

[0118] b. Write and Retire a data packet, with all bits set to 1, to Column 0, at step 1502.

[0119] c. Read column 0, at step 1503.

[0120] d. Note cycREADdrdram as the cycle that returns the first 4 bytes of data, as referenced from the beginning of the SCP as cycle 0. Because at this point the length of time for a DRAM device to respond is not known, the memory controller searches the channel for the first set containing logical is because this is the data that was written to Bank 0, Row 0, Column 0, at step 1504.

[0121] e. At step 1505, a test is made as to whether the DRAM device being levelized is the last DRAM device. If the DRAM device being levelized is not the last DRAM device, operation returns to step 1501. If the DRAM device being levelized is the last DRAM device, operation continues at step 1506, at which the value of the following is noted:

\[ \text{cycPROPrdram} = \text{cycREADdrdram} - (7 + \text{cycCLSsys} + \text{cycDACspd}) \].

[0122] f. Precharge Bank 0 and Relax the DRAM device.

[0123] g. Based on the values for each DRAM device, cycPROPsys is designated as the largest cycPROPdrdram on the channel, at step 1507.

[0124] h. Based on the values from each DRAM device, cycREADsys is assigned as the largest cycREADdrdram on the channel, at step 1508.
At step 1509, determine:
\[ \text{cycDELAYrdram} = \text{cycREADsys} - \text{cycREADrdram} \times 0.126 \]

At step 1510, calculate the increase in the tDAC register field to the largest value it can allow, in order to provide as much of the delay needed as possible, using:
\[ \text{cycDACrdram} = \max(0, \text{cycDELAYrdram} - \text{cycDACspd}) \]

At step 1511, provide the balance of the delay with the Read Delay register using:
\[ \text{cycDELAYReadram} = \text{cycDELAYrdram} - \text{cycDACrdram} \]

At step 1512, if the cause of the error is that DRAM devices requiring larger tDAC values are at the far end of the channel, then placing them closer to the controller corrects the error. Moreover, a slower frequency, if available, could be used to reduce the number of clock cycles used to create a delay equal to the propagation delay of a signal on the bus. At step 1513, a test is made as to whether the DRAM device being levelized is the last DRAM device. If the DRAM device being levelized is not the last DRAM device, operation returns to step 1509. If the DRAM device being levelized is the last DRAM device, operation ends.

Write \( \text{cycDACrdram} \) to the tDAC Cycles register.

Write \( \text{cycDELAYReadram} \) to the Read Delay register.

In the initialization of the DRAM devices, a minimum clock cycle offset is determined between a read command and a subsequent write command communicated to the DRAM devices over the bus. Furthermore, a minimum clock cycle offset is determined between a write command and a subsequent read command communicated to the DRAM devices over the bus. FIG. 16 illustrates the interaction between a Read SCP and a subsequent Write SCP of one embodiment. FIG. 17 illustrates the interaction between a Write SCP and a subsequent Read SCP of one embodiment. Both operations are specified in terms of SCPs, and these figures show how the distance in time between the corresponding data packets changes depending on the distance between the packets and the master, or memory controller. Both figures show time increasing to the left, with the location of the channel master, a memory controller in one embodiment, placed at location \( x=0 \), and the location of the last DRAM, or slave, device at location \( x=L \). Both figures illustrate the interaction between the SCPs and the corresponding data, resulting in minimum separations between Read and Write, and Write and Read, SCPs.

With reference to FIG. 16, Point 1601 illustrates a Read Data packet being returned from a DRAM device that is responding to a Read SCP. The Read Data packet flows down the channel from the right, where the DRAM devices are located, to the left, where the master is located. The separation between the Read SCP and the Read Data, Point 1602, is shown to be equal to the sum of tCAC and TRDLY. The separation between a Write SCP and the Write Data Packet, Point 1603, is shown to be equal to tCWD. For a Write operation, Write Data flows from the master to the DRAM device for which the Write is intended. At the master, it is crucial that the master does not attempt to send Write data towards the DRAM devices while a DRAM device is sending Read data back to the master. To avoid this, the master should wait until the Read Data is completely received before it starts sending Write Data to a DRAM device. This results in the Read and Write Data packets occupying the channel at the master in back-to-back cycles. In order for this constraint to be met, the following relationship should hold:
\[ \text{tCAC} + \text{TRDLY} + \text{IPACKET} + \text{cycRWmin} = \text{tCWD} \]

Where \( \text{tCWD} \) is the length of a packet in cycles. This reduces to:
\[ \text{cycRWmin} = \text{tCAC} + \text{tBDLY} + \text{tCWD} \]

With reference to FIG. 17, Point 1701 illustrates a Write Data packet being sent to the DRAM device that is furthest from the master. Point 1702 is the Write Data packet being received at the most distant DRAM device. Point 1703 is the subsequent Read Data packet being returned from the most distant DRAM device. In this situation, it is important that the most distant DRAM device not attempt to return Read Data while Write Data is being received. In this case, there should be a one clock cycle separation in time between the Read and Write data at the most distant DRAM device. The separation between the Write SCP and the Write Data, Point 1701, is shown to be equal to tCWD. The separation between the Read SCP and the Read Data, Point 1704, is tCAC+RDLY. To satisfy these constraints, at the master, the separation between a Write SCP and a subsequent Read SCP should obey the relationship:
\[ \text{tCWD} + \text{IPACKET} + \text{cycPROPsys} + \text{tCYC} = \text{cycRWmin} + \text{IPACKET} + \text{tCAC} + \text{tBDLY} \]

Where \( \text{tCWD} \) is simply the length of a packet in cycles. This reduces to:
\[ \text{cycRWmin} = \text{cycPROPsys} + \text{tCWD} - \text{tCAC} - \text{tBDLY} - \text{tCYC} \]

As \( \text{tCYC} \) is one clock cycle, this reduces to:
\[ \text{cycRWmin} = \text{cycPROPsys} + \text{tCWD} - \text{tCAC} - \text{tBDLY} - 1 \]

It should be noted that in the initialization of the DRAM devices, the levelization step should precede the SCP offset calculation step. The reason is that important information is collected during the levelization step that could not otherwise be obtained for the offset process. This information comprises the cycPROPsys parameter, which is discovered in the levelization process. In fact even if no levelization were to occur, similar calculations would still have to be performed to find the values of cycPROPsys. Furthermore if levelization had not occurred, the offset calculation would be different for each device on the bus. As it happens in one embodiment, the calculation is the same regardless of which DRAM devices receive the SCPs because all DRAM devices appear to the memory controller to be in the same physical location.

Operation continues at step 1429, at which the minimum offset is determined between a read SCP and a subsequent write SCP. A command to perform a read followed by a command to perform a write to the same or different DRAM devices should be separated by some number of channel clock cycles. This offset is determined by column cycle times and is established according to the following formula:
\[ \text{cycRWmin} = \text{tCAC} + \text{tBDLY} + \text{tCWD} \]
[0139] Operation continues at step 1430, at which the minimum offset is determined between a write SCP and a subsequent read SCP. A command to perform a write followed by a command to perform a read to the same or different DRAM devices should be separated by some number of channel cycles. This offset is determined by two factors: turnaround constraints, based on propagation delays to the most distant DRAM devices; and the offset between Read/Write SCPs as determined at step 1429. The offset between Write and Read SCPs is determined according to the formula:

cycleWidth = cycleProps->CWD->KCAC->TRDLY+1.

[0140] Refresh requirements for the DRAM device cores are determined, at step 1431. At step 1432, the self refresh is configured and enabled for the power saving modes. The temperature sensor output is configured, at step 1433, so it can be enabled or disabled. The fields in each SPD are read, at step 1434, so that the memory controller can establish a power control policy. At step 1435, power modes of the DRAM devices are configured according to the desired memory controller policy. Timers are then started to indicate when Refresh operations need to be performed. The time value for maximum time a device may be in Nap mode is also initialized. Following completion of step 1435, initialization is complete.

[0141] In operation, each DRAM device of one embodiment may be assigned two addresses, wherein the addresses may be provided to registers of the DRAM device over the Serial bus, but the embodiment is not so limited. One of the addresses, the device sequence address, is used to address the corresponding DRAM device during initialization operations. The other address, the operating mode address, is used to address the corresponding DRAM device during memory access operations. The device sequence addresses may be sequential, but the embodiment is not so limited. The operating mode address is determined by the user when the memory device array is configured, as it is desirable to assign specific DRAM devices specific memory locations of the module address space.

[0142] FIG. 18 is a flowchart of the procedure for setting the device sequence addresses in DRAM devices of one embodiment. This procedure was discussed herein with reference to step 1413 of FIG. 14. This flowchart is for a memory array containing 52 DRAM devices, but the embodiment is not so limited. Operation begins at step 1802, at which the repeater register is set to 1 in all of the DRAM devices. The repeater register, when set to 1, is considered to be on and, as such, will place any signal received on the SI0 input pin onto the SI0 output pin of the DRAM device, thereby propagating the received signal, but the embodiment is not so limited. The repeater register, when set to 0, is considered to be off and, as such, will not place the signal received on the SI0 input pin onto the SI0 output pin, but the embodiment is not so limited. At step 1804, the device sequence address of all DRAM devices is set to be the highest address used in the device sequence addressing scheme. For example, where the array contains 32 DRAM devices and the sequential address scheme uses addresses 0 through 31, the device sequence address of all DRAM devices is set to 31. If some other address scheme is used to address the DRAM devices, or if the memory array comprises some other number of DRAM devices, the device sequence address set at step 1804 would be correspondingly different.

[0143] As previously discussed herein, initialization sometimes results in having the same commands broadcasted to all DRAM devices of the serial chain. At this point in the device sequence address setting procedure, commands may be broadcasted to all DRAM devices simultaneously because all DRAM devices have the same device sequence address and all DRAM devices have the repeaters on, thereby allowing the command to propagate to all DRAM devices of the auxiliary channel. The remainder of the procedure is used to set different device sequence addresses in each of the DRAM devices of the auxiliary channel.

[0144] The repeater register is set to 0 in all of the DRAM devices, at step 1806, thereby turning the repeater off. At step 1808, the device sequence address of the first sequential DRAM device, or the DRAM device in closest proximity to the memory controller, is set to the address specified by the device sequence addressing scheme. For example, if device sequence addresses 0 to 31 are used, the device sequence address of the DRAM device in closest proximity to the memory controller is set to 0. As the repeater register is off at this point, this device sequence address is not propagated to other DRAM devices of the serial chain. Furthermore, at step 1808, the device ID counter is incremented. At steps 1808 and 1810 are repeated for all DRAM devices coupled to the auxiliary channel until all DRAM devices have an assigned device sequence address. As the repeater register of the first DRAM device on the auxiliary channel is on, the specified device sequence address for the second, or next sequential, DRAM device down the auxiliary channel from the memory controller is set when step 1808 is repeated. The repeater register is set to 1 in the second DRAM device, at step 1810. At step 1812, a determination is made whether device sequence addresses have been set in all DRAM devices of the auxiliary channel. Operation ceases when device sequence addresses are set in all DRAM devices; otherwise, the procedure continues to set a device sequence address in a DRAM device and turn the repeater on so that the next serial signal will reach the next DRAM device in sequence.

[0145] The invention has been described in conjunction with the preferred embodiment. Although the present invention has been described with reference to specific exemplary embodiments, it will be evident that various modifications and changes may be made to these embodiments without departing from the broader spirit and scope of the invention as set forth in the claims. Accordingly, the specification and drawings are to be regarded in an illustrative rather than a restrictive sense.

1.24. (canceled)
25. A memory module comprising:

- a random access memory device having a memory array,
- the random access memory device including:

- a first register to store a first value that is representative of a number of clock cycles of a clock signal to elapse between latching a column address and an access of data sensed from a row of memory cells in
the memory array, wherein a location of the data is based on the column address; and

a second register to store a second value that is representative of a number of clock cycles of the clock signal to elapse between the access of data from the memory array and outputting the data; and

a storage device to store a plurality of parameter information that pertains to the random access memory device, the first value and the second value to be based on at least a first parameter information of the plurality of parameter information.

26. The memory module of claim 25, wherein the memory array includes dynamic memory cells.

27. The memory module of claim 25, wherein the storage device is a serial presence detect.

28. The memory module of claim 25, wherein the plurality of parameter information includes:

information that represents a time to sense a row of the memory device;

information that represents a time between a row access operation of the memory device and a column access operation of the memory device;

information that represents a time between a row access operation of the memory device and a precharge operation of the memory device; and

information that represents a time between a row sense operation applied to a first bank of the memory device and a row sense operation applied to a second bank of the memory device.

29. A system comprising:

a memory device having a memory array, the memory device including:

a first register to store a first value that is representative of a number of clock cycles of a clock signal to elapse between latching a column address and an access of data sensed from a row of memory cells in the memory array, wherein a location of the data is based on the column address; and

a second register to store a second value that is representative of a number of clock cycles of the clock signal to elapse between the access of data from the memory array and outputting the data; and

a storage area to store a parameter information that pertains to the memory device, the first value and the second value to be derived from the parameter information; and

a memory controller device, coupled to the memory device, the memory controller device to provide the first value and the second value to the memory device.

30. The system of claim 29, wherein the storage area and the memory device are disposed on a memory module.

31. The system of claim 29, wherein the storage area is a serial presence detect.

32. The system of claim 29, wherein the memory controller device receives the parameter information from the integrated circuit device, wherein the parameter information represents a first timing parameter of the memory device in units of time, the memory controller device to convert the parameter information that represents the first timing parameter from units of time to units of clock cycles of a clock signal to derive the first value.

33. The system of claim 29, wherein the parameter information includes:

information that represents a time to sense a row of the memory device;

information that represents a time between a row access operation of the memory device and a column access operation of the memory device;

information that represents a time between a row access operation of the memory device and a precharge operation of the memory device;

information that represents a time between a row sense operation applied to a first bank of the memory device and a row sense operation applied to a second bank of the memory device; and

information that represents a time between a precharge operation applied to a first bank of the memory device and a precharge operation applied to a second bank of the memory device.

34. The system of claim 29, wherein the memory controller is configured in accordance with the parameter information.

35. A memory controller comprising:

an interface to provide a first value and a second value to a memory device, wherein:

the first value is representative of a number of clock cycles of a clock signal to elapse between latching a column address and an access of data sensed from a row of memory cells in a memory array of the memory device, wherein a location of the data is based on the column address; and

the second value is representative of a number of clock cycles of the clock signal to elapse between the access of data sensed from the row of memory cells and the memory device outputting the data.

36. The memory controller of claim 35, wherein the first value and the second value are generated by converting a timing parameter information of the memory device from units of time to units of clock cycles of the clock signal.

37. The memory controller of claim 35, wherein the memory controller is configured in accordance with parameter information pertaining to the first value and the second value.

38. The memory controller of claim 35, wherein the memory controller is configured in accordance with an information pertaining to a time to sense a row of the memory device.

39. The memory controller of claim 35, wherein the memory controller is configured in accordance with an information pertaining to a time between a row access operation of the memory device and a column access operation of the memory device.

40. The memory controller of claim 35, wherein the memory controller is configured in accordance with an information pertaining to a time between a row access operation of the memory device and a precharge operation of the memory device.

41. The memory controller of claim 35, wherein the memory controller is configured in accordance with an
information pertaining to a time between a row sense operation applied to a first bank of the memory device and a row sense operation applied to a second bank of the memory device.

42. The memory controller of claim 35, wherein the memory controller is configured in accordance with an information pertaining to a time between a precharge operation applied to a first bank of the memory device and a precharge operation applied to a second bank of the memory device.

43. A system comprising:

a storage location to store an information representing a plurality of timing parameters pertaining to a random access memory device having a memory array, wherein the information includes information representing a first timing parameter and information representing a second timing parameter;

an integrated circuit device to generate:

a first value from the information representing the first timing parameter, such that the first value is representative of a number of clock cycles of a clock signal to elapse between latching a column address and an access of data sensed from a row of memory cells in the memory array, wherein a location of the data is based on the column address; and

a second value from the information representing the second timing parameter, such that the second value is representative of a number of clock cycles of the clock signal to elapse between the access of data from the memory array and outputting the data.

44. The system of claim 43, wherein the integrated circuit device generates the first value by converting the information representing the first timing parameter from units of time to units of clock cycles of the clock signal, and the integrated circuit device generates the second value by converting the information representing the second timing parameter from units of time to units of clock cycles of the clock signal.

45. The system of claim 44, wherein converting the information representing the first timing parameter further includes dividing a time period of the first timing parameter by a period of the clock signal.

46. The system of claim 43, wherein the storage location is included along with the random access memory device on a memory module.

47. The system of claim 43, wherein the storage location is included in a serial presence detect.

48. The system of claim 43, further including a plurality of registers to store the information, wherein the information includes:

information that represents a time to sense a row of the random access memory device;

information that represents a time between a row access operation of the random access memory device and a column access operation of the random access memory device;

information that represents a time between a row access operation of the random access memory device and a precharge operation of the random access memory device;

information that represents a time between a row sense operation applied to a first bank of the random access memory device and a row sense operation applied to a second bank of the random access memory device; and

information that represents a time between a precharge operation applied to a first bank of the random access memory device and a precharge operation applied to a second bank of the random access memory device.