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Title: FEEDBACK LOOP FOR SPAM PREVENTION 

TECHNICAL FIELD 

This invention is related to systems and methods for classifying items, 

5 e.g., electronic mail correspondence, for spam prevention.  

BACKGROUND 

The advent of global communications networks such as the Internet has presented 

commercial opportunities for reaching vast numbers of potential customers. Electronic 

10 messaging, and particularly electronic mail ("email"), is becoming increasingly pervasive 

as a means for disseminating unwanted advertisements and promotions (also denoted as 

Spamm") to network users.  

The Radicati Group, Inc., a consulting and market research firm, estimates that as 

of August 2002, two billion junk e-mail messages are sent each day - this number is 

15 expected to triple every two years. Individuals and entities (e.g., businesses, government 

agencies) are becoming increasingly inconvenienced and oftentimes offended by junk 

messages. As such, junk e-mail is now or soon will become a major threat to trustworthy 

computing.  

A key technique utilized to thwart junk e-mail is employment of filtering 

20 systems/methodologies. One proven filtering technique is based upon a machine learning 

approach - machine learning filters assign to an incoming message a probability that the 

message is junk. In this approach, features typically are extracted from two classes of 

example messages (e.g., junk and non-junk messages), and a learning filter is applied to 

discriminate probabilistically between the two classes. Since many message features are 

25 related to content (e.g., words and phrases in the subject and/or body of the message), such 

types of filters are commonly referred to as "content-based filters".  

Some junk/span filters are adaptive, which is important in that multilingual users 

and users who speak rare languages need a filter that can adapt to their specific needs.  

Furthermore, not all users agree on what is and is not, junk/spam. Accordingly, by 

30 employing a filter that can be trained implicitly (e.g., via observing user behavior) the
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respective filter can be tailored dynamically to meet a user's particular message 

identification needs.  

One approach for filtering adaptation is to request a user(s) to label messages as 

junk and non-junk. Unfortunately, such manually intensive training techniques are 

5 undesirable to many users due to the complexity associated with such training let alone the 

amount of time required to properly effect such training. In addition, such manual training 

techniques are often flawed by individual users. For example, subscriptions to free mailing 

lists are often forgotten about by users and thus, are incorrectly labeled as junk mail. As a 

result, legitimate mail is blocked indefinitely from the user's mailbox. Another adaptive 

10 filter training approach is to employ implicit training cues. For example, if the user(s) 

replies to or forwards a message, the approach assumes the message to be non-junk.  

However, using only message cues of this sort introduces statistical biases into the training 

process, resulting in filters of lower respective accuracy.  

Still another approach is to utilize all user(s) e-mail for training, where initial labels 

15 are assigned by an existing filter and the user(s) sometimes overrides those assignments 

with explicit cues (e.g., a "user-correction" method)-for example, selecting options such 

as "delete as junk" and "not junk"-and/or implicit cues.  

It is desired to provide a system that facilitates classifying items in connection with 

spain prevention, a method that facilitates classifying messages in connection with spain 

20 prevention, and a method that facilitates verifying reliability and trustworthiness in user 

classifications for training a spam filter, that alleviate one or more of the above difficulties, 

or at least provide a useful alternative.  

SUMMARY 

25 In accordance with the present invention, there is provided a system that facilitates 

classifying items in connection with spam prevention, comprising: 

a component that receives a set of the items; 

a component that identifies intended recipients of the items, and tags a subset of the 

items to be polled, the subset of items corresponding to a subset of recipients that are 

30 known spain fighting users; and
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a feedback component that receives information relating to the span fighter's 

classification of the polled items, and employs the information in connection with training 

a spain filter, and populating a span list; and 

a component that modifies an item tagged for polling to identify it as a polling 

5 item, wherein the modified item comprises voting instructions and any one of at least two 

voting buttons and links which correspond to at least two respective classes of items 

facilitate classification of the item by the user, wherein the voting buttons correspond to 

respective links such that when any one of the voting buttons is selected by the user, 

information relating to the selected voting button, the respective user, and the item's unique 

10 ID assigned thereto is sent to a database for storage.  

The present invention also provides a method that facilitates classifying messages 

in connection with spam prevention comprising: 

receiving a set of the messages; 

15 identifying intended recipients of the messages; 

tagging a subset of the messages to be polled, the subset of messages corresponding 

to a subset of the recipients that are known span fighting users; 

receiving information relating to the users' classification of polling messages; and 

employing the information in connection with training a spam filter, and populating 

20 a spain list; and 

modifying a message tagged for polling to identify it as a polling message, wherein 

the modified message comprises voting instructions and any one of at least two voting 

buttons and links which correspond to at least two respective classes of messages facilitate 

classification of the message by the user, wherein the voting buttons correspond to 

25 respective links such that when any one of the voting buttons is selected by the user, 

information relating to the selected voting button, the respective user, and the message's 

unique ID assigned thereto is sent to a database for storage.  

The present invention also provides a method that facilitates verifying reliability 

30 and trustworthiness in user classifications for training a span filter, via a feedback loop 

system comprising:



C.\NRPortbl\DCC\MKAXi69,725 1 DOC-I1/9/2009 

-4

identifying a subset of spain-fighting users as suspect users; 

providing one or more messages having a known result to the suspect users for 

polling; 

modifying a message tagged for polling to identify it as a polling message, wherein 

5 the modified message comprises voting instructions and any one of at least two voting 

buttons and links which correspond to at least two respective classes of messages facilitate 

classification of the message by the user, wherein the voting buttons correspond to 

respective links such that when any one of the voting buttons is selected by the user, 

information relating to the selected voting button, the respective user, and the message's 

10 unique ID assigned thereto is sent to a database for storage; and 

determining whether the suspected users' classification of the one or more test 

messages matches the known classification to ascertain the reliability of the users' 

classifications.  

15 BRIEF DESCRIPTION OF THE DRAWINGS 

Preferred embodiments of the present invention are hereinafter described, by way 

of example only, with reference to the accompanying drawings, wherein: 

Fig. I A is a block diagram of a feedback loop training system in accordance with 

an embodiment of the present invention.  

20 Fig. 1 B is a flow diagram of an exemplary feedback loop training process in 

accordance with an embodiment of the present invention.  

Fig. 2 is a flow diagram of an exemplary method that facilitates mail classification 

by users to create spam filters in accordance with an embodiment of the present invention.  

Fig. 3 is a flow diagram of an exemplary method that facilitates cross-validation of 

25 users participating in the method of Fig. 2.  

Fig. 4 is a flow diagram of an exemplary method that facilitates determining 

whether users are untrustworthy in accordance with an embodiment of the present 

invention.
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Fig. 5 is a flow diagram of an exemplary method that facilitates catching spam and 

determining spam originators in accordance with an embodiment of the present invention.  

Fig. 6 is a block diagram of a client-based feedback loop architecture in accordance 

with an embodiment of the present invention.  

5 Fig. 7 is a block diagram of a server-based feedback loop system having one or 

more users that generate training data in accordance with an embodiment of the present 

invention.  

Fig. 8 is a block diagram of a cross-organizational server-based feedback loop 

system wherein the system includes an internal server with its own database to pull 

10 training data stored on external user databases in accordance with an embodiment of the 

present invention.  

Fig. 9 illustrates an exemplary environment for implementing various embodiments 

of the invention.  

Fig. 10 is a schematic block diagram of an exemplary communication environment 

15 in accordance with an embodiment the present invention.  

DETAILED DESCRIPTION 

Embodiments of the present invention make use of a machine-learning approach as 

20 applied to spam filters, and in particular, randomly samples incoming email messages so 

that examples of both legitimate and junk/spam mail are obtained to generate sets of 

training data. Pre-selected individuals serve as spam fighters and participate in 

categorizing respective replications (which optionally can be slightly modified) of the 

samples.  

25 Generally, messages selected for polling are modified in various aspects to appear 

as polling messages. A copy of an incoming message selected for polling is made such 

that some users (e.g., spam fighters) will receive the same message (e.g., in terms of 

message content) twice: once in the form of a polling message and again, in its original 

form. All messages are considered for polling - including those which have been labeled 

30 as spam by existing filters. Spam-labeled messages are considered for polling and if
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selected, are not treated as span according to specifications of the existing filter (e.g., 

move to junk folder, delete...).  

Unlike conventional spam filters, more accurate span filters can be created by 

training span filters in accordance with the herein-described feedback technique so as to 

5 learn to distinguish between good mail and spam, thereby mitigating biased and inaccurate 

filtering. The feedback is accomplished at least in part by polling any suitable number of 

users to obtain feedback on their incoming email. Users, identified as spain-fighters, are 

tasked with voting on whether a selection of incoming messages is either legitimate mail or 

junk mail. Both positive and negative classifications of incoming email are desired to 

10 mitigate improperly filtering out as spam mail that is good (e.g., not spam) intended for a 

user. The respective classifications along with any other information associated with each 

mail transaction are moved to a database to facilitate training the span filters. The 

database and related components can compile and store properties for selected message(s) 

(or selected mail transaction), which includes user properties, user voting information and 

15 histories, message properties such as unique identification numbers assigned to each 

selected message, message classifications, and message content summaries, or statistical 

data related to any of the above, to generate sets of training data for machine learning 

systems. Machine learning systems (e.g., neural networks, Support Vector Machines 

(SVMs), Bayesian Belief Networks) facilitate creating improved spam filters that are 

20 trained to recognize both legitimate mail and span mail and further, to distinguish between 

them. Once a new spam filter has been trained, it can be distributed to mail servers and 

client email software programs. Furthermore, the new span filter can be trained with 

respect to a specific user(s) to improve performance of a personalized filter(s). As new 

training data sets are built, the spain filter can undergo further training via machine 

25 learning to optimize its performance and accuracy. User feedback by way of message 

classification can also be utilized to generate lists for spain filters and parental controls, to 

test spain filter performance, and/or to identify spain origination.  

Embodiments of the present invention also provide a method of detecting 

untrustworthy users through cross-validation techniques and/or by known result test 

30 messages. Cross-validation involves training a filter from which the polling results of 

some users are excluded. That is, the filter is trained using polling results from a subset of
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users. On average, this subset of users will work well enough even with some mistakes to 

detect those who generally are not in agreement with them. The polling results from the 

excluded users are compared to those of the trained filter. This comparison essentially 

determines how the users from the training subset would have voted on the messages 

5 belonging to the excluded users. If the agreement between an excluded user's votes and 

the filter is low, then the polling results from that user can either be discarded or marked 

for manual inspection. This technique can be repeated as desired, excluding data from 

different users each time.  

Mistakes on individual messages can also be detected such as a message on which 

10 the filter and the user vote strongly disagree. These messages can be flagged for either 

automatic removal and/or manual inspection. As an alternative to cross-validation, a filter 

can be trained on all or substantially all users. The user votes and/or messages that 

disagree with the filter can be discarded. Another alternative to cross-validation involves 

known result test messages in which the user(s) is asked to vote on a message(s) where the 

15 result is known. Accurate classification (e.g., user vote matches filter action) of the 

message by the user verifies the user's trustworthiness and determines whether to remove 

the user's classifications from training, and whether to remove the user from future polling.  

Known span targets (e.g., honeypots) are created to identify incoming mail as 

span and/or to track specific merchant email address processing. A known spain target, or 

20 honeypot, is an email address where the set of legitimate mail can be determined and all 

other mail can be considered spam. For instance, the email address can be disclosed on a 

website in a restrictive manner not likely to be found by people. Hence, any mail sent to 

this address can be considered spam. Alternatively, the email address may have only been 

disclosed to a merchant from whom legitimate mail is expected to be received. Thus, mail 

25 received from the merchant is legitimate mail, but all other mail received can safely be 

considered span. Spam data derived from honeypots and/or other sources (e.g., users) can 

be integrated into the feedback loop system, but because of the substantial increase in span 

classification with honeypots, such data should be down weighted, as will be described 

infra in greater detail, to mitigate obtaining biased polling results.  

30 Messages are quarantined which are deemed uncertain either by the feedback loop 

system or by the filter. Such messages are held for any suitable period of time instead of



P:\OPER\SPMI2642240 amended qect doo-4J20X09 

-8

being discarded or classified. This time period can be set in advance, or the message can 

be held until receipt of a determined number of poll results similar to the message, e.g., 

from the same IP address or with similar content.  

As used in this specification, the terms "component" and "system" are intended to 

5 refer to a computer-related entity, either hardware, a combination of hardware and 

software, software, or software in execution. For example, a component may be, but is not 

limited to being, a process running on a processor, a processor, an object, an executable, a 

thread of execution, a program, and/or a computer. By way of illustration, both an 

application running on a server and the server can be a component. One or more 

10 components may reside within a process and/or thread of execution and a component may 

be localized on one computer and/or distributed between two or more computers.  

Embodiments of the present invention can incorporate various inference schemes 

and/or techniques in connection with generating training data for machine learned spam 

filtering. As used herein, the term "inference" refers generally to the process of reasoning 

15 about or inferring states of the system, environment, and/or user from a set of observations 

as captured via events and/or data. Inference can be employed to identify a specific 

context or action, or can generate a probability distribution over states, for example. The 

inference can be probabilistic - that is, the computation of a probability distribution over 

states of interest based on a consideration of data and events. Inference can also refer to 

20 techniques employed for composing higher-level events from a set of events and/or data.  

Such inference results in the construction of new events or actions from a set of observed 

events and/or stored event data, whether or not the events are correlated in close temporal 

proximity, and whether the events and data come from one or several event and data 

sources.  

25 It is to be appreciated that although the term "message" is employed extensively 

throughout the specification, such term is not limited to electronic mail per se, but can be 

suitably adapted to include electronic messaging of any form that can be distributed over 

any suitable communication architecture. For example, conferencing applications that 

facilitate a conference between two or more people (e.g., interactive chat programs, and 

30 instant messaging programs) can also utilize the filtering benefits disclosed herein, since 

unwanted text can be electronically interspersed into normal chat messages as users
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exchange messages and/or inserted as a lead-off message, a closing message, or all of the 

above. In this particular application, a filter could be trained to automatically filter 

particular message content (text and images) in order to capture and tag as junk the 

undesirable content (e.g., commercials, promotions, or advertisements).  

5 In this specification, the term "recipient" refers to an addressee of an incoming 

message or item. The term "user" refers to a recipient who has chosen, either passively or 

actively, to participate in the feedback loop systems and processes as described herein.  

Referring now to Fig. IA, there is illustrated a general block diagram of a feedback 

training system 10 in accordance with one embodiment of the present invention. A 

10 message receipt component 12 receives and delivers incoming messages (denoted as IM) 

to intended recipients 14. The message receipt component can include at least one filter 16 

as is customary with many message receipt components (e.g., junk mail filter) to mitigate 

delivery of undesirable messages (e.g., spam). The message receipt component 12 in 

connection with the filter 16 processes the messages (IM) and provides a filtered subset of 

15 the messages (IM') to the intended recipients 14.  

As part of a feedback aspect of the system, a polling component 18 receives all of 

the incoming messages (IM) and identifies the respective intended recipients 14. The 

polling component selects a subset of the intended recipients 14 (referred to as spam 

fighters 20) to classify a subset of the incoming messages (denoted as IM") as spam or not 

20 spam, for example. The classification-related information (denoted as VOTING INFO) are 

submitted to a message store/vote store 22, where the voting information as well as copies 

of the respective IM" are stored for later use such as by a feedback component 24. In 

particular, the feedback component 24 employs machine learning techniques (e.g., neural 

networks, SVMs, Bayesian networks or any suitable machine learning system ) which 

25 make use of the voting information to train and/or improve the filter 16 (and/or build new 

filter(s)) with respect to identifying spam mail, for example. As new streams of incoming 

messages are processed through the newly trained filter 16, less spam and more legitimate 

messages (denoted as IM') are delivered to the intended recipients 14. Thus, the system 10 

facilitates the identification of spam and the training of improved spam filters by utilizing 

30 feedback generated by spam fighters 20. Such feedback aspect provides for a rich and
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highly dynamic scheme for refining a spam detection system. Various details regarding 

more granular aspects of the system are discussed below.  

Referring now to Fig. IB, there is illustrated a feedback loop training flow diagram 

100 in connection with spain fighting and spam prevention. In preparation of and/or prior 

5 to the training process, users are selected to be spain-fighters (e.g., from a master set 

comprising all email users) - the selection can be based on a random sampling, or level of 

trust, or any suitable selection scheme/criteria. For example, the selected subset of users 

can include all users, a randomly selected set of users, those who have opted in as spam 

fighters, or those who have not opted out, and/or any combination thereof, and/or based in 

10 part upon their demographic location and related information.  

Alternatively, the master set of email users selected from can be limited to paying 

users which can make it more expensive for spammers to subvert the system. Thus, a 

subset of users selected to participate in the spam fighting could comprise only paying 

users. A list or customer table including the names and properties of the selected users 

15 (e.g., spam fighters) can then be created.  

When an incoming stream of messages 102 is received, a recipient of each message 

is checked against a list of all spam fighters at 104. If the recipient is on the list, then the 

message is considered for polling. Next, a determination is made whether to select a 

message for polling. Unlike conventional spam filters, the system described herein does 

20 not delete any messages (e.g., spam) until at least after all incoming mail is considered for 

polling. That is, the mail is classified before it is subjected to any labeling (e.g., spam, 

non-spam) - this facilitates obtaining an unbiased sample of messages available for user 

polling.  

A component for message selection (not shown) can be employed to select 

25 messages with some random probability to mitigate bias of data. Another approach 

involves using demographic information as well as other user/recipient attributes and 

properties. Thus, messages can be selected based at least in part upon the user/recipient.  

Other alternative algorithms exist for selecting messages. However, there may be 

limitations on the number of messages selected per user or per user per time period, or on 

30 the probability of selecting a message from any given user. Without such limits, a
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spammer could create an account, send it millions of spam messages, and classify all such 

messages as good: this would allow the spammer to corrupt the training database with 

incorrectly labeled messages.  

Some forms of spam filtering, notably referred to as black hole lists may not be 

5 skippable. Black hole lists prevent a server from receiving any mail from a list of Internet 

Protocol (IP) addresses. Therefore, the selection of messages can be chosen from the set of 

mail which is not from a black hole list.  

A unique aspect of the system is that messages selected for polling, which are 

marked as spam by filters currently in place, are not deleted or moved to ajunk mail 

10 folder. Instead, they are placed in a usual inbox or mailbox where all other messages are 

received for polling consideration. However, if there are two copies of the message, and 

the message is considered as spam by the filter, then one copy is delivered to the span 

folder or otherwise treated according to set parameters (e.g., deleted, specially marked, or 

moved to junk folder).  

15 When a message is selected, it is forwarded to the user and marked in some special 

way to indicate that it is a polling message. In particular, the selected message can be 

modified by a message modification component 106. Examples of message modification 

include, but are not limited to, locating the polling message in a separate folder, changing 

the 'from' address or the subject line, and/or using a special icon or special color that 

20 would identify the message as a polling message to the user. The selected message can 

also be encapsulated within another message, which would provide instructions to the user 

on how to vote on and/or classify the encapsulated message. These instructions can 

include at least two buttons or links: one to vote the message as spam and one to vote the 

message as not spam, for example.  

25 The voting buttons can be implemented by modifying the contents of the message 

before sending a copy of the polling message to the user. When the system is employed 

with respect to client email software (as opposed to a mail server), the user interface can be 

modified to include the voting buttons.  

Moreover, the polling message can contain instructions and voting buttons as well 

30 as the selected message attached thereto. The polling message can also comprise a



summary of the selected message such as the subject line, from address, date sent and/or 

received, and the text or at least the first few lines of the text. Another approach involves 

sending the message with the voting instructions and voting buttons pre-pended thereto.  

In practice, when a user opens and/or downloads a copy of the polling message, buttons 

5 (or links) including, but not limited to, Spamm" and "not spam" buttons can pop up on the 

user interface or can be incorporated into the polling message. Thus, it is possible that 

each polling message contains a set of instructions and suitable voting buttons. Other 

modifications may be necessary, including possibly removing HTML background 

instructions (which could obscure the text of instructions or buttons.) 

0 Another button such as a "solicited commercial email" button can also be 

provided, depending on the type of information that is desired. The message can also 

include a button/link to opt-out of future polling. The instructions are localized to the 

user's preferred language and can be embedded into the polling message.  

Furthermore, messages selected for polling can be scanned for viruses by the 

5 message modification component 106 or by some other suitable virus scanning 

component (not shown). If a virus is found, the virus can either be stripped away or the 

message can be discarded. It should be appreciated that virus stripping can occur at any 

point of the system 100, including when the message is selected and right before the user 

downloads the message.  

0 Following modification of the message, a message delivery component 108 

delivers the polling message to the user for voting. User feedback (e.g., polling message, 

user's vote, and any user properties associated therewith) is assigned a unique identifier 

(ID) 110 (e.g., metadata). The ID 110 and/or Ihe information corresponding thereto are 

submitted to a message store/vote store 112 (e.g., central database), where the user 

25 classifications/votes are compiled and stored.  

At a database level, selected messages available for polling can be kept for later 

polling or use. In addition, the database can perform frequency analyses on a timed basis 

to make sure that a particular user is not being over sampled and that an amount of data is 

being collected from the user within limits as specified by the user. In particular, the 

30 feedback system 100 monitors a percentage limit of a user's mail as well as the sampling 

period to mitigate bias of both sampling and data. This is especially important where 

11



users are selected from all available users, including both low usage and high usage users.  

For example, a low usage user typically receives and sends a significantly lower volume 

of mail as compared to a high usage user. Thus, the system 100 monitors the message 

selection process to be certain that the selected message is approximately one out of 

5 every T number of messages received by the user and no more than 1 message received 

every Z hours by the user. Accordingly, the system can poll 1 out of every 10 incoming 

messages to be sampled (e.g., considered for polling), but no more than 1 every 2 hours, 

for example. The frequency, or percentage, limit mitigates sampling a disproportionate 

amount of messages for a low usage user as compared to a high usage user, and also 

0 mitigates overly annoying a user.  

On a frequent basis, the central database 112 scans for messages which have been 

sampled by the system 100 for polling but that have not been classified. The database 

pulls these messages and localizes them relative to respective user's demographic 

properties and creates polling messages to request the user(s) to vote and classify the 

5 message(s). However, the spam filter may not be modified or trained immediately after 

receipt of every new incoming classification. Rather, offline training allows a trainer to 

continually look at the data received into the database 112 on a scheduled, ongoing, or 

daily basis. That is, the trainer starts from a prescribed starting point or at a set amount of 

time in the past and looks at all the data from that point forward to train the filter. For 

0 example, the prescribed time period can be from midnight to 6:00 AM.  

The new spain filter can be trained on an ongoing basis by analyzing the message 

classifications maintained in the database 112 by way of machine-learning techniques 

114 (e.g., neural networks, support vector machines (SVMs)). Machine learning 

techniques require both examples of good mail and spam to learn from so that they can 

25 learn to distinguish between them. Even techniques based on matching known examples 

of spam can benefit from having examples of good mail, so that they can make sure they 

do not accidentally catch good mail.  

Accordingly, it is important to have both positive and negative examples of spam, 

instead of just complaints. There are some domains that send out large amounts of both 

30 spam and legitimate mail such as free mailing lists. If one built a system based only on 

complaints, all mail from these domains may be filtered resulting in a large number of 

12
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mistakes. Hence, knowing that the domain also sends out large amounts of good mail is 

important. In addition, users often make mistakes such as forgetting that they have signed 

up on a free mailing list. For instance, a large legitimate provider such as the New York 

Times regularly sends out legitimate mail. A few users forget that they have signed up and 

5 complain, classifying these messages as spam. Without data that most users realize that 

this mail is legitimate, mail from this site can otherwise be blocked.  

The new filter 116 can be distributed on an ongoing basis by a distribution 

component 118 across participating internet service providers (ISP), to the email or 

message servers, to individual email clients, to an update server, and/or to the central 

10 databases of individual companies. Moreover, the feedback system 100 functions on an 

ongoing basis such that samples of messages considered and utilized for polling can follow 

an actual distribution of email received by the system 100. As a result, training data sets 

employed to train new spam filters are kept current with respect to adaptive spanmers.  

When new filters are built, polling data can be discarded or down weighted (e.g., 

15 discounted) based on how long ago it was obtained.  

The system 100 can be implemented when mail is received at a server such as a 

gateway server, email server, and/or message server. For instance, when mail comes into 

an email server, the server looks up the properties of the intended recipients to determine 

whether the recipients have opted in to the system 100. If their properties indicate as such, 

20 the recipients' mail is potentially available for polling. Client-only architectures also exist.  

For example, client email software can make the polling decisions for a single user and 

deliver the email either to a central database or use the polling information to improve the 

performance of a personalized filter. In addition to those described herein, other 

alternative architectures for this system 100 exist and such are contemplated to fall within 

25 the scope of the present invention.  

Referring now to Fig. 2, there is illustrated a flow diagram of a basic feedback loop 

process 200 in accordance with one embodiment of the present invention. While, for 

purposes of simplicity of explanation, the methodology is shown and described as a series 

of acts, it is to be understood and appreciated that the order of acts is not limited to the 

30 order described herein, as some acts may occur in different orders and/or concurrently with 

other acts from that shown and described herein. For example, those skilled in the art will
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understand and appreciate that a methodology could alternatively be represented as a series 

of interrelated states or events, such as in a state diagram. Moreover, not all illustrated acts 

may be required to implement a methodology.  

The process 200 begins with mail coming into and being received by a component 

5 such as a server at 202. When mail arrives at the server, the server identifies properties of 

intended recipients to determine whether the intended recipients have previously opted in 

as span fighters for polling (at 204). Thus, the process 200 utilizes a user property field 

where it can be indicated whether the recipient has opted in to the feedback system, or 

consults a list of users who have opted in. If the user is determined to be a participant in 

10 the feedback system and has been selected for polling at 206, the feedback system takes 

action by determining which messages are selected for polling (at 208). Otherwise, the 

process 200 returns to 202 until at least one intended recipient of an incoming message is 

determined to be a user (e.g., spam fighter).  

In practice, all messages are considered for polling including those messages which 

15 are designated (or would be) as span by a currently employed filter (e.g., personalized 

filter, Brightmail filter). Therefore, no messages are deleted, discarded, or sent to junk 

folders before they are considered for polling.  

Each message or mail item received by the server has a set of properties 

corresponding to the mail transaction. The server compiles these properties and sends 

20 them along with the polling message to a central database. Examples of the properties 

include the recipient list (e.g., as listed in "To:", "cc:", and/or "bcc:" fields), verdict of a 

currently employed filter (e.g., whether filter identified message as spam), verdict of 

another optional span filter (e.g., Brightmail filter), and user information (e.g., username, 

password, real name, frequency of messages polled, usage data,...). The polling message 

25 and/or its contents, as well as the corresponding user/recipient are each assigned a unique 

identifier. The identifier can also be sent to the database and subsequently updated as 

needed.  

At 214, the message(s) selected for polling (e.g., original message .m, where M is an 

integer greater than or equal to one) is modified to indicate to the user that the message.m 

30 is a polling messagepl.pm and then is delivered to the user for polling (at 216). For 

example, the polling message can include the original message to be voted on as an
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attachment and a set of instructions on how to vote on the message. The set of instructions 

includes at least two buttons such as a "good mail" button and a Spamm" button, for 

example. When the user clicks on one of the buttons (at 218) to classify the message as 

good mail or spam, the user is directed to a uniform resource locator (URL) that 

5 corresponds to a unique identifier for the classification that the user is submitting. This 

information is posted and the associated record in the central database for that original 

message I-m is updated.  

At 216 or at any other suitable time during the process 200, the original message 

can optionally be delivered to the user. Thus, the user receives the message twice - once 

10 in its original form and again in its modified polling form.  

At some later time, a new spam filter is created and trained at 220 based at least in 

part upon user feedback. Once the new spai filter has been created and trained, the filter 

can be employed immediately on the email server and/or can be distributed to client 

servers, client email software, and the like (at 222). Training and distributing a new or 

15 updated spam filter is an ongoing activity. Thus, the process 200 continues at 204 when a 

new stream of incoming messages is received. When new filters are built, older data is 

discarded or down weighted based on how long ago they were obtained.  

The feedback system 100 and process 200 rely on the feedback of its participating 

users. Unfortunately, some users cannot be trusted or are simply lazy and fail to provide 

20 consistent and accurate classifications. The central database 112 (Fig. 1 a) maintains 

histories of user classifications. Thus, the feedback system 100 can track the number of 

contradictions, the number of times the user changed his/her mind, responses of the user to 

known good mail or known span, as well as the number or frequency of user replies to 

polling messages.  

25 When any one of these numbers exceeds a prescribed threshold, or simply for every 

user of the system, the feedback system 100 can invoke one or several validation 

techniques to assess the trustworthiness of a particular user or users. One approach is a 

cross-validation method 300 as illustrated in Fig. 3.



The cross-validation technique begins at 302 with a central database receiving 

incoming data such as polling results and respective user information. Next, it must be 

determined whether cross-validation is desired to test a suitable number of users at 304.  

If it is desired, then, a new spam filter is trained using some portion of the incoming data 

5 at 306. That is, the data from the users which are being tested is excluded from the 

training. For example, the filter is trained with about 90% of the polled user data 

(denoted as the 90% filter), thereby excluding about 10% of the data (denoted as the 10% 

tested user) which corresponds to the data submitted by the tested user.  

At 308, the 90% filter is run against the remaining 10% tested user data to 

0 determine how the 90% users would have voted on the tested user's messages. If the 

amount of disagreements between the 90% filter and the 10% tested user data exceeds a 

prescribed threshold (at 310), then the user's classifications can be manually inspected at 

312. Alternatively or in addition, test messages can be sent to the suspicious or 

untrustworthy users and/or these particular users can be excluded from future polling, 

5 and/or their past data discarded. However, if the threshold is not exceeded, then the 

process returns to 306. In practice, the cross-validation technique 300 can be utilized 

with any suitable set of test users, excluding different users as necessary to determine and 

maintain the trustworthiness of the voting/classification data.  

A second approach to assess user fidelity and reliability includes training a filter 

0 on all data gathered in a given period, and then testing on the training data, using the 

filter. This technique is known as test-on-training. If a message was included in the 

training, the filter should have learned its rating, e.g., the learned filter should classify the 

message the same way that the user did. However, the filter may continue to make a 

mistake on it by labeling it as spam when the user labeled it is as not spam or vice versa.  

25 In order for a filter to disagree with its training data, the message has to strongly disagree 

with other messages. Otherwise, the trained filter would almost certainly have found 

some way to classify it correctly. Thus, the message can be discarded as having an 

unreliable label. Either this technique or cross validation may be used: cross-validation 

can yield more mistakes in classifications less reliably; conversely test-on-training finds 

30 fewer mistakes more reliably.
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Both the test-on-training and the cross-validation technique 300 may be applied to 

individual messages wherein an individual user's classification or rating of a message is 

excluded by general agreement (e.g., following the majority rating). Alternatively, both 

techniques can be used to identify potentially unreliable users.  

5 In addition to, or instead of cross validation and/or test on training techniques, we 

can use the "known-results" technique to verify user trustworthiness (follow 314 to Fig. 4).  

Although the techniques of Figs. 3 and 4 are demonstrated separately, it should be 

appreciated that both approaches can be utilized at the same time. That is, information 

from known-good and known-spain messages can be combined with cross-validation or 

10 test on training results to determine which users to discard.  

Referring now to Fig. 4, there is illustrated a flow diagram of a process 400 to 

validate the fidelity of user voting. The process 400 refers from 314 as shown in Fig. 3.  

At 402, a known result test message(s) is sent to suspicious user(s) (or all users). For 

example, a test message may be injected into the incoming mail and then hand classified so 

15 that the database receives the "known" result. Otherwise, the process 400 can wait until a 

known result message is sent by a third party. The users are allowed to vote on the same 

test messages. The voting results are compared to the known results at 404. If the users' 

votes do not agree at 406, then their current and/or future and/or past classifications can be 

hand-inspected for a suitable period of time (at 408) until they demonstrate consistency 

20 and reliability. Alternatively, their current or future or past classifications can be 

discounted or removed. Finally, the users can be removed from future polling. However, 

if their voting results do agree with the test message results, then the users can be 

considered trustworthy at 410. The process 400 returns at 412 to Fig. 3 to determine what 

type of validation technique is desired for the next group of suspect users.  

25 A fourth approach (not shown) to assess user reliability is active learning. With 

active learning techniques, messages are not picked at random. Instead, the feedback 

system can estimate how useful the message will be to the system. For instance, if the 

filter returns a probability of spam, one can preferentially select the messages which are 

most uncertainly classified by the current filter for polling, i.e., those whose probability of 

30 spam is closest to 50%. Another way to select messages is to determine how common the 

message is. The more common the message, then the more useful it is to poll. Unique
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messages are less useful because they are less common. Active learning can be employed 

by using the confidence levels of existing filters, using how common features of the 

message are, and using existing filter's confidence levels of its settings or content (e.g., 

metaconfidence). There are many other active learning techniques, such as query-by

5 committee, well known to those skilled in the art of machine learning, and any of these 

techniques can be used.  

Referring now to Fig. 5, there is illustrated a flow diagram of a process 500 for 

incorporating honeypot feedback in addition to user feedback into spam filter training.  

Honeypots are email addresses to which it is known who should be sending them email.  

10 For example, a newly created email address may be kept private and disclosed only to 

selected individuals (at 502). They may also be disclosed publicly but in restrictive ways 

not seen by people (e.g., putting it on a white background in white typeface as a mail link).  

Honeypots are particularly useful in dictionary attacks by spammers. A dictionary attack 

is one in which a spammer tries emailing a very large number of addresses, perhaps all 

15 addresses in a dictionary or made from pairs of words in a dictionary or similar techniques 

in order to find valid addresses. Any email sent to a honeypot (at 504) or any email not 

from the few selected individuals (at 506) is considered spam (at 508). An email address 

can also be signed up with a suspect merchant. Thus, any email received from the 

merchant is considered good mail (at 510) but all other mail is considered spam. The span 

20 filter can be trained accordingly (at 512). Moreover, the suspect merchant is determined to 

sell or otherwise disclose the user's information (e.g., at least the email address) to third 

parties. This can be repeated with other suspect merchants and a list can be generated to 

warn users that their information could be distributed to spanmers. These are just a few 

techniques of getting email sent to honeypots which can safely be considered spam. In 

25 practice, there are other alternative ways to get email sent to honeypots that can safely be 

considered spam.  

Because honeypots are a good source of spam but a terrible source of legitimate 

mail, the data from honeypots can be combined with data from the feedback loop system 

(Fig. 1) to train new spam filters. Mail from different sources or different classifications



can be weighed differently. For example, if there are 10 honeypots and 10 users who are 

polled on 10% of their mail, about 10 times as much spam is to be expected from the 

honeypots as from polling. Therefore, the legitimate mail from polling can be weighted 

at 10 or 11 times as much as the spam in order to make up for this difference.  

5 Alternatively, honeypot data can be selectively down weighted. For example, about 50% 

of a user's mail is good mail and about 50% of it is spam. The same volume of spam is 

going to the honeypots. Therefore, it looks like the honeypot has 100% of spam, and all 

of it is sampled, not just 10%. In order to train with the correct ratios of spam and good 

mail in the combined system, the honeypot data is down weighted by 95% and the user 

0 spain is down weighted by 50% to result in a 1:1 overall ratio.  

Other sources of spam reports include users who are not included as participants 

in the feedback loop system. For instance, there may be a "Report Spam" button 

available to all users for all mail, to report spain that has made it through the filter. This 

data can be combined with data from the feedback loop system. Again, this source of 

5 spam should be down weighted or weighted differently since it can be biased or 

untrustworthy in various aspects. Re-weighting should also be done to reflect the fact 

that only mail that was not filtered is subject to reporting by the "Report-as-spam" button.  

In addition to the spam filter, a quarantine filter can be created and employed by 

the feedback loop system. The quarantine filter makes use of both positive and negative 

0 mail features. For example, mail from a popular online merchant is almost always good.  

A spanmer exploits the system by mimicking an aspect of the good merchant mail in his 

spam. Another example is that the spammer intentionally tricks the feedback system by 

sending small amounts of good mail via an IP address. The feedback loop learns to 

classify this mail as good mail, when at such time, the spammer starts sending spam from 

25 the same IP address.  

Thus, the quarantine filter notices a particular positive feature is being received in 

much greater quantities than the system is used to on the basis of historical data. This 

causes the system to be suspicious of the message and hence, quarantines it until 

sufficient poll results are obtained before choosing to deliver or mark the mail as spam.  

30 The quarantine filter can also be employed when mail is received from a new IP address, 

for which it is not known or certain whether the mail is spam or not spam and such will 
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not be known for a while. Quarantining can be performed in a number of ways, including 

provisionally marking the mail as spain and moving it to a spain folder or by not 

delivering it to the user or storing it somewhere where it will not be seen. Quarantining 

can be done for messages that are near the spain filter threshold: it can be assumed that 

5 additional information from polling will help make a correct decision. Quarantining can 

also be done when many similar messages are received: a few of the messages can be 

sent for polling with the feedback loop, and the: retrained filter can be used to correctly 

classify the messages.  

In addition to building filters, the feedback loop system as described herein can be 

0 utilized to evaluate them as well. That is, parameters of the spam filters can be tuned as 

needed. For example, a filter is trained up through midnight of last night. After 

midnight, take data that comes into the database to determine error rates of the spam filter 

as compared to the users' classifications. Further, the feedback loop can be employed to 

determine false positive and catch rates of the spain filter. For example, the user votes 

5 can be taken and the mail can be run through a potential filter to determine the false 

positive and catch rates. This information can then be used to tune and optimize the 

filter. Different parameter settings or different algorithms can be manually or 

automatically tried by building several filters, each one using a different setting or 

algorithm, to obtain the lowest false positive and catch rates. Thus, the results can be 

0 compared to select the best or optimal filter parameters.  

The feedback loop can be utilized for building and populating lists of IP addresses 

or domains or URLs that are always voted as spam or always voted as good, or voted at 

least 90% good, etc. These lists can be used for spam filtering in other ways. For 

instance, a list of IP addresses voted at least 90% spam could be used for building a 

25 black-hole list of addresses from which to accept no mail. The feedback loop can also be 

used to terminate the accounts of spammers. For example, if a particular user of an ISP 

appears to be sending spam, the ISP can be automatically notified. Similarly, if a 

particular domain appears responsible for a large amount of spam, the domain's email 

provider can be automatically notified.  

30 There are a number of architectures that can be used to implement the feedback 

loop system. One exemplary architecture is server based, as will be described in Fig. 7, 

20



with the selection process happening when the mail reaches the email server. An 

alternate architecture is client based, as is described in Fig. 6. In a client-based feedback 

loop, polling information can be utilized to improve the performance of a personalized 

filter, or, in the exemplary implementation illustrated here, the information can be sent to 

5 a shared repository as training data for a shared. filter (e.g. corporate wide, or global.) It 

should be appreciated that the following architectures described below are merely 

exemplary and can include additional components and features not depicted therein.  

Referring now to Fig. 6, there is illustrated an exemplary general block diagram 

of a feedback loop technique in a client-based architecture. A network 600 is provided to 

0 facilitate communication of e-mail to and from one or more clients 602, 604, and 606 

(also denoted as CLIENT,, CLIENT2... CLIENTN, where N is an integer greater or equal 

to one). The network can be a global communication network (GCN) such as the 

internet, or a WAN (Wide Area Network), LAN (Local Area Network), or any other 

network configuration. In this particular implementation, an SMTP (Simple Mail 

5 Transfer Protocol) gateway server 608 interfaces to the network 600 to provide SMTP 

services to a LAN 610. An email server 612 operatively disposed on the LAN 610 

interfaces to the gateway 608 to control and process incoming and outgoing email of the 

clients 602, 604, and 606. Such clients 602, 604, and 606 are also disposed on the LAN 

610 to access at least the mail services provided thereon.  

0 The client, 602 includes a central processing unit (CPU) 614 that controls client 

processes. The CPU 614 can comprise multiple processors. The CPU 614 executes 

instructions in connection with providing any of the one or more data gathering/feedback 

functions described hereinabove. The instructions include, but are not limited to, the 

encoded instructions that execute at least the basic feedback loop methodology described 

25 above, at least any or all of the approaches that can be used in combination therewith for 

addressing client and message selection, polling message modification, data retention, 

client reliability and classification validation, reweighing of data from multiple sources 

including the feedback loop system, spam filter optimization and tuning, quarantine 

filters, creation of spam lists, and automatic notification of spammers to their respective 

30 ISPs and email providers. A user interface 616 is provided to facilitate communication 
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with the CPU 614 and client operating system such that the clients can interact to access 

the email and vote on polling messages.  

A sampling of client messages retrieved. from the server 612 can be selected for 

polling by a message selector 620. Messages are selected and modified for polling if the 

5 intended recipient (client) has previously agreed to participate. A message modifier 622 

modifies the message to become a polling message. For example, the message(s) can be 

modified to include voting instructions and voting buttons and/or links according to the 

message modification descriptions provided hereinabove. Voting buttons and/or links are 

implemented by modifying the user interface 616 of the client email software. In 

0 addition, the message modifier 622 can remove any viruses in the messages (polling and 

non-polling messages) before they are opened or downloaded for viewing by the client 

602.  

In one implementation, the user of the spam fighting client 602 sees each message 

only once, with some messages specially marked as polling messages, and including 

5 voting buttons, etc. In the subject implementation, the user of the spam fighting client 

602 may see some messages twice, wherein one is the normal message and the other is 

the polling message. This can be implemented in several ways. For instance, the polling 

message can be returned to the server 612 and stored in a polled message store.  

Alternatively, the client 602 can store an additional message in the E-Mail server 612.  

0 Alternatively, the client 602 can show the user each message twice, once as a normal 

message, and once in modified form.  

Polling results 626 can be sent to the CPU 614 and then to a database 630 which 

can be configured to store data from one client or from more than one client, depending 

on the specific arrangement of the client feedback architecture. The central database 630 

25 stores polling messages, polling results as well as the respective client-user information.  

Related components can be employed to analyze such information such as to determine 

polling frequency, client-user trustworthiness (e.g., user validation 632), and other client 

statistics. Validation techniques can be employed particularly when the reliability of the 

client's voting is in question. Suspicion can arise from analyzing the number of 

30 contradictions, the number of changed minds, and the number of messages polled for a 

particular user or users; alternatively, validation techniques can be employed for every 

22
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user. Any suitable amount of data stored in the central database can be employed in 

machine learning techniques 634 to facilitate the training of a new and/or improved spam 

filter.  

Clients 604 and 606 include similar components as described hereinabove to obtain 

5 and train a filter which is personalized to the particular client(s). In addition to what has 

been described, a polled message scrubber 628 can interface between the CPU 614 and the 

central database 630 such that aspects of the polled message may be removed for a variety 

of reasons such as data aggregation, data compression, etc. The polled message scrubber 

628 can flush out extraneous portions of the polled message as well as any undesired user 

10 information associated therewith.  

Referring now to Fig. 7, there is illustrated an exemplary server-based feedback 

loop system 700 that facilitates multi-user logins and that obtains polling data in 

accordance with the feedback loop techniques described herein. A network 702 is 

provided to facilitate communication of e-mail to and from one or more users 704 (also 

15 denoted as USERI 7041, USER2 7042 ... and USERN 70 4N, where N is an integer greater or 

equal to one). The network 702 can be a global communication network (GCN) such as 

the internet, or a WAN (Wide Area Network), LAN (Local Area Network), or any other 

network configuration. In this particular implementation, an SMTP (Simple Mail Transfer 

Protocol) gateway server 710 interfaces to the network 702 to provide SMTP services to a 

20 LAN 712. An email server 714 operatively disposed on the LAN 712 interfaces to the 

gateway 710 to control and process incoming and outgoing email of the users 704.  

The system 700 provides multiple login capability such that user and message 

selection 716, message modification 718, and message polling (720, 722, 724) takes place 

for each different user that logs into the system 700. Thus, there is provided a user 

25 interface 726 that presents a login screen as part of the boot-up process of the computer 

operating system, or as required, to engage an associated user profile before the user 704 

can access his or her incoming messages. Thus, when a first user 704, (USER,) chooses to 

access the messages, the first user 704, logs into the system via a login screen 728 by 

entering access information typically in the form of a username and password. A CPU



730 processes the access information to allow tae user access, via a message 

communication application (e.g., a mail client) to only a first user inbox location 732.  

When incoming mail is received on the message server 714, they are randomly 

selected for polling which means that at least one of the messages is tagged for polling.  

5 The intended recipient(s) of the tagged messages are looked at to determine whether any 

one of the recipients is also a designated spain fighting user. Recipient properties 

indicating such information can be maintained on the message server 714 or on any other 

component of the system 700 as appropriate. Once it is determined which of the intended 

recipients are also spam fighters, a copy of their respective mail as well as any other 

0 information regarding the mail transaction can be sent to a central database 734 for 

storage. Messages tagged for polling are modified by the message modifier 718 in any 

number of ways described hereinabove. Messages selected for polling may also be 

specific to the user 704. For example, the user 704 can indicate that only certain types of 

messages are available for polling. Since this can result in a biased sampling of data, 

5 such data can be re-weighted with respect to other client data to mitigate building 

disproportionate training data sets.  

Virus scanning of the polling messages can also be performed at this time or at 

any other time before the polling message is downloaded and/or opened by the user 704.  

Once the messages have been modified in the appropriate manner, they are delivered to 

0 the respective user's inboxes which are denoted as INBOX1 732, INBOX 2 736, and 

INBOXN 738, where they can be opened for polling. To facilitate the polling process, 

each polling message includes two or more voting buttons or links, which when selected 

by the user, generates information relating to the polling message and the polling result.  

The text of each polling message can be modified to incorporate the voting buttons or 

25 links therein.  

Message poll results (denoted as MESSAGE POLL, 720, MESSAGE POLL2 722, 

and MESSAGE POLLN 724.), which include any information resulting from the 

classification (e.g., polling message or ID associated therewith, user properties), are sent 

to the central database 734 via a network interface 740 on the LAN 712. The central 

30 database 734 can store polling and user infonnation (720, 722, 724) from the respective 

users to apply to machine learning techniques to build or optimize a new and/or improved 

24
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spam filter 742. However, for privacy and/or security reasons, confidential information 

can be removed or stripped out of the information before it is sent to the central database 

714. Information generated by the user(s) 704 via polling can also be aggregated into 

statistical data. Thus, less bandwidth is used to transmit the information.  

5 The newly trained spam filter 742 can then be distributed to other servers (not 

shown) as well as client email software (not shown) interfacing with the LAN 712 on an 

ongoing basis, such as when a new filter is available, either by specific request or 

automatically. For example, the newest spam filter can be automatically pushed out to 

them and/or made available for downloading via a website. As new training data sets are 

10 generated to build newer spam filters, older data sets (e.g., information previously obtained 

and/or employed to train a filter) can be discarded or discounted depending on the age of 

the data.  

Consider now an alternate scenario wherein an organization devoted to span fighting 

makes available a filter shared by many different filter-using organizations. In one 

15 embodiment, the filter provider is also a very large provider of email services (e.g., paid 

and/or free email accounts). Rather than relying exclusively on email from its own 

organization, the filter provider chooses to also use some data from some of the filter-using 

organizations, so as to better capture the range of good mail and spam. The feedback loop 

system as described hereinabove can also be employed in such a cross-organizational 

20 scenario, either in a server or client-based architecture. We will call the filter provider, who 

aggregates data from its own users and from the different filter-using organizations the 

"internal" organization and call the components residing at one of the participating filter 

using organizations "external." In general, the cross-organizational system includes a mail 

database server at the filter provider (internal), such as, but not limited to, Hotmail and one 

25 or more message servers (external) such as those which may reside within one or more 

individual companies. In this case, the internal mail database server also stores substantial 

email feedback from its own customers. Training data sets may be generated based on 

information stored on an internal database (e.g., free e-mail/messaging on a Hotmail or MSN 

server) as well as information stored on one or more external databases associated with the 

30 respective external servers. Information maintained on the external databases can be



communicated to the internal server via a network such as the Internet, for example, for 

employment in machine learning techniques. Ultimately data from the external databases 

can be utilized to train new spam filters and/or improve existing spam filters located 

externally (e.g., within the respective company) or associated with the internal mail 

5 server.  

The data from one or more of the external databases should include at least one of 

polling messages, polling results (classifications), user information/properties, and voting 

statistical data per user, per group of users or on average for each company. The voting 

statistical data facilitate determining reliability of the information generated by the 

0 respective companies as well as mitigating bias of external data. Thus, the data from one 

or more external databases (companies) can be re-weighted or weighted differently from 

one or more of the other external databases. Moreover, the external entities can be tested 

for reliability and trustworthiness using similar validation techniques as described with 

hereinabove.  

5 For company security, privacy and confidentiality, the information or data 

communicated across the Internet from each company to the e-mail server, for example, 

can be scrubbed, abbreviated, and/or condensed from its original form. The original form 

can be maintained on the respective external database and/or otherwise treated according 

to each company's preferences. Thus, the e-mail server or any other internal mail server 

0 receives only pertinent information necessary to generate training data such as spam 

classifications, sender domain, sender name, content of messages classified as spam, and 

the like.  

Referring now to Fig. 8, there is illustrated an exemplary cross-organizational 

feedback system 800 where an internal database server and an external mail server can 

25 communicate and exchange database information via a network to facilitate the 

generation of training data sets used in machine learning techniques to build improved 

spam filters. The system 800 includes at least one external message server 802 (e.g., 

associated with at least one company) and an internal database server 804. Due to the 

nature of the cross-organization system, the external server 802 and the internal e-mail 

30 server 804 respectively maintain their own databases. That is, the e-mail server 804 is 

associated with an internal database 806 that can also be used to train a new spam filter 
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808. Likewise, the external server 802 is associated with an external database 810 which 

can be employed to train at least one new spam filter 812 as well as the spam filter 808 

located internally with respect to the e-mail server 804. Thus, the information stored on 

the external database 810 can be utilized to train the spam filter 808 located on the e-mail 

5 server.  

A GCN 814 is provided to facilitate communication of information to and from 

the internal e-mail server 804 and one or more external message servers 802. The 

external server(s) component of a cross-organizational system operates in a similar 

manner as does a server-based feedback loop system (e.g., Fig. 7, supra). For example, 

0 the message server 802, external database 810 and filter 812 can be located on a LAN 

815. In addition, there is provided a user interface 816 that presents a login screen 818 as 

part of the boot-up process of the computer operating system, or as required, to engage an 

associated user profile before the user(s) can access his or her incoming messages.  

In this server-based system, one or more users (denoted as USERi 820, USER 2 822, 

5 USERN 824) can log into the system at the same time in order to make use of the available 

mail services. In practice, when a first user 820 (USERi) chooses to access the messages, 

the first user 820 logs into the system via a login screen 818 by entering access 

information typically in the form of a username and password. A CPU 826 processes the 

access information to allow the user access to only a first user inbox location 828 via a 

0 message communication application (e.g., a mail client).  

When incoming mail is received on the message server 802, messages are 

randomly or specifically targeted for polling. Before messages can be selected for 

polling, the intended recipients of such targeted messages are compared to a spam-fighter 

user list to determine whether any one of the recipients is also a designated spam fighting 

25 user. Recipient properties indicating such information can be maintained on the message 

server 802, database 810, or on any other component of the system 800 as appropriate.  

Once it is determined which of the intended recipients are also spam fighters, the 

message(s) are selected for polling and a copy of polling message(s) as well as any other 

information pertaining to the mail transaction can be sent to the database 810.  

30 Messages selected for polling are modified by a message modifier 830 in any 

number of ways described hereinabove. In practice, a unique identification (ID) can be 
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assigned to each polling message, to each spam fighter, and/or to each polling result and 

stored in the database 810. As previously mentioned, messages selected for polling can 

be randomly chosen or may be specific to the respective user(s) (820, 822, and 824). For 

example, the USER, 820 can indicate that only certain types of messages are available for 

5 polling (e.g., messages sent from outside of the company). Data generated from such 

specific messages is re-weighted and/or discounted to mitigate obtaining a biased 

sampling of data.  

Virus scanning of the polling messages can also be performed at this time or at 

any other time before the polling message is downloaded and/or opened by the user.  

0 Once the messages have been modified in the appropriate manner, they are delivered to 

the respective user(s)'s inboxes which are denoted as INBOX, 828, INBOX 2 832, and 

INBOXN 834, where they can be opened for polling. To facilitate the polling process, 

each polling message includes two or more voting buttons or links, which when selected 

by the user, generates information relating to the polling message and the polling result.  

5 The text of each polling message can be modified to incorporate the voting buttons or 

links therein.  

Message poll results (denoted as MESSAGE POLL, 836, MESSAGE POLL 2 838, 

and MESSAGE POLLN 840.), which include any information resulting from the 

classification (e.g., polling message or ID associated therewith, user properties), are sent 

0 to the database 810 via a network interface 842 located on the LAN 815. The database 

810 stores polling and user information from the respective users for later use in machine 

learning techniques which are employed to build and/or optimize a new and/or improved 

spain filter(s) 812, 808.  

For privacy reasons, each company may want to strip out key information before 

25 sending the polled message and/or user information to either its own database 810 and/or 

to the e-mail database 806 over the GCN 814, for example. One approach is to only 

provide feedback to the database (806 and/or 8 10) on spain messages, thereby excluding 

feedback on legitimate mail. Another approach is to only provide a partial subset of 

information on the legitimate mail such as the sender and the sender's IP address.  

30 Another approach is, for selected messages, such as those marked as good by the user 

that would be marked as bad by the filter, or vice versa, to explicitly ask for user 
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permission before sending them to the filter. Any of these approaches or a combination 

thereof facilitates maintaining privacy of confidential information for the participating 

clients while continually providing data to train the spain filter(s) (808 and/or 812).  

User validation schemes such as those described hereinabove can also be applied to 

5 each company as well as to each user within the company. For example, the users can 

individually be subjected to cross-validation techniques wherein the classifications of a 

suspect user(s) are excluded from filter training. The filter is trained using the data from 

the remaining user(s). The trained filter then runs through the messages from the excluded 

user(s) to determine how it would have classified the messages. If the number of 

10 disagreements exceeds a threshold level, then the suspect user(s) is considered 

untrustworthy. Future message classifications from the untrustworthy user(s) can be 

manually inspected before they are accepted by the database and/or filter. Otherwise, the 

user(s) can be removed from future polling.  

Referring now to Fig. 9, an exemplary environment 910 for implementing various 

15 embodiments of the invention includes a computer 912. The computer 912 includes a 

processing unit 914, a system memory 916, and a system bus 918. The system bus 918 

couples system components including, but not limited to, the system memory 916 to the 

processing unit 914. The processing unit 914 can be any of various available processors.  

Dual microprocessors and other multiprocessor architectures also can be employed as the 

20 processing unit 914.  

The system bus 918 can be any of several types of bus structure(s) including the 

memory bus or memory controller, a peripheral bus or external bus, and/or a local bus 

using any variety of available bus architectures including, but not limited to, 1 1-bit bus, 

Industrial Standard Architecture (ISA), Micro-Channel Architecture (MSA), Extended ISA 

25 (EISA), Intelligent Drive Electronics (IDE), VESA Local Bus (VLB), Peripheral 

Component Interconnect (PCI), Universal Serial Bus (USB), Advanced Graphics Port 

(AGP), Personal Computer Memory Card International Association bus (PCMCIA), and 

Small Computer Systems Interface (SCSI).  

The system memory 916 includes volatile memory 920 and nonvolatile memory 

30 922. The basic input/output system (BIOS), containing the basic routines to transfer 

information between elements within the computer 912, such as during start-up, is stored
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in nonvolatile memory 922. By way of illustration, and not limitation, nonvolatile memory 

922 can include read only memory (ROM), programmable ROM (PROM), electrically 

programmable ROM (EPROM), electrically erasable ROM (EEPROM), or flash memory.  

Volatile memory 920 includes random access memory (RAM), which acts as external 

5 cache memory. By way of illustration and not limitation, RAM is available in many forms 

such as synchronous RAM (SRAM), dynamic RAM (DRAM), synchronous DRAM 

(SDRAM), double data rate SDRAM (DDR SDRAM), enhanced SDRAM (ESDRAM), 

Synchlink DRAM (SLDRAM), and direct Rambus RAM (DRRAM).  

Computer 912 also includes removable/nonremovable, volatile/nonvolatile 

10 computer storage media. Fig. 9 illustrates, for example disk storage 924. Disk storage 924 

includes, but is not limited to, devices like a magnetic disk drive, floppy disk drive, tape 

drive, Jaz drive, Zip drive, LS- 100 drive, flash memory card, or memory stick. In addition, 

disk storage 924 can include storage media separately or in combination with other storage 

media including, but not limited to, an optical disk drive such as a compact disk ROM 

15 device (CD-ROM), CD recordable drive (CD-R Drive), CD rewritable drive (CD-RW 

Drive) or a digital versatile disk ROM drive (DVD-ROM). To facilitate connection of the 

disk storage devices 924 to the system bus 918, a removable or non-removable interface is 

typically used such as interface 926.  

It is to be appreciated that Fig. 9 describes software that acts as an intermediary 

20 between users and the basic computer resources described in suitable operating 

environment 910. Such software includes an operating system 928. Operating system 

928, which can be stored on disk storage 924, acts to control and allocate resources of the 

computer system 912. System applications 930 take advantage of the management of 

resources by operating system 928 through program modules 932 and program data 934 

25 stored either in system memory 916 or on disk storage 924. It is to be appreciated that 

embodiments of the present invention can be implemented with various operating systems 

or combinations of operating systems.  

A user enters commands or information into the computer 912 through input 

device(s) 936. Input devices 936 include, but are not limited to, a pointing device such as 

30 a mouse, trackball, stylus, touch pad, keyboard, microphone, joystick, game pad, satellite



dish, scanner, TV tuner card, digital camera, digital video camera, web camera, and the 

like. These and other input devices connect to the processing unit 914 through the system 

bus 918 via interface port(s) 938. Interface poit(s) 938 include, for example, a serial port, 

a parallel port, a game port, and a universal serial bus (USB). Output device(s) 940 use 

5 some of the same type of ports as input device(s) 936. Thus, for example, a USB port 

may be used to provide input to the computer 912 and to output information from the 

computer 912 to an output device 940. Output adapter 942 is provided to illustrate that 

there are some output devices 940 like monitors, speakers, and printers among other 

output devices 940 that require special adapters. The output adapters 942 include, by 

0 way of illustration and not limitation, video and sound cards that provide a means of 

connection between the output device 940 and the system bus 918. It should be noted 

that other devices and/or systems of devices provide both input and output capabilities 

such as remote computer(s) 944.  

Computer 912 can operate in a networked environment using logical connections 

5 to one or more remote computers, such as remote computer(s) 944. The remote 

computer(s) 944 can be a personal computer, a server, a router, a network PC, a 

workstation, a microprocessor based appliance-, a peer device or other common network 

node and the like, and typically includes many or all of the elements described relative to 

computer 912. For purposes of brevity, only a memory storage device 946 is illustrated 

0 with remote computer(s) 944. Remote computer(s) 944 is logically connected to 

computer 912 through a network interface 94:3 and then physically connected via 

communication connection 950. Network interface 948 encompasses communication 

networks such as local-area networks (LAN) and wide-area networks (WAN). LAN 

technologies include Fiber Distributed Data Interface (FDDI), Copper Distributed Data 

25 Interface (CDDI), Ethernet/IEEE 1102.3, Token Ring/IEEE 1102.5 and the like. WAN 

technologies include, but are not limited to, point-to-point links, circuit switching 

networks like Integrated Services Digital Networks (ISDN) and variations thereon, 

packet switching networks, and Digital Subscriber Lines (DSL).  

Communication connection(s) 950 refers to the hardware/software employed to 

30 connect the network interface 948 to the bus 918. While communication connection 950 

is shown for illustrative clarity inside computer 912, it can also be external to computer 
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912. The hardware/software necessary for connection to the network interface 948 

includes, for exemplary purposes only, internal and external technologies such as, modems 

including regular telephone grade modems, cable modems and DSL modems, ISDN 

adapters, and Ethernet cards.  

5 Fig. 10 is a schematic block diagram of a sample computing environment 1000 

with which embodiments of the present invention can interact. The system 1000 includes 

one or more client(s) 1010. The client(s) 1010 can be hardware and/or software (e.g., 

threads, processes, computing devices). The system 1000 also includes one or more 

server(s) 1030. The server(s) 1030 can also be hardware and/or software (e.g., threads, 

10 processes, computing devices). The servers 1030 can house threads to perform 

transformations by employing embodiments of the present invention, for example. One 

possible communication between a client 1010 and a server 1030 may be in the form of a 

data packet adapted to be transmitted between two or more computer processes. The 

system 1000 includes a communication framework 1050 that can be employed to facilitate 

15 communications between the client(s) 1010 and the server(s) 1030. The client(s) 1010 are 

operably connected to one or more client data store(s) 1060 that can be employed to store 

information local to the client(s) 1010. Similarly, the server(s) 1030 are operably 

connected to one or more server data store(s) 1040 that can be employed to store 

information local to the servers 1030.  

20 What has been described above includes embodiments of the present invention. It 

is, of course, not possible to describe every conceivable combination of components or 

methodologies for purposes of describing all possible embodiments of the present 

invention, but one of ordinary skill in the art may recognize that many further 

combinations and permutations are possible. Accordingly, the present invention is 

25 intended to embrace all such alterations, modifications, and variations that fall within the 

scope of the appended claims. Furthermore, to the extent that the term "includes" is used 

in either the detailed description or the claims, such term is intended to be inclusive in a 

manner similar to the term "comprising" as "comprising" is interpreted when employed as 

a transitional word in a claim.



Throughout this specification and the claims which follow, unless the context 

requires otherwise, the word "comprise", and variations such as "comprises" and 

"comprising", will be understood to imply the inclusion of a stated integer or step or 

5 group of integers or steps but not the exclusion of any other integer or step or group of 

integers or steps.  

The reference to any prior art in this specification is not, and should not be taken 

as, an acknowledgment or any form of suggestion that that prior art forms part of the 

10 common general knowledge in Australia.  
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS: 

I. A system that facilitates classifying items in connection with spam 

prevention, comprising: 

a component that receives a set of the items; 

a component that identifies intended recipients of the items, and tags a 

subset of the items to be polled, the subset of items corresponding to a subset of 

recipients that are known spam fighting users; and 

a feedback component that receives information relating to the spam 

fighter's classification of the polled items, and employs the information in connection 

with training a spam filter, and populating a spam list; and 

a component that modifies an item tagged for polling to identify it as a 

polling item, wherein the modified item comprises voting instructions and any one of at 

least two voting buttons and links which correspond to at least two respective classes of 

items facilitate classification of the item by the user, wherein the voting buttons 

correspond to respective links such that when any one of the voting buttons is selected by 

the user, information relating to the selected voting button, the respective user, and the 

item's unique ID assigned thereto is sent to a database for storage.  

2. The system of claim 1, wherein the items comprise at least one of: 

electronic mail (email) and messages.  

3. The system of any one of claims I and 2, wherein the component that 

receives a set of the items is any one of an email server, a message server, and client 

email software.  

4. The system of any one of claims I to 3, wherein the subset of items to be 

polled comprises all of the items received.
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5. The system of any one of claims I to 3, wherein the subset of recipients 

comprises all recipients.  

6. The system of any one of claims I to 3, wherein the subset of recipients 

are randomly selected.  

7. The system of any one of claims I to 3, and 6, wherein the subset of items 

tagged for polling is limited to at least one of the following: 

a number of the items selected per user; 

a number of the items selected per user per time period; and 

a probability of tagging an item corresponding to a known user.  

8. The system of any one of claims I to 7, wherein the tagged items are each 

assigned a unique ID, the unique ID corresponding to any one of the tagged item and 

contents of the tagged item.  

9. The system of any one of claims 1 to 8, wherein the polling item 

comprises a summary of the tagged item, the summary comprising at least one of a 

subject, a date, text of the message, and a first few lines of the text.  

10. The system of any one of claims I to 9, further comprising a central 

database that stores information and data relating to user properties, item content and 

properties associated with tagged items, user classification and voting statistical data, 

frequency analysis data of polling per user and of polling per user per time period, spam 

lists, legitimate mail lists, and black hole lists.  

11. The system of any one of claims I to 10, distributed across more than one 

spain-fighting company such that feedback from each company is sent to a central
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database operatively interfaced with each company, wherein some portion of the 

feedback is removed for privacy reasons.  

12. The system of any one of claims I to 11, further comprising a user 

classification validation component that tests user reliability and trustworthiness.  

13. The system of claim 12, wherein the user classification validation 

component can be applied to one or more suspected users.  

14. The system of any one of claims I to 13, wherein the feedback component 

receives information relating to user feedback, honeypot feedback, and optionally, user 

recipient feedback of received items.  

15. The system of any one of claims I to 14, wherein the feedback component 

employs machine learning techniques to train the spam filter.  

16. The system of any one of claims I to 15, wherein the subset of the items to 

be polled is determined before the items are labeled as spam or not spam, as such all 

items are considered for polling including those items which are designated as spam by a 

currently employed spam filter.  

17. A method that facilitates classifying messages in connection with spam 

prevention comprising: 

receiving a set of the messages; 

identifying intended recipients of the messages; 

tagging a subset of the messages to be polled, the subset of messages 

corresponding to a subset of the recipients that are known spam fighting users;
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receiving information relating to the users' classification of polling 

messages; and 

employing the information in connection with training a spam filter, and 

populating a span list; and 

modifying a message tagged for polling to identify it as a polling message, 

wherein the modified message comprises voting instructions and any one of at least two 

voting buttons and links which correspond to at least two respective classes of messages 

facilitate classification of the message by the user, wherein the voting buttons correspond 

to respective links such that when any one of the voting buttons is selected by the user, 

information relating to the selected voting button, the respective user, and the message's 

unique ID assigned thereto is sent to a database for storage.  

18. The method of claim 17, wherein the subset of recipients which are known 

spam fighting users is determined by each recipient performing at least one of the 

following: 

opting in to provide feedback on messages to facilitate training a new 

spam filter; 

passively opting in to provide feedback on messages by not opting out; 

paying for email and message services provided by a participating 

message server; and 

opening an email account with a participating message server.  

19. The method of any one of claims 17 and 18, wherein the subset of 

messages tagged for polling is limited by one or more polling limits.  

20. The method of any one of claims 17 to 19, wherein modifying the tagged 

messages comprises performing at least one of the following: 

moving the tagged message to a separate folder for polling messages;
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modifying the "from" address of the tagged message; 

modifying the subject line of the tagged message; 

using a polling icon on the tagged message to identify it as a polling 

message; and 

using a unique color to identify the tagged message as a polling message.  

21. The method of any one of claims 17 to 20, further comprising scanning the 

tagged messages for viruses before they are downloaded for polling.  

22. The method of any one of claims 17 to 21, further comprising making a 

copy of each tagged message as originally received such that the respective users receive 

a first copy of the message in its original form and a second copy of the message in a 

form for polling.  

23. The method of any one of claims 17 to 22, further comprising distributing 

the trained spam filter to one or more servers, the distribution occurring automatically 

and/or by request by at least one of an email message and a posting on a website for 

downloading.  

24. The method of any one of claims 17 to 23, wherein training the spam filter 

and populating the spain list is performed by machine learning techniques using data 

based on user classification feedback.  

25. The method of any one of claims 17 to 23, wherein training the spam filter 

and populating the spam list is performed by machine learning techniques using data 

based on user classification feedback and data generated by one or more additional 

sources, the one or more sources comprising honeypots, recipient non-user classification 

feedback, and active learning techniques.
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26. The method of any one of claims 24 or 25, wherein data generated by the 

one or more sources is re-weighted proportionately with respect to the type of data 

generated by the source and relative to the user classification data to facilitate obtaining 

an unbiased sampling of data.  

27. The method of any one of claims 17 to 26, further comprising: 

monitoring incoming messages for their respective one or more positive 

features; 

determining a frequency of positive features received; 

determining whether one or more positive features received exceeds a 

threshold frequency based at least in part upon historical data; and 

quarantining suspicious messages, which correspond to the one or more 

positive features that exceed the threshold frequency, until further classification data is 

available to determine whether suspicious messages are spam.  

28. The method of claim 27, wherein the feature used is information about the 

sender comprising at least one of the sender's IP address and domain.  

29. The method of any one of claims 27 and 28, wherein quarantining 

suspicious messages is performed by at least one of the following acts: 

provisionally labeling the suspicious messages as spam and moving them 

to a spam folder; 

delaying delivery of the suspicious messages to the user(s) until further 

classification data is available; and 

storing the suspicious messages in a folder not visible to the user(s).
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30. The method of any one of claims 17 to 29, further comprising determining 

false positive and catch rates of the spam filter to facilitate optimization of the spam 

filter, wherein determining false positive and catch rates comprises: 

training the spain filter using a training data set, the training data set 

comprising a first set of polling results; 

classifying a second set of polling messages using user feedback to yield a 

second set of polling results; 

running the second set of polling messages through the trained spam filter; 

comparing the second set of polling results to the trained spam filter 

results to determine false positive and catch rates of the filter to thereby evaluate and tune 

filter parameters according to optimal filter performance.  

31. The method of claim 30, wherein more than one spam filter is built, each 

having different parameters and each being trained on the same training data set, such 

that the false positive and catch rates of each spam filter is compared to at least one other 

spam filter to determine optimal parameters for spam filtering.  

32. The method of any one of claims 17 to 31, further comprising building an 

improved span filter using additional sets of incoming messages, subsets of which are 

subjected to polling to yield new information in connection with training the improved 

spam filter, wherein previously obtained information is re-weighted based at least in part 

upon how long ago it was obtained.  

33. The method of any one of claims 17 to 32, further comprising employing 

the information to build a legitimate sender list.  

34. The method of any one of claims 17 to 33, further comprising employing 

the information to facilitate terminating accounts of spammers.
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35. The method of claim 34, further comprising identifying a spammer who is 

using an ISP and automatically notifying the ISP of the spamming.  

36. The method of any one of claims 34 and 35, further comprising 

identifying a domain responsible for sending spam, and automatically notifying at least 

one of the domain's email provider and the domain's ISP of the spamming.  

37. The method of any one of claims 17 to 36, further comprising distributing 

at least one of the spam filter and the span list to any one of mail servers, email servers, 

and client email software, wherein distributing comprises at least one of the following: 

posting a notification on a website notifying that the spam filter and spam 

list are available for downloading; 

automatically pushing the spam filter and spam list out to mail servers, 

email servers and client email software; and 

manually pushing the spam filter and spam list out to mail servers, email 

servers, and client email software.  

38. The method of any one of claims 17 to 37, wherein the subset of messages 

to be polled is determined before the messages are labeled as spam or not spam, as such 

all messages are considered for polling including those messages which are designated as 

span by a currently employed spam filter.  

39. A method that facilitates verifying reliability and trustworthiness in user 

classifications for training a span filter, via a feedback loop system comprising: 

identifying a subset of spam-fighting users as suspect users; 

providing one or more messages having a known result to the suspect 

users for polling;
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modifying a message tagged for polling to identify it as a polling message, 

wherein the modified message comprises voting instructions and any one of at least two 

voting buttons and links which correspond to at least two respective classes of messages 

facilitate classification of the message by the user, wherein the voting buttons correspond 

to respective links such that when any one of the voting buttons is selected by the user, 

information relating to the selected voting button, the respective user, and the message's 

unique ID assigned thereto is sent to a database for storage; and 

determining whether the suspected users' classification of the one or more 

test messages matches the known classification to ascertain the reliability of the users' 

classifications.  

40. The method of claim 39, wherein the subset of span-fighting users 

identified as suspect users comprises all users.  

41. The method of any one of claims 39 and 40, wherein the message is a test 

message that is known to be at least one of spam and good mail and that is injected into a 

stream of incoming mail by the feedback loop system and delivered to the suspect users.  

42. The method of any one of claims 39 to 41, wherein the message received 

by the suspected users for polling is hand-classified by a system administrator to train the 

spam filter with a correct classification to identify untrustworthy users.  

43. The method of any one of claims 39 to 42, further comprising at least one 

of the following acts: 

discounting existing and future classifications provided by users who are 

determined to be untrustworthy until the users are determined to be trustworthy; 

discarding existing classifications provided by users determined to be 

untrustworthy; and
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removing the untrustworthy users from future polling.  

44. A method, substantially as hereinbefore described with reference to the 

accompanying drawings.  

45. A system comprising means for performing the method of any one of 

claims 17 to 44.  

46. Computer-readable storage having stored thereon program instructions for 

executing the steps of the method of any one of claims 17 to 44.
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