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(57) Abstract

An array processing system including a plurality of processing elements each including a processor (22A) and an as-
sociated memory module (23A), the system further including a router network (30) over which each processing element
can transfer messages to other random processing elements, a mechanism by which a‘processor can transmit data to one of
four nearest-neighbor processors. In addition, the processing elements are divided into groups each with four processing
elements, in which one of the processing elements can access data in the other processing elements’ memory modules. The
routing network switches messages in a plurality of switching stages, with each stage connecting to the next stage through
communications paths that are divided into groups, each group, in turn being associateu with selected address signals. A
communications path continuity test circuit associated with each path detects any discontinuity in the communications

path and disables the path. Thus, the stage may attempt to transfer a message over another path associated with the same
address.
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MASSIVELY PARALLEL
ARRAY PROCESSING SYSTEM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates generally to the field of digital
data processing systems, and more particularly to array

prbcessing systems which incorporate a large number of

processors that are interconnected in a regular connection

structure and in which all of the processors receive the

same instruction from a common control structure.

5. Description of the Prior Art

A digital data processing system comprises three basic
elements, namely, a memory element, an input/output element
and a processor element. The memory element stores
information in addressable storage locations. This

information includes data and instructions for processing
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the data.r The processor‘element,fetches 1nformation from
the memory elehent, interprets the information as either an
instruction or data, processes the data in accordance with
the lnstructlons, and returns the processed data to the
memory element. The input/output element, under control of
the processor element also communicates with the memoryr
element to transfer information, including instructions and
data to be processed, to the memory, and to obtain processed,

data from the memory.

Most modern data processing systems are considered '"von
Neumann" machines, since tney are constructed according to a
paradigm attributed to John von Neumann. Von Neumann . -
machines are characterized by having a processing element, a
global memory which stores all_information in the system,
and a program counter'which identifies the location in the

aglobal memory of the instruction being executed. The
processing element is executing one instruction at a time,
that is, the instruction that is 1dent1f1ed by the program
'counter.: When that instruction has been executed, the

' program counter is advanced to identify the location of the

next instruction to be executed. (In most modern systems,
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the program counter is actually advanced before the

processor has finished processing the current instruction).

von Neumann systems are conceptually uncomplicated to
design and program, since they do only cne operation at a
time, but they are also relatively slow. A number of
advanéements nave been made to the original von Neumann
paradigm to permit the various parts of the system, most
particularly the various components of the processor, to
operate relatively independently and achieve a significant
increase in processing speed. The first such advancement
was pipeiining of the various steps in executing an
instruction, including instruction fetch, operation code
decode (a typical instruction includes an operation code
which identifies the operation to be performed and in most
cases one or more operand specifiers which identify the
operands, or data, to pe used in executing the instruction),
operand fetch, execution (that is, performing the operation
set forth in the opefation code on the fetched operands),
and storing of processed data, which are performed
relatively independently by separate hardware in the
processor. In a pipelined processor, the processor's

instruction fetch hardware may be fetching one instruction
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while other hardware is decoding the operation code of
another, fetchlng the operands of another, executing yet
anothe: lnstructlon and storlng the processed data of a
fifth instruction. Pipelining does not speed up processing
of an individhal instruction, but siﬁce the processor begins
prOCeSSlng a second instruction before it has finished
proceSSLng the flrst it does speed up proc5551ng a series

of instructions.

pipelining has also been ﬁsed within several of the
circuiﬁs comprising the pfbcessor, moét notably the circuits
which perform certain arithmetic operations, to speed
proceSSLng of a series of calculations. Like pipelining of
instruction processing, pipelining arithmetic operations
does not speed upran ind1v1dual calculation, but it does

speed up processing of a series of calculations.

'A pipelined processor is obviéusly much more
complicated than a simple processor in a von'Neumanh system,
as it requires not only the various circuits to perform each
of the operations (in a simple von Neumann processor, many
circuits could be used to perform several operations), but

also control circuits to coordinate the activities of the
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various circuits. However, the speed-up of the system can

pe dramatic.

More recently, some processors have been provided with
execution hardware which include multiple functional units
each being designed to perform a certain type of
mathematical operation. For example, some processors have
separate functional units for performing integer arithmetic
and floating point arithmetic, since floating point
arithmetic regquires handling two parts of a floating point
number, namely the fraction and the exponent, while numbers
in integer arithmetic have only one part. Some pProcessors,
for example the CDC 6600 manufactured by Control Data
Corporation, included a number of separate hardware
functional units each of which performs one or only several
types of mathematical operations, including addition,
multiplication, division, branch, and logical operations,
all of which may be executing at once. This can be helpful
in speeding up certain calculations, most particularly those
in which several functional units may be used at one time

for performing part of the calculation.

In a processor which incorporates pipelining or

multiple functional units (or both, since both may be
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incorporated into a processor), a single instruction stream
cperateé on a single data stream. That is, each instruction
operatés on data to produce one calculation at a time. Such
processors ha&e been termed "SISDY, for "single instruction-
single data". However, if a program reqﬁires a segment of a
program to be used to operaté on a number of diverse
elements of data to produce a number of calculations, the
program-causes the processor to loop through that segment
for éaéh calculation. In éome éases, in which tﬁe program
segment'is short or there are only a few data elements, the
time required to perform the.calculations on the data is not

unduly long.

However, for many types g{ﬂsuéh programs, SISD
processors would require a Very long time to perform all of
the calculations that aré required. Accordingly, processors
have been developed which incorporate a large number of
processing elements, all operating concurrentiy on the same
in;truction,'with each processing element processing a
separate data stream. These processors have been termed

"SIMD" processors, for "single instruction-multiple data".

SIMD processors are useful in a rumber of applications,

including image processing, signal processing, artificial -
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intelligence, database operations and computer simulation of
a number of things such as electronic circuits and fluid
dynamics. In image processing, each processor performs
processing on a pixel ("picture element") to enhance the
overall image. In signal processing, the processors
concurrently perform a number of the calculations required
to produce the Fast Fourier Transform of the signal. 1In-
artificial intelligence, the processors perform searches on
extensive databases representing the stored knowledge of the
application. In database operations, the processors perform
searches, as in the artificial intelligence applications,
and they also perform sorting operations. In computer
simulation of, for example, electronic circuits, each
processor represents one part of the ciréuit, and the
processor's calculations indicates the response of the part
to signals from other parts of the circuit. Similarly, in
simulating fluid dynamics, which can be useful in a number
of applications such as weather prediction and the design of
airplanes, each processor is associated with one point in
space, and the calculations performed provide information

about various factors such as fluid flow, temperature,

pressure, and so forth.
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Typical SIMD processors include two primary components,
" namely an array of processor elements and a routing network
over which the processor elements may communicate the
results of a calculation to other processor elements for use
in future calculations. 1In addition, SIMD processors
jnclude a control precessor'for controlling the operations
of the processor elements and routing network in response to

instructions and datarfrom-a host computer system.

Several routing neﬁworks have been used in SIMD
processors and a number of others have been proposed. In
one routing network, which has been used in the Massively
Parallel Processor, manufactured by Goodyear Arrowspace '
Corporation ("Goodyear MPP"), the processor elements are
, interconnected in a matrix, or meshj‘arrengement. In such
an arrangement, the processor,elements are connected in rows
and columns and directly communicate only with their four
nearest neighbors. This arrangement can be somewhaﬁ slow if
cemmunicatione may be to random processdr elements, but the
number of wires which are required to make the
intereonnections is lower than in most other arrangements,
on the order of 4n, where '"n" is the number of processor

elements, assuming only unidirectional transfer of messages.

o



WO 88/06764 PCT/US88/00456

-9=-
over each wire. If each wire can transfer bidirectionally,
the number of wires is reduced by half, with a possible

reduction in the message transfer rate.

The matrix network is also used on the vConnection
Machine", manufactured by Thinking Machines Corporation, but
that machine also includes a hypercube network allowing -
communications between random processor elements (that is,
processor elements which are not nearest neighbors). In a
hypercube network, each processor chip connects directly to
twelve other processor chip. Each processor chip includes
several processor elements and circuits which form part of
the routing network. The routing circuits on each chip
receive messages from the processor elements on the chip for
transmission to processor elements on other processor chips.
In addition, the routing circuits receive messages from
other processor chips. If a message from another processor
chip is to be received by a processor element on the chip,
it forwards it to that element; however, if the message is
to be received by a processor element on another chip, it
transmits the message over a wire to another processor
another chip. The procedure is repeated until the message

reaches the intended recipient. Thus, the routing circuits
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on each chip mustrbe able to handle not only messeges from
the processor elements on the Chlp, but also from messages
from other chlps which may or may not be addressed to

processor elements on the chip.

A hypercube network handles communications fairly
rapidly, but it requires a large number of wires, on the
order of nlegyn, if ﬁessages are transferred
unidirectionally over each wire. For example, if "n" were
4096 (4K, K=1024), the hypercube would require on the order
of 48K wires. If the wires transfer messages
bidirectionaily; only 24K wires wouldrbe required, but the
volume ofrmessage traffic that eould be carried would also
be reduced. Tyéically, the larger the number of wires in a
roufing network, the more expensive is tbe,network, and the
greater is the likelihood of failure resulting from broken
~ wires or failed switching‘elemente which interconnect the

wires.

Another rcuting'erfangement which-has been proposed is
a crossSar*switch, through which each processor element can
communicate with any of the other pfocessor elements
: direetly. The crossbar switch provides the most efficient

communications ofranyfof the routing networks proposed.

>
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However, a crossbar switch also has the most wires and
switching elements, both on the order of n2, and thus is
most expensive and most susceptible to failure due to broken
wires and switching elements. Using the above example, in
which "n" is 4K, the number of wires and switching elements

required for the crossbar switch is 16M (M=1,048,576) .

vet another routing arrangement is an omega network, in
which switching is performed through a number of serially-
connected stages. Eaéh stage has two inputs, each
connecting tec the outputs of two prior stages or processor
chips and has two outputs. The "Butterfly" manufactured by

Bolt Beranek and Newman, uses an omega network.

_The cost of a routing network is directly related to
the numper of wires, as is the likelihood of failure due to
discontinuity in a communications path. To reduce the |
number of wires and achieve a significant fraction of the
efficiency of the crossbar switch, a routing network has
been proposed in which a multiple-stage omega network
performs some portion of the switching. The output from the
omega network is connected to a crossbar switch} which would
require many fewer switching connections than would be

necessary in the absence of the omega network. Depending on
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the number of stages'in'the omega network, the number of
wires may be less than in a hypefcube, while the transfer
ff1c1ency would be greater than a hypercube. For example,
if "n" is 4K, and a seven—stage omega network is provided to
a crossbar switch,r36K wires (again assuming unidirectional
communications over each wire) would be required to form the

routing network.

ﬁsing a routing netwerk to transfer date does have a
number of limitations. The mesh network is useful generally
when transferring data only to the adjacent procesSors,ras
each transfer requires commands from the epntrolling
program. .A hypercube, crossbar switch, omega, of like
network is moet useful if meseage transfers are expected to
be to random processors. -~ Some array processors, the
connectien machine, for example, havertwo mechanisms for
transferring data, one for random transfers and the other
for matrix transfers. Under some circumstances, however, it
may be faster to prov1de a processor with direct access to
memorles associated with other processing ‘elements. This

- may be useful for example, when, after performlng
operatlons in parallel, a serial operation is to be

perforﬁed on the just processed data. If one processing
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element has access to the data in at least some other
processing elements' memories, the processor may perform
serial operations using that data. Also, the processing
element may use those memories if a problem requires more

storage capacity than a single processing element would

have.

Typically, array processors are used in performing
arithmetic operations on numerical values, which are
expressed in "floating point" form. In that form, a
floating point number has a fraction portion and an exponent
portion, with the value of the number being the value
contained in the fraction portion multiplied by the value
two raised to the value contained in the exponent portion.
when performing arithmetic operations such as addition and
subtraction on such numbers, tﬁe numbers must be "aligned",
that is, they must have the same value of the exponent. To
achieve this, the value of the fraction portion of the
floating point number must be reduced, which raises the
effective value of the number's exponent portion, until the
exponent values are equal. After the arithmetic operation,
the fraction of the result must be normalized, that 1is,

leading zeroes must be removed by decreasing the value of
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the fraction portion, while at the same time increasing the
value of the résult's exponent. In both the alignment and
normalization operations, the fractions are reduced and or
increased by shifting"their values in the locations in which

they are stored.

However, in the alignment and normalization operations,
since the values of the numbers procéssed by the various
processing elements are all different, the number of shifts
required to effect the alignment or normalization will also

be different.
SUMMARY OF THE INVENTION

The invention provides a new and improved array
processing system having a plurality of brocessing elements

each with a processor and an associated memory.

In,éne aspect, the invention provides an array
processing systeﬁ including a plurality of processing
‘elements each including a processor and an associated
memory, in which the processing elements are divided -into
groups each'having a seleétéd nuﬁber of processors and
associated memories; In response to control signals, one

processor in each group is enabled to obtain data from any
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of the memories associated with any of the processors in the
group. While operating in this mode, the other processors
are effectively disabled. This aspect allows computations
to be performed in parallei on data in the various memories
py all of the processors in the group, and then facilitates
the serial processing of that data by one of the processors
in the group, without requiring the other processors to
transfer the data to the one processor over the
interconnection mechanism. In addition, it permits the
array to provide larger amounts of memory, usiné smaller
numbers of processcrs, if necessary to perform a

computation.

In another aspect, the invention provides an array
processor whose processing elements can process data a bit

at a time, in bit mode, or a nibble (four bits) at a time,

in nibble mode.

»

In another aspect, the invention provides a processor
having a shift register that can shift both toward a shift
out terminal and toward a ;hift in terminal, and that can
shift toward the shift out terminal a bit at a time or a
nibble (four bits) at a time. The ability to shift a-nibble

at a time facilitates the operation in nibble mode. The
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ability to shift toward the Shlft in terminal is useful in

floating point arithmetlc, particularly shifting toward the

shift in terminal in normalizing the fraction portien of a

number after an arithmetic operation.

In yet another
mechanism for quick
for indicating when

completed an operat

aspect, the jnvention provides a
1y and easily generating a status signal
all of the processors in the array have

ion such as normalization following

arithmetic operations or transmission of messages.

In still anoth
array processing sy
receive data from,
elements in a métri

provide that the da

er éSpecﬁ, the invention provides an

stem in which the processing elements can
and transmit dataiéé; other processing

x arrangement, and in which they can

ta trahsmitted is the logical OR of the

received data and the processing element's own data, to

effect a logical OR of the data being transmitted by all of

the processing elements along an entire row or column.

In a further a
procssing system ha

permits one process

spect, the invention provides an array
ving a message transfer mechanism that

ing element, which might otherwise have

to serially’transmit aessages to a large number of other

124
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processing elements, to use other processing elements as
assistants in transmitting messages to the other processing
elements, thereby reducing the amount of time required to

transmit all of the necessary messages.

In a further aspect, the invention provides an array
processing system including a routing network for
transferring messages, with each message containing an
address identifying the intended recipient. The routing
network includes a plurality of switching stages each of
which uses a selected number of bits of the address to
identify a switching path through each stage. The lines
connecting between stages are divided into groups, with each
group including a plurality of lines each associated with
one encoding of the address bits used by the stage in
selecting the switching path. Each switching stage can
couple a message having the required address encoding onto

any one of the lines in the appropriate group.

In another aspect, the inventien provides an array
processing system including a routing network in which
messages are transferred over communications path, with the
routing network including a system for dgtecting when a

communications path has become discontinuous, and for
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thereafter not using that path.

In yet a further aspect, the 1nvent10n prov1des an
array processing system including routing network for
transferring messages over a communications ‘path. 'Each
' message contains an address 1dent1fy1ng the intended
'recipient. The routing network includes a plurality of
| switching stages each of which uses a selected number of
bits of the address to identify a communlcatlons path
through each stage. The.communlcatlons paths connecting
between stages are divided into groups, with each group
including a plurality of paths each associated yith one
encoding of the address pits used by the stage in selecting
the sw1tch1ng path. Each switching stage'can couple a
message hav1ng the required address encodlng onto any one of
the paths in the appropriate group for transmission to the
next stage. 1If one communications path in a group is not
used because it is discontinuous, the stage may transmit a
‘message overrany of the other communications paths in the

group to the next stage.

In yet another aspect, the invention provides an array
processing system having a multiple—staqe'routinq network,

in which the first stage is enabled to begin transferring a

A
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message, and in which each stage enables the next stage when

it is time for that stage to begin transferring the message.
BRIEF DESCRIPTION OF THE DRAWINGS

This inventioﬁ is pointed out with particularity in the
appended claims. The above and further advantages of this
invention may be better understood by referring to the -~
following description taken in conjunction with the

accompanying drawings, in which:

Fig. 1 is a general organizational diagram depicting
the general components of an array processing system,
including a processor array constructed in accordance with

the invention:

Fig. 2 is a more detailed block diagram of the
processor array depicted in Fig. 1, depicting one mechanism

for transferring information through the array:

Fig. 3 is another more detailed block diagram of the
processor array depicted in Fig. 1, depicting another

mechanism for transferring information through the array;
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Fig. 4 is a detailed'bloék diagram of a processor

element forming part of the processor array depicted in

Fig. 1;

Fig. 5A is a block diagram depicting the
interconnectioﬁs beiween several processor elements and
memory elements in the processor array depicted in Fig. 1,
and Figs} 5B and 5C depict schematic circuit diagrams

detailing the interconnections:

Fig. 6A is a block diagram depicting generation of
various status signéls on each processor chip used by the

array control unit depicted in Fig. 1.7

Fig. 6B is a detailed circuit diagram of a local
address register which forms part of processor element chips

in the processor array depicted in Fig. 27

Fig. 7 is a detailed circuit diagram of a shift
register which forms part of the processor element depicted

in Fig; 4;

Fig. 8A is a detailed block diagram depicting the
routing network used in the information transfer mechanism

depicted in Fig. 2 and Fig. 8B depicts the detailed
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structure of a message transferred through the routing

network depicted in Fig. 8A;

Fig. 9 is a detailed block diagram depicting the

organization of a switching chip used in the routing network:

depicted in Fig. 8A; and

Fig. 10, comprising Figs. 10A through 10C, detailed. .
circuit diagrams of various circuits comprising the routing

chip depicted in Fig. 9.

DESCRIPTION OF AN ILLUSTRATIVE EMBODIMENT
1. General Description Of Array Processor

With reference to Fig. 1, an array processor
constructed in accordance with the invention includes three
major sections, including an array control unit 10, a
processor array 1l and a system interface 12. The control
unit 10 receives data and instructions from a host data
processing system (not shown) through the interface 12,
transmits the data to the array 11 over a bus 13 and issues
to the array 11 microwords over a bus 14 and other timing
and control signals.as described below. The microwords

enable the array 11 to process the data in accordance with
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the host's instrﬁctions. The microwords include fields
defiﬁing:various PROC OP processbr operation signéls tb
jdentify selected operations, MEM ADRS memory address to
identify a memory address,'ahd other operatiocnal control

signalSQ'

During execution of the microinétructions, the
processor array 1l may transmit various status signals back
to the array controlrunit over a status bus 15. These
étatus signals are used by the array control unit 10, as
desc;ibed below, in the selection of the microinstructions
to berissuéd to therprocessor array. After the processor
array performs all of the operations responsive to the |
microinst:uctions fromrthe array:cohtrol unit in processing
the instruétidn from the host data processing systenm, the
control unit io then enables the processing array 11 to
transmit the processedrdata to the array control unit 10
over bus 13, and the array control unit may then transmit it

to the host through system interface 12.
TI. General Organization of Processor Array 11

Processor array 11 includes two general portions,
namely a large number of processor elements (PE's) 22 on a
plurality of processor elemant (PE) chips 20, and a

mechanism for transferring information to and from the array

5
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control unit 10 and among the processor elements. In one
specific embodiment, each PE chip includes thirty-two
processing elements. As described in more detail below in
connection with Fig. 4, each processor element includes a
processor, including circuitry for performing selected
arithmetic and logical operations, and an associated memory.
In the aforementioned specific embodiment, each memorf has a

capacity of 1024 bits (1 Kb) organized into 128 bytes.

The PE's have two mechanisms for transferring
information to other processors. In one mechanism, a
nrandom transfer” mechanism, which is generalily depicted in
Fig. 2, each PE can send a message to any other PE. In the
second mechanism, a wnearest neighbor" mechanism, which is
illustrated in Fig. 3, the PE's are interconnected in a
nnearest neighbor" mesh manner with four other PE's, and
each PE may send information only to one of those four PE's
to which it is directly connected. In the random ﬁransfer
mechanism, communications are maintained over a routing
network 30 (see Fig. 2), which is described below in
connection with Fig. 2 and in more detail in connection with

Figs. 8A through 10Cc. Circuits for implementing the second
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mechanism (thaﬁ is, the nearest neighbor mechanism) are

depicted in Fig. 4.

rwith reference to Fig. 2, a plurality of PE chips 20A
through'ZONr(generally identifiéd by reference numeral 20)
are depicted. Fach PE chip 20 has a plurality of PE's.
Since the PE chips are similar, only chip 20A is shown in
detail. PE chip 20A—includes a plurality of PE's 21A
‘through ZiM in an ordered heirarchy. Each PE includes a
processor 22A through 22M and a memory 23A through 23M.
When a PEris to transmit a message, it's TR transmit request
flaé 24A thfough 24M is set. When its RIR OUT EN IN router
out enable in signal is then asserted, the PE is enabled to
trénsmit the message, which normally includes the
Videntificétion of the intended recipient PE followed by
data, through a router output control circuit. After the
messége transfer operation completed, the transmitting PE'S

TR transmit request,flag is reset.

Tbe,RTR OUT EN IN router out enable in signal is a
daisy-chained enable_sigﬁal. When it becomes the PE's turn
to send a message, which occurs when its RTR OUT EN IN
router out enable in signal is asserted, it transmits iﬁs

message signals through a router output control circuit 25,

oh
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which transmits the message from the PE chip 20A as a CHP 0

MSG OUT chip message out signal onto line 29 (A) .

After a PE's message operation has been completed, its
TR transmit request flag 24 is reset and the PE 21 asserts a
RTR OUT EN OUT router out enable out signal, which is daisy-
chained to the next PE as its the RTR OUT EN IN router out
enable in signal. If that PE's TR transmit request flag 24
is set, that PE is enabled to transmit a message. If the TR
transmit request flag 24 is cleared the PE does not transmit
a message, but instead asserts its RTR OUT EN OUT router out
enable signal, which is daisy-chained as the RIR OUT EN IN
router out enable in signal to the next PE 21. After
messages have been sent and acknowledged for all of the PE's
whose TR transmit regquest flags 24A through 24M wére
initially set, the contrdi circuit 25 generates a LOCAL DONE
signal, which is ORed with LOCAL DONE signals from other PE
chips to form a DONE signal. The DONE signal is transmitted

over status bus 15 to the array control unit 10, to indicate

that all PE's have transmitted messages.

In one specific embodiment, to reduce the number of
input terminals to the routing network 30, the PE chips 20A

through 20N are paired in their transmission of messages
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through the,routing network. With reference to Fig. 2, the
last PE 21(M) on PE chip 20A provides the RTR OUT EN IN
router out-enable'in.signal to the first PE 21 on PE chip
- .20B. Thus, after all messages have been transmitted from PE
chip 20A and acknowledged, PE chip 20B begins transmlttlng

messages.

The messageroutputs of selected ones of the PE chips
20A through 20N are connected to multiplexers 32 which
selectlvely couple the outputs of the PE chips or the data
signals from the data bus 13 to the routing network. The
routlng network 30 thus fac1lltates the transfer of data
from the array control unit 10 into the processor array 11.
More speclflcally, w1th reference to PE chip 20a, the output
‘CirCUIt 25 of PE chip 20A is connected to one 1nput terminal
of a multlplexer 32. The other input terminal of
multlplexer 32 is connected to one line of data bus 13. The
multiplexer is controlled by a SEL DB select data bus signal
which, when asserted, enables the multiplexer 32 to couple
the signals on the llne of data bus 13 to the routing
network 30. When the SEL DB select data bus signal is ‘not
Vasserted, the multiplexer 32 couples the signals from the PE

chips to the routing network 30.

]
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The output signals from the routing network 30 (the
routing network will be described below in connection with
Figs. 8A through 10C) are coupled as CHP X MSG IN chip
message input signals ("X" refers to the particular PE chip
pair) on 1ines 31(A) through 31(N) to message input
terminals on the PE chips 20A through 20N, and specifically
to a router input contfol circuit 33 shown in PE chip 20A.
The router input control circuit first determines whether or
not the message is for a PE on the PE chip on which it
resides. This determination is made in response to a
portion of the address field of the received message, in
particular first signal received Dby the router input control
circuit, and by the condition of a HI 32 signal. As shown
in Fig. 2, the HI 32 signal is transmitted in uncomplemented.
form to one of each pair of PE chips, such as PE chips 20A
and 20(N-1), and in complemented form to the other PE chips
in the pair, such as PE chips 20B and 20N. If the router
input control circuit 33 receives the uncomplemented HI 32
signal it accepts the messages for which the first signal is
asserted, but if the router input control circuit 33
receives the complemented HI 32 signal, it accepts the
messages for which the first signal is negated. The

remainder of the address field, as explained below in



WO 788/06764 - PCT[US88/00456

-28=
connectionrwith Fig. 8B, identify the PE 21 which is the
intended recipient of the message, and the router input
édanréfiedrcuThedingutscbhérmésségeutb SEESPEhélRSS receive
 flag 26 bf-therreceiving_PE and directs the data portion of

the message to that PE's memory 23.

In the tfansfer of a messagé from a particular
tfansmitting PE 21 thrpugh the routing network 30 to é
recipient PE 21, the address essentially establishes a
transfer path. If a RVM reverse mode signal from the
control microword from array control unit 10 is asserted
after the transfér path has been established, the transfer
direction through routing network 30 is reversed.
Accordingly, the PE 21 whose RCV flag 26 is set is enabled
to transmit data ontorlihe 31 and the routing network 30
couples the data to the appropriate line 29. The output
control 25 then couples the received data to the memory 23
of the PE 21 which transmittedrthe original message, that
is, the PE 21 associated with the first set TR flag 24 in
the heirarchy.. If the RVM reverse mode signal is later
negated, data may again be t:ansferred over‘the established

transfer path'inrthe forward direction. Accordingly, by

h



WO 88/06764 PCT/US88/00456

suitable conditioning of the RVM reverse mode signal,

transfers may take place in either direction over the

transfer path.

As described above, the control microword includes a
memory address field which provides MEM ADRS memory address
signals to the PE's 51. 1In addition, a local address
register 28 is provided, which can pe used by the PE's when
a LAM local address mode signal from the control microword
is asserted. The local address register can be loaded by a
message from routing network 30, and so a message itself can
contain the particularrdestination address in the identified
PE's memory into which it is to be stored. After the local
address register is loaded, it normally autcmatically
increments to identify the next location in memory, which
simplifies use during a message transfer. A PE 21 may also
load the local address register 28 and use it, thereby
allowing the PE to be indirectly addressed. The local

address register is described below in more detail in

Fig. 6B.

The output signals from selected ones of the lines from
routing network 30 are also coupled to data bus 13 to carry

data output signals to the array control unit 10.
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'The tnearest neighbor" message transfer mechanism ié
depicted'in Fig. 3. With reference to Fig. 3, a plurality
of PE's 22A through 22N are depicted orgahized in an array
pattern of a plurallty of “k“ rows and "l"'columns, where
=kl. Each PE 222 through 22N can transmit information, in
the form of s;gnals, to its four nearest nelghbors in the
- array. 'Specifically, for example, the PE 22 (k+2) can
transmit signalsr“westwardly" to PE 20B and "northwardly" to
PE 22k+i (shown on Fig. 3), and "southwardly" to PE 22(k+3)
and "eastwardly" to 22(2k+2) in a oW and column not shown
in Fig. 3. The PE's in the leftmost column, as shown in
Fig. 3, that is PE's 22A'throughl22K, can transmlt signals
westwardly to the rightmost column as shown in fig. 3, that
is, to PE's 22(lk+1)“through 22N, ahd the PE's in the
rlghtmost column can transmit signals eastwardly to the PE's
in the leftmost columnl similarly, the PE's in the top TOowW,
that is, PE's 22A;722(k+1)...22(1k+1), can transmit 51gnals
northwardly'to the PE's in the bottom row, that is PE's 22K,
22(2k)...22N,'and'the PE's.in the bottom row can transmit
Vsignals southwordly to the PE's in the top row. The
mechanism used by the PE's to transmit in the "nearest
neighbor"'mode will be described below im—connection with

Fig. 4.

‘o
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The nearest neighbor message transfer mechanism may
also be used for input of signals, representing data, to the
array 11 or output of data from array 11. 1In particular,
with reference to Fig. 4, a multiplexer network (not shown)
may be connected at the left side of the array, for example
to permit data to be loaded into the leftmost column of PE's
data from either the rightmost column or from an external.
data source. The data is initially latched by the leftmost
column and is transmitted to the next column, that is PE's
22 (K+1) through 22 (2K) as more data is latched by the
leftmost column. That process continues until data has

peen passed throughout the entire array.

The output of data is effectuated by means of the
nearest neighbor transfer mechanism by providing a set of
output drivers (not ‘shown) which are connected to a set bf
appropriated receiving and recording circuits. The output
drivers may be connected to, for example, the eastward
transmission terminals of the rightmost column of the array
to receive data signals from the lines which also connect
the PE's along that column to the PE's on the leftmost
column. To allow data to pe retrieved from the array 11,

the PE's are enabled to transmit the data in an easterly.
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direction while récording'the outputs of the output drivers.
After t+he data from the leftmost column has returned to it,
data from all of the PE's in the array will have passed
through the ﬁightmost column of PE's and have been

transmitted by the drivers.
1II. Processing Element
A. General Description (Discussion of Fig. 4)

with reference torfigf 4, a PE constructed in
accordance with the invention includes a full adder 51 which
reéeives input signals from a one of a pair of shift
fegisters, namély A shift register 52 or B shift registef
53, from a Boolean logicrcircuiﬁ 54, and from a carry,létch
55. A multlplexer 56 selects the output signals from the
S/0 shift out output.termlnals of one of the A or B Shlft
registers 52 or 53, in response to an A/B select signal
representing a bit in the control microword received from
the array'control ﬁnit 10 over bus 14 (Fié. 1). As is
typlcal in an array proce551ng system, during any given
operatlng—cycle, as governed by one or more clock.51gnals
(not shown), a SLngle control microword is transmitted by

the array control unlt 10 to 21l of the PE's in the array 11

3
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to control the operations of the PE's in the array 11 during
that cycle. ‘Depending on the condition of one or more
flags, as described below, a PE may or may not perform the

operations enabled by the control microword.

if a C€LO clear shift register output signal from the
control microword is negated, the multiplexer is enabled to
couple the output siénal from the selected shift register to
the connected input of the adder 51. BY asserting the CLO
signal, the array control unit enables the multiplexer to
couple an output signal having an effective value of zero to
the input of adder 51. This provides a mechanism for
loading a value into a shift register prior to performing an

arithmetic operation.

The A and B shift registers 52 and 53 operate 1in
response to a number of control signals from the control
microword. Both the A and B shift registers are of variable
effective length, that is, the output bit position from
which output signals are transmitted to multiplexer 56 can
pbe varied in response to A SHFT SZ (A shift register size)
and B SHFT SZ (B shift register size) signals from the
control microword. In one embodiment, the A shift register

52 has effective lengths of four, eight, twelve, sixteen,
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twenty, twenty-fcur, twenty-eight and thirty-two bits, and

may be used for performing integer arithmetic and arithmetic

~on the fraction portion of floating point numbers. In the

same embodiment, the B shift register 53 has effective

‘lengths of four, eight and twelve bits, and may be used for

performing arithmetic on the exponent portion of floating

point numbers.

The contents of the A and B shift registers 52 and 53

~are shlfted in response to a SHFT EN shift enable signal

generated by -an OR gate 60. 'The OR gate 60 is energized by

an SH Shlft SLgnal from the control microword, and by an

asserted SLgnal from an AND gate 61. The AND gate 61 is

enabled by an M 51gnal from an M flag 62 and is energized by

~an MSH (M shift) signal from the control microword. Thus,

the array control unit may enable an unconditional shift by

asserting the SH shift signal, or it may alternatively

enable a shift condltloned on the state of the M flag 62 by .

asserting the MSH signal

in the control nmicroword.

The PE's operate in either a bit serial mode or a

nibble mode, in which a nibble (four bits) is processed

 during a control cycle.

The PE operates in nibble mode when

an NM nibble mode signal from the control microword is

]
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asserted. When the NM nibble mode signal is asserted, the A
and B shift registers 52 and 53 shift four bits in a cycle,
otherwise they shift one pit in a cycle. Also, when in
nibble mode, the A and B shift registers receive and store

four bits in a cycle from their shift in input terminals

(designated S/1 on the Figure).

Finally, as described in detail pelow in connection
with Fig. 7, the A shift register 52 also can shift in both
directions, that is, toward the S/0 output terminal or
toward the S/I shift in input terminal. The shift direction
is selected in response to a SHFT DIR shift direction signal
from the control microword. The ability to shift the
contents of the shift register toward the S/I input terminal
is useful in floating point arithmetic, for example,
particularly in normalization, that is, in removing leading
zeroes, which are stored in the end of the shift register

toward the S/I shift in input terminal.

The Boolean logic circuit 54 couples data signals to
the full adder 51 from a four-line data bus 58 or from one
of the nearest neighbor PE's. Depending on the state of LGC
FIN logic function signals from the control microword, and

if an LCM load constant mode signal from the control
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ﬁicroword is not asserted; the Boolean logic circuit 54 may
perform one of sixteen logical operations between an X flag
63 and,signalsrfrom the data bus 58 or from the nearest
neighbor PE's. If.a 1dgicél operation is performed between
the X flag 63 and the sigﬁals on the data bus 58, the
loglcal operatlon is performed with respect to the signal on
each line of the data bus 58 1nd1v1dually For example, if
an AND operatlon is to be performed, four AND operatlons are
actually performed, one between the X flag 63 and the signal

on each of the llnes of the data bus 58.

If the LCM load constant mode signal is asserted, the
Boolean logic circuit 54 couples the LGC FIN logic function
signals from the control microword to the address 51 as LOG
ouT (330) logic out signals. In this way, the control
microword may providera constant; cofrespondinq to the LGC

FTN logic function signals, to all of the PE's in parallel.

In either bit-serial or nibble mode, the carry latch 55
suppliés a2 one bit CARRY signal to the full adder 51. The
cafry latch 55 latches the CARRY signal whenever the SHFT EN
shiftrenable siénal'from OR gate 60 is asserted. A SET C
set carry signal from the control microword, forces the

CARRY IN output signal of the éarry latch 55 to an asserted

by

]
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level, or a logical one value, and a CL C clear carry signal
from the control microword, when asserted, forces the CARRY
IN output signal to a negated level, or 2 logical'zero
value. The SET C set carry signal and CL C clear carry
signal are useful for the same purpose as the CLO clear -
shift register output signal, namely, initial condi?ioning
of the carry latch 55 prior to performing an arithmetic -

operation.

Furthermore, in either pit serial or nibble mode, the
full adder 51 generates four ADD OUT (3:0) adder output
signals and a C OUT carry out signél. The ADD OUT (3:0)
adder output signals are coupled to the S/I'shift in
terminals of the A and B shift registers 52 and 53 and to an
input terminal of an.adder 1atch 57. The C OUT carry out
signal represents the carry signal from the high-order adder
stage of the full adder 51, that is, .the stage that

generates the high-order ADD OUT (3) adder output signal.

The C OUT signal and the C OUT (0) carry signal from
the low order stage of the adder, which represents the carry
from that stage, are coupled to a multiplexer 64 which, in
response to the NM nibble mode signal from the control

microword, couples one of the signals to an input of a
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second multlplexer 68. Multiplexer 68, in turnm, in response
to a LD C load carry 51gnal from the control ﬁicroword,
selects elther the CARRY oUT signal from multlplexer 64 or
the LOG OUT (0) 1og1c output,(O) signal from Boolean nglc
c1rcu1t 54 for storage ln the carry latch 55. VIf the Lb c
1oad carry signal is asserted, the multiplexer 68 is |
.conditidned to couple the LOG OUT (0) logicroutput (0)
signal to the carry latéh 55 and the carry latch is enabled
7 to latch the signal. Tﬁis,facilitates initializing the
carry latch Ssrto a known state through Boolean iogic 54.
if, onrthe other'hand, the LD C load carry signal is
negated, the multiplexer 68 is conditioned to couple the -

CARRY OUT signal from multiplexer 64 to the input of the

carry latch. The CARRY OUT signal is latched if the SHFT EN

shift enable signal from the control microword is asserted.

Thus, in nibble mo?e,thé carry latch 55 receives the
carry frpm the high—ofder'stage of the full adder 51,
repiesentingjthe carry from the high order stage of the
nibble. In bit-serial ﬁode, the carry latch 55 receives the
carry from the low-order stagerof the adder. In bit-serial
mode, the arithmetic operaﬁions in full adder 51 are

essentially carried out in therlow-order stage, as the

oy
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signals from the higher-order stages are effectively

ignored.

The M flag 62 is also conditioned by signals from the
full adder 51 through a multiplexer 65. The multiplexer
couples either the ADD OUT (0) signal from the full adder
51, or, if the NM nibble mode signal is asserted, tlhie ADD
oUT (3) signal. The signal from the multiplexer is inverted
by an inverter 66 and the result coupled to an input
terminal of a second multiplexer 67. The multiplexer 67
also includes a second input terminal which receives the
low-order signal from the Boolean logic circuit 54. If the
SHFT DIR shift direction signal signal from the control
microword is asserted, indicating that data in the shift
register 52 is shifted toward the shift out terminal S/0,
the multiplexer 67 couples the complement of the high-order
signal from the A shifter 52 (left shift) to the M flag 62
for storage in response to an LD M load M signal from the
control microword. otherwise, the M flag 62 is loaded from
the signals from the Boolean logic circuit 54. An AND gate
70 couples the condition of the M flag 62 to data bus 58,
particularly the jow-order DATA (0) 1ine thereof, in

response to a RD M read M signal from the control microword.
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If the M flag 62 is loaded from the A shifter 52, it

may be used, for example, in normalization during floating
point arithmetic. In this operatien, the fraction portion
of the fioating-point number, which is stored in the A shift
register 52, is shifted toward the s/I shift in terminal
(that 1s, the hlgh—order end) until the high-order stage
contains the value "one“ In response to each shift of the
contents of the A shift register 52, the exponent, which is
inrthe B shift register 53, 1is incremented. Since different'
PE's in array 11 may require different numbers of shiftsrtc
normalize the contents cfrtheir respective A shift registers
52, the shift operations then depend on the state of the

M SH_(M conditioned shift) signal from the control

microword. Untll a "one" reaches the high-order stage of
the A shift register 52, the inverter 66 conditions the M
flag 62 to be set (that is, store the,compiement of the zero
value from thershift regieter 52), and thus the M signal is
asserted. ‘Thus, the M SH signal enables the A and B shift
reglsters 52 and 53 to operate. However, when a "one" |
reaches the hlgh-order stage of the A Shlft register 52, the
1nverter 66 condltlons the M flag to be clear, negating the
output M signal. When the M SH (M conditioned shift) signal

from the control microword is asserted, the negated M signal

147
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disables the shift registers 52 and 53. The M flag 62 can
also be used for initial alignment of floating point numbers

prior to an addition or subtraction in a similar manner.

Two additional flags are joaded from the low-order
output signal from Boolean logic circuit 54, namely a WRT
memory write enable flag 71 and the TR transmit request flag
24. The WRT memory write enable flag 71 is loaded in
response to an LD WRT load memory write enable signal from
the control microword and the TR transmit request flag 24 is
Joaded in response to an LD TR load transmit request signal
from the control microword. The WRT memory write enable
flag 71 generates a WRT memory write signal which is coupled
to the PE chip's router control circuit 33 which, in turn,
generates a WRT EN write enable signal associated with each

of the memories 23 on the chip to control writing of data

thereto.

The router control circuit 33 enables writing data to
the memory under four circumstances. Under normal
operation, that is, when the routing network 30 (Fig. 2) is
not in use, the router control circuit 33 generates a PE SEL
processor element select signal when the WR write signal

from the control micfoword is asserted if the associated
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PE's WRT flag is set. Since the RVM reverse mode signal
from the control microword is negated, a multiplexer 500 is
enabled to assert the WRT EN write enable signal, which is

coupled to the memory 23. rhe WRT write enable signal

enables the associated memory 23 to store the data bits from

the data bus 58 through transcelver 72 in the location
~ specified by the address signals in the control microword or

from the local address register,28 (see Fig. 6B, below) .

Alternatively, when the reeting network is in use and
actually transferring data, storage of data in the memory
depends on the condition of the RVM reverse mode signal.

The router control circuit 337receives the data as an MSG IN
message in signal. Contemporaneoﬁsly, the ENR enable router
signal is asserted; As will be explained below in
connection with Fig. le, the first six bits received by the
PE chip 20 identify the ehip of the chip pair and PE on the
chip which is to receive the message data. The router .
control circuit 33 receives the PE identification portion of
the MSG IN message in signals and asserts a SET R set
receive flag signal which is associated with the identifed‘
PE 21. This enables the RCV receive flag 26 to be set,

which results in the assertion of an RCV receive signal. In

iy
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addition, the router control circuit 33 asserts the PE SEL
processor element select signal associated with the
jdentified PE. A multiplexer 501 is enabled to couple the
data portion of the MSG IN message in signals on line 31 as
a DATA (0) signal onto the data bus 58. In addition, if the
RVM reverse mode signal is not asserted, the multiplexer 500
asserts the WRT EN write enable signal associated with the
intended recipient PE to enable the DATA (0) signal to be
written into memory 23. This enables the data from the data
field of a message during a forward transfer through routing

network 30 to be written into the memory 23 of the receiving

PE 21.

If, on the other hand, the RVM reverse mode signal from
the control microword is asserted, the multiplexer 501 is
enabled to couple the signal on line 29, which normally
carries the MSG OUT message out signal, to the data bus 58
as the DATA (0) signal. In addition, the multiplexer 500
couples a TR EN transmit enable signal to the memory 23 as
the WRT EN write enable signal. As explained below, the TR
EN transmit enable signal is asserted when the PE 21 is

enabled to transmit during a forward transfer through
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routing network 30, and so identifi

during a reverse transfer.

Finally, the router control ci

PCT/US88/00456

es the recipient of data

rcuit 33 also enables the

memory 23 to store data when the routing network is in use.

but between messages. This may occ

ur when, for example,

several messages are to be dlrected to a single PE by

several PE's during one major messa
between messages the recipient PE i

calculation on the just received da

ge transfer cycle, and
s to perform a

ta. A major message

transfer cycle comprlses a plurality of minor message

traﬁsfer cycles each jnitiated by t
signal and terminated by a BND bran

~ If the DONE signal is not asserted

he ENR enable router
ch if not done signal.

at the end of a minor

message transfer cycle, some PE's have messages yet to

transfer, and the BND signal from the control microwerd

indicates that the array control un
beginning of the message transfer s
, calculatlon is to be perfbrmed befo

next minor message transfer cycle,

it will return to the
equence. If a
re the beginning of the

the ENR enable router

51gna1 is negated but the BND pranch if not done signal is

, delayed untll the calculatlon is performed and the results

written lnto memory 23. In this case, the memory 23 is

[£7)
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enabled by the router control circuit 33 if the WRT flag is
set and the WR write signal from the control microword is
asserted. However, the WRT EN write enable signal will be
asserted only for those PE's which just received a message
during the current minor message transfer cycle because the
condition of the RCV flag 26 is normally coupled onto the

data bus and is stored in WRT flag 71.

The data output from memory 23 is coupled to a memory
data output control circuit 73 described pelow in connection
with Figs. 5A and 5B. In brief, the memory data output
control circuit 73 enables four memory modules 23, each
normally associated with a separate PE, +o be associated
with one of the PE's in response to the conditions of the
ADRS (11:10) high order address signals from the control
microword. Thus, in one embodiment, in which the memory
modules 23 each have on the order of 1 Kb (1024 bits), when
either of the ADRS (11) or ADRS (10) high order address bits
are asserted, one PE nas an effective memory of 4 Kb (4096
pits), and the other PE's, which are normally associated
with the PE's whose memory nodules 23 are available to the
one PE, are effectively disabled. This may be useful in

several situations, including cases requiring more storage
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than is normally available to one PE. In addition, this may
be useful in cases in whichroperations afe performed in each
~ PE on data in parallél, and then operations are performed
serially by one PE'using the data stored in all of the

' memdry modules.» Making thé data in the memory modules
directly available to the PE performing the operations
serially avoids requiringrthe PE's to use message transfers

to transfer the data to that PE.

The data from the memorf déta output control circuit 73
is stored in a read data latch 74 and coupled by the latch
to transceiver 72. The tranSCeiyer 72 in turn couples the
data onto data bus 58. The daté bus 58, in turn, couples
the data to one input terminal of a multiplexer 75. If an
NR neighbor signal from the control microword is not
ésserted, the multiplexer 75 couples the read data from the
data bus 58 onto a bus 77 to the input terminal of Boolean

logic circuit 54.

A multiplexer 76 selects a data signal from one of the
neighboring'PE's, in fesponse,to the condition of D(1:0)
‘direction signals from the control microword. If the NR
neighbo:'signal from the control microword is asserted,

multiplexer 75 couples the signal selected by multiplexer 76

i
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onto the low-order line of bus 77, and transmits negated
signals onto the remaining lines of the bus, thereby
facilitating the data reception portion of the nearest-

neighbor message transfer mechanism described above in

connection with Fig. 3.

Data is coupled to the memory modules 23 for stofage as
follows. Data from the data bus 58 is coupled through
transceiver 72 to the data input terminals DI of the
associated memory module 23. Depending on the condition of
the ADRS (11:10) signals, the memory data output éontrol

circuit 73 may instead couple the data from £he transceiver

72 to a memory module 23 normally associated with another PE

for storage therein.

The data transmission portion of the nearest-neighbor
message transfer mechanism, which was described above in
connection with Fig. 3, is performed as follows. The
DATA (0) signal from data bus 58 is connected to one
terminal of a multiplexer 80. 1f neither the ROW signal nor
the COL column signal from the control microword is
asserted, the multiplexer 80 couples the DATA (0) signal to
the input terminal of a demultiplexer 81. If the NR

neighbor mode signal from the control microword is asserted,
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the demultiplexer 81 couples the DATA (0) signai to the PE

deterﬁined by the D(1:0) direction signals.

; If, on the other hand, either the ROW or the COL column
signal from the control microword is asserted, the
Vmultiplexer 80 couples the output signal from an OR gate 82
to the demultiplexer 81. The OR gate 82 is enabled by the
DATA (0) signal froﬁ data bus 58 or the output of
multipléxer 76. Thersignal'traﬁsferred +o the neighboring
PE thus represents the logical OR of the signal from a
,neighboring PE received during the nearest neighbor transfer
and the data signal on fhe.low—order line of data bus 58.

By this mechanism, the row and column data compariscons may
‘be easily facilitated, which is useful in connection with
Vfinding minimum and maximum_valués along a row or column of
PE's. If both the ROW and COL signals are asserted at once,
the cqmparisons may be facilitated wiﬁh fespect to all of

the PE's in the array 11 at cone time.

Also depicted on Fig. 4 is circuitry associated with

the PE chip's router control circuit 33 for enabling the PE

to transfer'messages over the routing network. As was noted

above in connection'with Fig. 2, the PE's on a chip are

jteratively enabled to transfer messages over the routing

e

iy
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network. Each PE receives an RTR OUT EN IN router out
enable in signal which, when asserted, enables the PE to
transmit message data signals over a common line 29. After
the message is acknowledged, the PE generates an RTR OUT EN
OUT router out enable out signal which is coupled to the

next PE in line as that PE's RTR OUT EN IN router out enable

in signal.

Specifically, when the TR transmit request flag 24 is
set, a TR transmit request signal is asserted, which enables
one input of an AND gate 94. When the PE's RTR OUT EN IN
router out enable in signal is next asserted, an AND gate 94
asserts the TR EN transmit enable signal, which is coupled
to one input of a multiplexer 93. 1If the RVM reverse mode
signal is not asserted, indicating the transfer is in the
forward direction through the routing network 30, the TR EN
transmit enable signal enables a driver 95 to couple RD LTH
(0) read latch output signals onto a line 90. If the RVM
reverse mode signal is not asserted, an inverter.97 enables

a driver 98 to couple the signal on line 90 onto line 29 as

the MSG OUT message out signals.

on the other hand, if the RVM reverse mode signal from

the control microword is asserted, indicating the transfer
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is in the reverse direction, the multiplexer couples the RCV
receive signal from the receive flag 26 to control the
driver 95. When the RCV signal is asserted, which occurs
when the PE 21 the 1ntended rec1p1ent of a message, the
drlver 95 1s enabled to couple the RD LTH (0) read latch
,sigmals onto iine 90. Since the RVM reverse mode signal is
asserted,'driQer 98 is disabled. However, a multiplexer 96
is emabled.to couple the sigmal on line 90 onto line 31 for
transfer in the reverse direction through routing network

30.

As described below in connection with Fig. 83, a
message also includes an acknowledgement field during whlch
the PE chip 20 containing the PE 1dentlfled by the address
transmlts an acknowledgement signal. If the RVM reverse
mode 51gnal is not asserted mult:plexer 96 couples the ACK
acknowledgement signal onto line 31 for transmission to the

PE transmitting the message.

}rAfter-a message operation,has been completed, that is,
after data has been transmitted in forward and reverse
directions, as required by t+he control microwords from array
control logic 10, the TR transmit request flags 24 in the

transmitting PE's 21 are reset. When the TR transmit
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request flag 24 is reset, the TR transmit request signal is
negated. Since the RTR OUT EN IN router out enable in
signal is asserted, the AND gate 101 is energized to
transmit the RTR OUT EN OUT router out enable out signal to
the next PE in the hierarchy to enable that PE to engage in
a message operation. 1f the PE's TR transmit request flag
is not set when the RTR OUT EN IN router out enable in
signal is asserted, its AND gate corresponding to AND gate
101 generates the asserted RTR OUT EN OUT signal for

transmission to the next PE.
B. Memory Interconnection

As has been noted, the array 1l can operate in either a
1 Kb mode, in which each PE has an associated 1 Kb memory
module 23 (Figs. 2 and 4), or a 4 Kb mode. In the 4 Kb
mode, the PE's are divided into groups of four PE's with one
PE having access to its associated 1 Kb memory module 23 as
well as to the 1 Kb memory modules that are normally (that
is, in 1 Kb mode) associated with the three other PE's.
This allows operations to proceed in parallel by all of the
PE's, and then permits the results, which are contained in
all of the memory modules 23 to pe accessed by one PE for

future processing, without requiring the results of the
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initial operations to be transferred by way of messages.
Figs. 5A and 5B depiot circuité for facilitating this

operation.

With reference to Fig. 54, a grouprof four processors
22(0) through 22(3) are ooonected to fout memory modules
23(0) through 23(3) through memory control:circoit 73. A
-multiplexer/demultipiexer 110 selectively couples data

signals between all of memory modules '23(0) through 23(3)
and processor 22(0), and a plurality of transcelvers 111
through 113 each couple data signals between one memory
module 23(1) through 23(3) and one associated processor
22(1) through 22(3) . The ADRS (9:0) low order address
signals from.the control mlcroword are coupled to all of the
memory modules 23(0)7through 23(3) in parallel to select one
location in each of the ﬁemory modules, and ADéS'(llzlo)
high order address signals from tho'coﬁtfoi'oicroword

control the memory control circuit 73.

If the ADRS (11:10) signals are both negated, the array

11 (Fig. 1) operates in the 1 Kb mode. In that mode
multiplexer/demultiplexér 110 transfers data signals between
the processor 22(Oj and memory module 23(0)Q The negated

ADRS (11) and ADRS (10) signals energize a NOR gate 114,
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which, in turn, energizes output enable terminals on each of
the transceivers 111 through 113. This enables the
transceivers to couple data signals between memory modules

23(1) through 23(3) and respective processors 22(1) through

22(3).

I1f, on the other hand, either of t£he ADRS (11) or
ADRS (10) signals are asserted, the array 11 operates in 4
Kb mode. In that case, NOR gate 114 disables the
transceivers, which enables them to transmit data signals to
the processors 22(1) through 22(3) having zero values. The
ADRS (11:10) address signals enable the
multiplexer/demultiplexer to transfer data signals between
one of the memory modules 23(0) through 23(3), as determined
by the binary encoded value of the encoded ADRS (11:10)

address signals, and processor 22(0).

Fig. 5B depicts a schematic diagram illustrating one
embodiment of a circuit of the portion of the memory control
circuit 73 between memory module 23(3) and processor 22(3),

"and showing the circuit for coupling data signals to
processor 22(0). When a location, as identified by the ADRS
(9:0) address gignals from the control microword, is being

read, memory module 23(3) transmits four data bit signals,
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identlfled as DAT(0) through DAT(3) on respective lines
120(0) through 120(3). The DAT(0) data signal corresponds
to the contentsref the'blt location identified by the ADRS
(9:0) address signals, and'the other DAT(1) through DAT(3)
51gnals correspond ‘to the contents of the bit locations

~ having the,respectlve next sequential bit address locations.

If the arrayrllrisrnot in the 4 Ko mode, an OR gate 121
will be de-energized so as to negate a 4K MODE signal, and
an 1nverter 122 will generate an asserted NOT 4K MODE

' 51gnal. The negated 4K MODE signal turns on four pass
tranSLStors '123(0) through 123(3), which couples the
respective DAT (0) through DAT(3) data signals to lines
130(0) through 130(3) as DAT (0)-(3) TO PE (3) data to
processiﬁg element signals for storage in read latch 74,
which is represented byrfeur latches 74(0) through 74(3) .
The latches stcre the respective signals and couple them te
the PE 21(3) as LAT DAT (0)-(3) TO PE (3) latched data to

processing element signals.

If the array is in the 4 Kb mode, the ADRS(11:10)
address signals enable the OR gate 121 to assert the 4K MODE °
51gnal and negate the NOT 4K MODE signal. The negated NOT

4K MODE signal de-energizes transistors 123(0) through
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123(3), thereby blocking the transmission of the DAT(0)
through DAT(3) data signals to lines 130(0) through 130(3),
and the asserted 4K MODE signal energizes transistors 131(0)
through 131(3) to ground the lines 130(0) through 130(3) and
negate all of the DAT (0)=(3) TO PE (3) data to processing
element signals. As a result, all of the latches 7§(0)
through 74(3) are reset, resulting in negated LAT DAT (0)-

(3) TO PE (3) latched data to processing element signals

coupled to PE 21(3).

In addition, if both ADRS(11:10) address signals are
asserted, indicating the data signals from memory module
23(3) are to be coupled to PE 21(0), a demultiplexer 124
energizes a line 125(3) to assert a MEM DAT (3) memory data
signal, which energizes pass transistorsrlZS(O) through
126(3) . Energized pass transistors 126(0) through 126(3)
couple the DAT(0) through DAT(3) data signals on lines
120(0) through 120(3) onto 1ines 127(0) through 127(3) as
DAT (0)-(3) TO PE (0) data to processing element (0)

signals, which are coupled to prccessor'INO).

Data may be written from the PE 21(3) to memory module
23(3) if the NOT 4K MODE signal is asserted when the WRT EN

(PE3) write enable signal is asserted by multiplexer 500



WO 88/06764

PCT/US88/00456

=56~

(Fig. 4)- The WRT EN (PE3) 51gna1 enables AND gates 132(0)
through 132(3), whlch couple the DAT (0)=-(3) FRM PE(B) data
: signals from the PE(3) to llnes 130(0) through 130(3),
respectively, The asserted NOT 4K MODE signal turns on the
tranSietors 123(0) through 123(3), enabling them to couple
the DAT (0)=-(3) FRM PE(3) data from processing element (3)
signals onto lines 120(0) through 120(3), after which they

are stored in memory module 23(3).

The memory control circuits 73 associated with
proceesors 22(1) and 22(2) are similar to that depicted in
Fig. 5B except that transistors 126(0) through 126(3) are
connected to lines 125(1) and 125(2), respect%yely, and .
controlled by the MEM DAT (1) and MEM DAT (2) memory data

signals from demultiplexer 124.

Fig. 5C depicts the circuit of the memory control
circuit 73 associated with PE 21(0). It can be seen that
the memory control circuit 73 depicted in Fig. 5C is similar
to the circuit depicted in Fig. 5B, except that there are no
transistors 123(0) through 123(3) or 131(0) through-131(3);
instead, the lines 130(0) through 130(3) are connected
directly to lines 127(0) through 127(3), respectively, and

the DAT (0)=-(3) TO PE (0) data to processing element (0)

L4

x
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signals control the latches 74 (0) through 74(3) directly.
Furthermore, transistors 126(0) through 126(3) are
controlled by the MEM DAT (0) signal from demultiplexer 124
to couple the DAT(0) through DAT(3) data signals from memory
module 23(0) directly onto the lines 127(0) through 127(3)
Jhen the MEM DAT (0) signal is asserted.. The MEM DAT (0)
signal is asserted by demultiplexer 124 when the ADRS (i&d
and ADRS (10) signals are both negated, that is, when the

array 11 is not in the 4 Kb mode.
c. status Signal Generation

As was noted above in the discussion regarding Figs. 2
and 4, the array control unit 10 (Fig. 1) uses a DONE status
signal transmitted over staFus pus 15 to determine if
various operations have peen completed by the PE's 21 in
array 11 and to control further processing. The DONE status
signal is asserted, for example, during normalization during
floating point arithmetic when the fraction portion of the

floating point numbers in all of the PE's have been

normalized.

During normalization, until the DONE signal is

asserted, the array control unit 10 repetitively transmits
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sequences of control mlcrowords which enable the array 11 to
engage in a normallzatlon operatlon. Whether or not a
particular PE actﬁally'engages in the operation depends on
the state of varlous ones of. the PE's flags. Furthermore,
whether or not a PE engages in a normalization operation

depends on the condition of the ‘PE's M flag 62 (Fig. 4).

fig. 6A deoicts circuitry within a PE chip 20 fot
generating a DONE OUT signal which is used by array 1l
(Fig.ri) in connection'with generatidg the DONE status
signal. With reference to Fig. 6A, each PE 22(0) through
22 (N) on the PE chip 20 has extending therefrom a wire
150(0) through 150(N) whlch carries signals M(O) through .
M(N).' The asserted or negated condition of each signal M(0)
through M(N) corresponds to the set or cleared condition of
the PE's M flag 62 (Fig. 4). Thus, if a PE's M_flag 62 1is
' set, the PE's M (X) signal ("x" a value from zero to N) is

asserted, otherwise the ﬁ(x) signal is negated.

All of wires 150(0) through 150(N) are connected to a -
common w1re 151 in a wired-OR conflguratlon. Wire 151
'carrles an M COMP comp051te M 51gnal whose asserted or
" negated condition depends on the conditions of the M(0)

through M(N) 51gnals from all of the PE's on the Chlp

L
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Thus, if the M flag 62 (Fig. 4) of any of processors 22(0)
through 22(N) is set, the PE's corresponding M(x) signal is
asserted, and the M COMP signal is asserted. If the M flag
62 of all of processors 22(0) through 22(N) is cleared, all
of the M(0) through M(N) signals will be negated, and the M
CcOMP signal will be negated. As described above in
connection with Fig. 4, when a PE has completed the
normalization operation, its M flag 62 will be cleared;
thus, when the M COMP composite M signal is negated, all of

the PE's on the chip will have completed the normalization

operation.

With reference to Fig. 64, line 151 is coupled to one
input terminal of an OR gate 155. If the signal on line 151
is asserted, the DONE X signal is also asserted, otherwise,
the DONE X signal is negated. If the DONE X signal is

asserted, the OR gate 155 also asserts the DONE OUT signal.

The OR gate 155 has a second input terminal which
receives a DONE PREV done previous signal from an OR gate
156. OR gate 156, in turn receives as input signals DONE IN
A through DONE IN D signals, each of which corresponds to a
DONE OUT signal from another PE chip; The DONﬁ OUT signal

from the PE chip 20 depicted in Fig. €A may also be directed

[
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as an input signel to anVQRrgate corresponding to OR gate
156 on another PE chip.’.The resulting connection, an WOR"
tree, results in one DONE OUT signal from one PE which is
coupled to array control unit as the DONE signal. Thus,
when the DONE signalris in;a low voltage condition,
depending on the condition of the DN done select signal, all
of the M COM? composite M 51gnals in all of the PE chips are
negated, 1 indicating that all of the M flags 62 are cleared.
Thus, the operation (such as floating point number
normallzatlon) which was governed by the M flags 62 in the

PE's has been completed.
D. Local Address Register

As mentioned above in connection with Fig. 2, eachrPE
chip 20 includes a local address register 28. Normally, the
control microword,from control unit io contains a memory
address which is transmitteo to all PE's 22 in parallel and
identifies the Jocations in the memories 23 from which data
is obtained or to which data is written. Accordingly, at
one time, all PE's are using the ‘same memory location,

elther for a read operatlon or for a write operation. In

response to an LAM jocal address mode signal from the

control mlcroword however, the PE's 22 instead use the

*
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contents of the local address register 28 on each PE chip
20. This permits the PE's 22 on different PE chips 20 to

use different memory locations.

7 This can be particularly useful as, for example,
messages transmitted through router network 30 can ipclude
destination addresses in the memories of the receiving P?fs,
and not just the identification of the receiving PE 21. If,
for example, a PE is to transfer data from one location in
its own memofy 53 to another location, that could be done
easily through router network 30 by loading the address of
the other location in the loca; address register and using
that address to control writing while the data was being

transmitted through the router network 30.

In addition, a PE can load the local address register
28 directly through its M flag 62. This permits the PE to

indirectly address itself by reference to the local address

register 28 during an operation.

With reference to Fig. 6B, in one specific embodiment
the local address register provides the upper seven address
pits ADRS (3:9), and the jower three bits are provided by

the control microword, indicated on the Fig. by the MW MEM
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ADRS (0) through (2) microword memory address signals.
Thus, in thaf embodiment, the transfers using the_local
address register 28 are "byte aligned“. The local address
register 28 includes seven stages 401(0) through 401(6)
(deneraliy referred to by reference numeral 401), 6ne stagé
401 for eacﬁ of the seven address bits. Since the stages

401 are similar, only stage 401(0) is depicted in detail.

Stage 401(0) recelves an input signal from a
multiplexer comprising pass transistors 402 and 403
controlled by the ENR enable router signal from the array
control unit 10. When the ENR enable rodter signalris
asserfed,'indicating the router network'30 is inroperation,
‘the transistor 402 passes the MSG IN message in signal from
the router network 30 to an input transistor 404. 1If, on
the other hand, the ENR signal is pgt:asserted, an inverter
405 enables pass transistor 403 to couple the M COMP "M"
composite signal from line 151 (Fig. 6) to the pass

transistor 404.

Pass transistor 404 controls the loading of the stage
401(0) with a local address in response to a LAR LD local
~ address load 51gnal from the array control unit 10. The LAR

LD local address load SLgnal is pulsed in synchronlsm with a

”

L
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PH2 phase two timing signal during loading of the local
address register 28. when the LAR Lb jocal address load
signal is asserted, transistor 404 is enabled to transfer

the input signal selected by transistors 402 and 403 to the

input of an inverter 405.

pPass transistor 404, inverter 405, a pass transistor
406 and a second inverter 407 form one stage of a seven=
stage shift register, with the other stages of the shift
register being in the other stages 401(1) through 401(6) of
the local address register. After the LAR LD local address
load signal has enabled inverter 405 to be energized by the
input signal, the PH2 phase two timing signal negates the
LAR LD local address load signal to turn off pass transistor
404. Thereafter, a PH1 phase one timing signal is asserted,
coupling the output signal from the inverter 405 to inverter
407, whose output signal is coupled to stage 401(1) of the
local address register. If the LAR LD local address
register load signal is asserted in synchronism with the
next PH2 phase two timing signal, a transistor corresponding
to transistor 404 in stage 401(1) is turned on to couple the

signal to an inverter corresponding to inverter 405. The
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process continues as long as the local address register is

. to be 1qéded;

_The selegtioﬁ of thé addressréignals'to be used as the
ADRS (9:3) address signals,nwhether the contents of the
local address register or the MW MEM ADRS (9:3) microword
memory address signals, is made in a multiplexer comprising
transistors 410 and 411, which are controlled in response to
the LAM local address mode signal from the control
Vmicroword; When theVLAM signal i; negated, an inverter 412
turns on trahsistc£,4ll which couples the MW MEM ADRS (3)
miéroword memory address signal onto line 412(3) as the

ADRS (3) address signal.

on the other hand, when the LAM local address mode
351gna1 is asserted, which can occur after the local address
has been loaded lnto the stages 401 transistor 410 is
turned on to couple the output of an inverter 413, which is
controlled, in turn, by the output of inverter 405, onto
line 412(3).a The output signal from inverter 413 has the
same condition as thé inpuﬁ signal to inverter 405, and so
the signal'coupled onto line 412(3) has the same Fondition

as the signal supplied by pass transistor 404. -
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Each stage also includes a network 414 for incrementing
the local address régister as data is being written into the
successive locations of the memory 23. In particular, when
all of the MW MEM ADRS (2:0) microword memory address
signals (2:0) are asserted, indicating a byte boundary has
peen reached, an AND gate 420 is energized. If the NM
nibble mode signal from the control microword is asserted,
and the MW MEM ADRS (2) signal is asserted, also indicating
a byte boundary has been reached during nibble mode, the AND
gate 420 is also asgerted. When the PHI phase one timing
signal is next asserted, a pass transistor 421 is enabled to
couple an asserted LAR CI local address register carry in
signal to a NAND gate 422. 1f the LAM local address mode
signal is asserted, the NAND gate 422 couples a negated
signal to an input of a NAND gate 423 and an inverter 424 in
stage 401(0) of the local address register. Until a byte
poundary is passed, however, the LAR CI local address
register carry in signal is negated, and so the output

signal from NAND gate 422 will be asserted.

Network 414 includes two general portions, one
generating an LU latch up signal which is coupled to a pass

transistor 425 in the same stage 401(0) of the local address
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register 28, and the other generating a CO carry out signal
which is coupled to the next stage 401(1) which is used in
the same way as the output eignal from NAND gate 422 in
stage 401(0). Transistor'425 is controlled by an LAR INCR
1ocal address register 1ncrement signal, w which is also
pulsed 1n synchronism with the PH2 phase two timing signal,
efter the local address register 28 has been loaded.
Transistor 425, when turned on, couples the LU latch up
signal from network 414 to the input of inverter 405 to

control the signal therefrom.

Untll a byte boundary is passed, the LAR CI local
address reglster carry in signal is negated, and so the
output signal from NAND gate 422 will be asserted.
Accordingly, one input of NAND gate 423 in network 414 will
'be enabled and the output 51gnal from inverter 424 will be
negated. Since the input to NAND gate 423 1is enabled its
oﬁtput will be the complement of the signal from inverter
- 407, which, in turn, is the same as the input to inve:ter
405. The signal from NANDrgate 423 is coupled to one input

of NAND gate 428.

The signal from inverter 407 is.also complemented by

inverter 426 and coupled to one input of a NAND gate 427.

L]
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gince the signal from jnverter 424 is negated, the output
signal from NAND gate 427 is always asserted. Thus, one
input signal to NAND gate 428 corresponds to the complement
of the signal from inverter 407 and the other input is
asserted, and so the LU latch up signal from NAND gate 428

follows the signal from 407 when the LAR CI local address

register signal is negated.

on the other hand, when the LAR CI local address
register carry in signal is asserted, the output signal from
NAND gate 422 is negated. Accordingly, the output signal
from NAND gate 423 is asserted. This output signal is
coupled to one input of NAND gate 428. The output signal
from inverter 407 is also complemented by inverter 426 and

the result coupled to one input of NAND gate 427.

Since the output signal from NAND gate 422 is negated,
the signal from inverter 424 to the second input of NAND
gate 427 is asserted. Accordingly, the output of NAND gate
427, which is coupled to the second input of NAND gate 428,
follows thercomplement of the signal from inverter 426, and
thus follows the signal from inverter 407. Thus, one input
signal to NAND gate 428 follows the signal from inverter 407

and the other input is asserted. Accordingly, the LU latch
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up signal generated by NAND gate 428 is the complement of

2

the'signal from inverter 407 when the LAR CI local address

register signal is asserted.

With the LAR cI local address register carry in signal
aéserted, the inverter 424 enables one input of a NAND gate
430, which thereby couples the ccmplement of the signal from
the inverter 407 as the CO carry out signal to stage 401(1)
of the local address reglster. Stage 401(1) uses the CO
carry out sxgnal in the same way that stage 401(0) uses the
output signal from NAND gate 422. Thus, when the output
SLgnal from 1nverter 407 in stage 401(0) is negated, the LU
latch up signal in stage 401(1) follows the signal from its
inverter 407, and when the output signal from inverter 407
in stage 401(0) is asserted, the LU latch up signal in stage

 401(1) follows the ¢ompleméht'of the signal from its

inverter 407.

on the other hand, with the LAR CI local address
reglster carry in signal negated, the inverter 424 enables

the NAND gate 430 be asserted and the LU latch up signal in

9

stage 401(1) follows the signal from its inverter 407

because there is no carry in.
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.It will be appreciated that, while one local address
register 28 has been described as being included 'in the PE
chip 20, and being used one at a time by all of the PE's on
that chip, a local address register may be provided for each

of the PE's 22 on the PE chip 20.

E. Shift Register

As described above in connection with Fig. 4, the A
shift register 52 (Fig. 4) can shift not only toward its S/0
output terminal, but also toward its S/I input terminal.
This capability permits the contents of the shift register
to be easily shifted after such operations as floating point

addition and subtraction which require normalization.

Fig. 7 depicts a schemaiic circuit of a portion of the
A shift register 52. The A shift register 52 includes, in
one embodiment, eight cells 160(0) through 160(7), each of
which includes four stages. Each stage stores one data bit.
cell 160(0) contains the least significant data bits
(indicated by the legend "LSB" in the Figure) and the
succeeding cells 160(1), 160(2), and so forth, contains
successively more signficant data bits, so that, depending

on the A SHFT SZ shift register size signals from the
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control microword;(see,Fig; 4) cell 160(7) may contain the
most significant déta pits (as indicated by the legend "MSB"
in the Figure). Data is shifted into A shift register 52
through cell 160(0). The cell from which data bits are
shifted out depends on the conditibn of the A SHFT SZ A
shift registér cshift size signals from the control microword

(see Fig. 4).

Since the circuits of the cells are similar, the
circuit of only cell 160(4) will be described in detail.
The cell 160(4) includes four stages 161(0) through 161(3)
each of which includes a pair of inverters, including input
inverters 162(05 throﬁgh 162(3) and output inverters 163 (0)
throuqh 163(3); Stage 161(0) stores the low-order data bit
of the data in the cell, and stage 161(3) stores the high-

order data bit of the data in the cell.

The pair of inverters 162(n) and 163(n) ("n" is an
integer from 0 to 3)'in each stage are connected through
'Vcontrol,transistors 180(n) and 181(n) to form a flip-flop
which aCﬁually stores the data bit. In each stage, the
output of inverter 162(n) is coupled through a gontrol
transistor 180(n), which is normally held on by an asserted

'PH 1 control signal, to the input of inverter 163(nj}. The

]

L.
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output of inverter 163(n) is coupled through control
transistor 181(n) to a node 182(n), to which the input.of
inverter 152(n) is aléo connected. The transistor 181(n),
which is normally held on by an asserted HOLD control
signal, controls the feedback from the output of inverter
163(n) to the input of inverter 162 (n) which enables the

inverters to latch the input at node 182(n) in a known

manner.

During shift operations, the HOLD signal is negated,
turning off transistof 181(n) and breakihg the feedback
path. In addition, the PH 1 timing is also negated, turning
off transistor 180(n). Transistor 180(n), when off,
isolates the output inverter 163(n) from the input inverter
162(n). This allows +he output inverter 163(n) of the stage
to transmit a signal representing the ctored data bit at the
same time that the input inverter 162(n) of the stage
receives a signal representing a signal representing a data

pit from another stage as described below.

Cell 160(4) receives four bits of data, comprising
Signals DATA IN (0) through DATA IN (3), from cell 160(3) on
respective lines 164 (0) through 164(3). Cell 160(4)

transmits four bits of data, comprising signals DATA OUT (0)
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through DATA OUT (3), on respective lines 165(0) through
165(3), to stage 160(5). 1In addition, if the stage 160(4)
is one from which data signals are transmitted to
multiplexer 56 (Fig. 4); each stage includes a pass

~ transistor 170(0) through'l70(3), connected to lines 165(0)
through 165(3) and controlled by a CELL 4 OUT signa}; in"the
7 A SHFT SZ A shift reglster 52 size 51gnals. When the CELL 4
OUT signal is asserted, the.tran51stors 170(0) through
170(3) are enabled to couple.the DATA 'ou'r (0) through DATA
OUT (3) signals to the A shift'register input terminal of

multiplexer 56.

The direction'and amount of shift in A shift register
52 are controlled by the SHFT DIR shift direction signal and
the NM nibble mode signal,rboth of which are provided by the
control microword from the array control unit 10 and by an
EN SHFT enable shift timing signal, in addition to the
tihing centrel,signals HOLD and PH 1. A shift register 52
generates three additional control signals in response to
the SHFT DIR and NM signals. Specifically, A shift regiSter
52 includes an AND gate 171 which receives the SHFT DIR and
- NM signals and gene:ates anrNS nibble shift signal, which,

when asserted, enables one input of an AND gate 176. If the
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NM signal is asserted, when the EN SHFT enable shift timing
signal is then asserted, AND gate 176 aéserts an NSU nibble
shift up signal. As will be described below, when the NSU
nibble shift up signal is asserted, the A shift register 52
is conditioned to shift the data bits up a nibble (4 bits)
at a time, that is, to the cell 160 which stores the next
most significant data bits. Thus, when NSU nibble shift up
signal is asserted, the data bits are conditioned to be
shifted from cell to cell, and are stored in the same stages

in each cell. The data pits shifted into cell 160(0) are

provided by full adder 51 (Fig. 4).

A second AND gate 172 generates a BS bit shift signal
in response to the complement of the NM nibble mode signal,
as inverted in inverter 173, and the SHFT DIR shift
direction signal. Thus, when the NM nibble mode signal is
negated and the SHFT DIR shift direction signal is asserted,
the BS bit shift signal from AND gate 172 will be asserted.
When the EN SHFT enable shift timing signal is asserted, AND
gate 177 asserts the BSU bit shift up signal. Since,
however, the NM signél is negated, the NS nibble shift
signal from AND gate 171 will be negated and the NSU nibble

shift up signal from AND gate 176 will remain negated when
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the EN SHFT enable shift signal is asserted. However, as
will bE—deSCIlbed below, when the’ BSU bit shift up Signal is
asserted, the A shift register 52 is conditioned to shift
the data bits up a -stage at a'time.r The data bit in the
most significant stagerin each cell is shifted inteo the
least significant stage of the next more significant cell.
The data bitrshifted into the jeast significant stage
7 [corresponding to stage 161(0)] is prov1ded by the ADD

ouT (O)’signal from'full adder 51 (see Fig. 4).

Another AND gate 174 generates 2 DOWN signal in
response to the complement of the NM nibble mode signal and
: the complement of the SHFT DIR shift direction signal, as
inverted in inverter 175. When the EN SHFT enable shift
timing signal is next asserted, an AND gate 178 enabled by
the DOWN and EN SHFT enable shift signal asserts the SD
| shift down signal. Thus, when both,the'SHFT DIR shift
dlrection signal ‘and the NM nibble mode signal are negated,
the DOWN signal is asserted. In addition, with the SHFT DIR
and NM signals both negated, both the NSU and BSU nibble and
bit shift up Signals from AND gates 176 and 177 are negated.
As will be described:below, when the.SD shift down signal is

asserted, the A shift register 52 js conditioned to shift

‘N
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the data bits down a stage at a time. The data bit in the
least significant stage in each cell, except for the most
significant stage in cell 160(7), is shifted into the the
most significant stage of the next lesser significant cell.
A data bit having the value zero is stored in the most
significant stage [corresponding to stage 161(3)] of the

most significant cell 160(7).

Each stage 161(0) through 161(3) further includes three
transistors, namely transistors 183 (n), 184 (n) and 185(n)
each enabled by one of the BSU bit shift up, NSU nibble
shift up, and SD shift down control signals, respectively.
Wwhen a control siénal is asserted, the enabled transistor
couples a signal representing the state of a data bit from

another stage to the input node 182(n) of its respective

stage.

In response to the assertion of the BSU bit shift up
signal, with reference first to stage 161(0), the transistor
183(0) is turned on, coupling the DATA IN (3) data signal on
line 164(3) to node 182(0). The DATA IN (3) data signal
corresponds to the data bit from the most significant stage
of cell 160(3). Further, in response to the BSU bit shift

up signal, transistors i83(1) through 183(3) are turned on,
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coupling the DATA OUT (0) through DATA OUT (2) signals to
nodes 182 (1) through 182(3). respectively. As 2 result; the
data bits in each of the stages, namely the most 51gn1f1cant
stage of ‘cell 160(3) and the stages 161(0) through 161(2)
are shlfted up one stage and are stored in stages 161(0)

through 161(3) of cell 160(4)

In response to the assertion of the NSU nibble shift up
signal, transistors 184(0) through 184(3) are turned on, -
coupling the DATA IN (0) through DATA IN (3) data signals on
lines 164 (0) through 164(3), respectively to nodes 182(0)
through 182(3). The DATA IN (0) through DATA IN (3) data
51gnals correspond to the ‘data bits from the respective
stages of cell 160(3). As a result, the data bits in each
of the stages of cell 160(3) are shifted up one cell (four
stages) and are stored in stages 161(0) through 161(3) of

cell 160(4).

£l

In response to the assertion of the SD shift down

SLgnal tran51stors 185(0) through 185(2) are turned on,

]

coupling the DATA OUT (1) through DATA OUT (3) data signals
on lines 165(1) through 165(3), respectively to nodes 182(0)
through 182(2) for storage in stages 161(0) through 161(2).

In addition, transistor 185(3) is turned on to couple the



e

WO 88/06764
f PCT/US88/00456

-7 7=
DATA OUT (O) [CELL 160(5)] data signal from the least
significant stage in cell 160(5) [that is, the stage
corresponding to stage 161(0)] to node 182(3) for s;oragg_in
stage 161(3). A transistor in the most significant stage. of
cell 160(3) corresponding to transistor 185(3) receives the
DATA OUT (0) data out signal from stage 161(0) for storage

therein. As a result, the data bits in each of the stages

are shifted down one stage.
1V. Routing Network 30
A. General Description

As described above with reference to Fig. 2, the
routing network 30 is used to transmit messages between PE's
which are typically not likely to be on the same PE chip. &
general organizational diagram of one embodiment of a
routing network constructed in accordance with the invention
is depicted in Fig. 8A. With reference to Fig. 8A, the
routing network 30 comprises a plurality of identical
switching chips (each switching chip is depicted as a
rectangle in the Figure) organized in three switching stages
201, 202 and 203. The internal switching circuits of chips

will be described below in connection with Figs. 9 and 10A
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through 10C.

Before procéeding further, it would be helpful to
describe the format of a mesSagertransmitted through routing
network 30. With reference to Fig. 8B, a meésaqe begins
with a header 204 of twenty-three bits, namely bits (0)
through (22), which identify the intended rec1p1ent PE, _
followed by the message data bits beginning with b;t (23).
The header iﬁcludes three router control fields, identified

" by reference numerals 205-207, each of which contfols the
switching through one of the switching stages 201-203,
respectively. Each switching stage 201-203 retires one
router control field; ﬁhat ig, it does not pass the bits in
that field on to the next switéhing stage or to the

recipient PE chips.

Each router control field begins with a protocol bit P
which, when asserted, indicates that message bits follow.
If the protocol pit P is not reéeived at an input terminal,
the switching chips igndre succeeding signals at that input
terminal during the"minor message transfer cycle. The four
bits following each protocol blt are RTR ADRS router address
bits which are used.by the router to establlsh a switching

path through the stage as described below in connection with

N

@
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Figs. 9 and 10A through 10C. If a switching path is
established through all of the switching stages, a protocol
pit P (bit 15) is transmitted to the PE chip pair (see
Fig. 2) connected to the output line from stage 203. In
response, during bit 16, the receiving PE chips generate an
ACK acknowledgement signal which ig transmitted over the
switching path established through the routing network 30.
At this time, the switching chips condition the switching
path to receive a signal from the recipient PE chip pair and
couple it to the PE chip 20 which is originating the
message. The PE chip 20 originating the message uses the

ACK acknowledgement signal to clear the transmitting PE's TR

flag 24 (Figs. 2 and 4).

After the transfer of the ACK acknowledgement signal, a
six-bit PROC ID processor jdentification is transmitted over
the switching path. The first bit identifies the PE chip 20
in the chip pair which contains the PE to receive the
nmessage, and the last five bits identify the PE on the
identified chip. The next . bits are the message bits which
are coupled by the PE chip's router control-circuit 33

(Figs. 2 and 4) to the PE.
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VWith reference againrto Fig. 8a, the first two
switching stages 201 and 202 are divided into four switching
groups, one of whlch is depicted in the Figure. The last
switching stage 203 operates as a crossbar switch to switch
the oﬁtputs from the four switching groups to the PE chips.
Since the four switching groups are identical, only the one
depicted in the Figure will be described in detail. That
switching group includes sixteen switching chips, identified

" by reference numerals>201(0) through 201(15) in switching
stage 201, and an addltlonal sixteen sw1tch1ng chips,
identified by reference numerals 202(0) through 202(15) in

switching stage 202.

Fach switching chip 201(n) and 202(n) ("n" is an
integer) has sixty-four input terminals, generally |
identified by reference numeral 210, and sixty four output
terminals,'generally identified by reference numeral 211.
The sixty-four output terminals are grouped into sixteen

Voutput groups each hav1ng four output terminals. Each of
the sixteen output groups is identified by one encoding of
| the four RTR ADRS router address bits in the portlon of the
header 204 (Fig. 8B) that is retired by the sw1tch1ng chip.

on receiving at an input terminal RTR ADRS router address
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pits having a particular encoding, the switching chip
attempts to open a switching path from that input terminal
to one of the four output terminals in the output group
jdentified by that encoding. If RTR ADRS router address
bits received at four or fewer input terminals of the
switching chip jdentify a particular output group, switching
paths can be established to the output group from all of the
input terminals. If, on the other hand RIR ADRS router
address bits identifying a'particular output group are
received at more than four input terminals, at most four
switching paths can be established to the output group and
the other messages, for which switching paths cannot be

established, are blocked.

The output terminals of the switching chips 201(0)
through 201(15) included in the first switching stage 201
are connected to the input terminals of the switching chips
202 (0) through 202(15) of the second switching stage as
follows. All of the output terminals of the chips 201(0)
through 201(15) in groups associated with the "0000"
encoding of the RTR ADRS router address retired by switching
chips 201(0) through 201(15) are connected to the input

terminals of switching .chip 202(0). This is depicted in the
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Figure by'the wires identified by the legends "4 X 0000"

' extending from the right sides of SWltchlng chips 201(0)
throudh 201(15) to the left side of switching chip 202(0) .
(In the legend "4 x 0000" in Fig. 8A, the first number, "4",

'lndlcates that the associated line 1ncludes 4 connecting
w1res, and the second number “0000“ indicates that the wires
are assoc1ated w1th the "0000" encodlng of the first four
RTR ADDRS router address signals, which are retired by the

switching stage 201.)

similarly, all of the output terminals of the chips
201(0) through 201(15) in groups associated with the "ooo1"
encoding of the RTR ADRS router address retired by switching
chips 201(0) through 261(15) are connected to the input
terminals of ewitching‘chip 202(1), as depicted in Fig. 82
by the wires identified'by the legends "4 X 0001" extending
from the right sides of switching chips 201(0) through
201(15) to the left side of switching chip 202(1). This
interconnection petternrbetween che switching chips in the
first two stages 201 and 202 is repeated for all of the
other'switching chips 202(2) tnrough 202(15); as depicted in
the Figure, the lnput ferminals of sthching chip 202(15)

are connected to the output terminals of switching chips
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201(0) through 201(15) that are in groups associated with

the "1111" encoding of the RTR ADRS router address retired

* py the switching chips 201(0) through 201(15). Thus, the-

output terminal groups in each of the switching chips 201(0)
through 201(15) are connected to diverse ones of the
switching chips 202(0) through 202(15) in the second
switching stage 202, with the connection depending on the
RTR ADRS router address bits that are retired by the

switching chips in the first stage.

As described above, the sixty-four output terminals of
each of the switching chips 202(0) through 202(15) 1in the
second switching stage 202 are also divided into sixteen
groups each having four terminals. Like switching chip§
201(0) through 201(15), each output terminal group of
switching chips 202(0) through 202(15) is associated with
one encoding of the four RTR ADRS router address signals
retired by those chips. The output terminal groups of
switching chip 202(0), for example, connect to wires having
the iegends "4 x 0000 0001" through "4 x 0000 1111", with
w4n indicating the number of wires (with -each wire being
connected to one output terminal), the first block of four

digits "oo000" indicating the RTR ADRS router address bits
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retlred by the flrst sw1tch1ng stage 201, and the second
block of four'dlglts ngo00" and "111i1" 1nd1cat1ng the RIR
_ ADRS router address bits that are retired by the switching
chips 202(0)]through'202(15). The wires attached to the
output-terminal groupo oflswitching chips 202(1) through

202(15) are jdentified by similar legends.

As described above, sWitching stages 2017and 202 are
divided into four_switohingrgroups (one group is depicted in
the Figure)rthe outputs of which are switched by crossbar
stage 203. The—other thtee switching groups of switching
stages 201 and 202 include chips corresponding to switching
chip 202(0) having output terminal groups associated with
the RTR ADRS router address bits "0000 0000" through "0000
llll", chlps,correspondlng to switching Chlp 202 (1) hav1ng

output terminal groups associated with the RTR ADRS router

address bits "0001 0000" through np00l1 1111", and so on.

: fhercrossbar switching stage 203 includes sixteen
crossbar switohing blocks of sixteen crossbar switching
chips 203(0) through 203(255) [only switching chips 203(0)
rthrough 203(3) are shown in the Figure], with each crossbar
switching block switching the output signals from,output

terminal groups in the corresponding switching chips in each

oy

3
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of the switching groups. Each of the sixteen crossbar
switching chips in each crossbar switching block, in turn,
switches the outputs from corresponding terminal groups in
corresponding stage 202 switching chips from all of the four
gfoups. Thus, crossbar switching chip 203(0) is connected
to, and switches the outputs from, the "4 x 0000 0000"
output terminal groups from switching chip 202(0) and

corresponding switching chips in each of the other switching

groups.

Similarly, crossbar switching chip 203(1) is connected
to, and switches the outputs from, the "4 x 0000 O0O1"
terminal groups from switching chip 202(0) and corresponding
switching chips in each of the other switching groups. 1In
addition, the last crossbar switching chip in the crossbar
switching block associated with switching chip 202(0) (and
corresponding switching chips in the other switching - ~
groups), namely crossbar switching chip 203(15), is
connected to, and switches the outputs from, the "4 x 0000
1111" terminal groups from switching chip 202(0) and
corresponding switching chips in each of the other switching

groups.
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The crossbar switching chips 203(16) through 203(255)
in each of the other crossbar switching blocks are similarly
connected to the other swiﬁching chips 202(1) through
202(15), and correspending switching chips in the other

switching groups.

Each crossbar switching chip operates as a crossbar
switcﬁ. That is, the crossbar switching chip associates
each of its sixteen output terminals with one encoding of
the final four RTﬁ ADRS router address bits which it
receiveé from the switching stage 202 switching chips.
Thué, for example, switching chip 203(0) has sixteen cutput
terminals each connected td»a wire having the legend
w1 x 0000 0000 0000" through "1 x 0000 0000 1111". 1In this
case, the leading "1" ‘indicates that there is one wire, the
first group of digits, namely the first group of "oo0o00",
corresponds to the RTR ADRS router address bits retired by
switching stage 201, the second group of digits, namely the
second group of vgooo", corrasponds to'the RTR ADRS router-
address bits retirediby switcﬁiné stage 202, and the third
groﬁp of digits, which range from "0000" through "1111",
corfespondé to the'RTR ADRS router address bits received and

rétiréd by ﬁhe crossbar switching chip 203(0).

o
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The output terminals of the other crossbar switching
chips 203(1) through 203 (255) have similar associations &ith
the RTR ADRS router address bits. It will be appreciated by

those skilled in the art that:

(1) each of the sixteen output terminals of each
crossbar switching chip 203(0) through 203(255) is
associated with one encoding of the third group of RTR ADRS
router address bits (that is the third group of digits

associated with each output line from the crossbar switching

chips depicted in Fig. 8A,)

(2) each of the sixteen crossbar switching chips in
each crossbar switching block is associated with one
encoding of the second group of RTR ADRS router address bits
(that is the second group of digits associated with each

output line from the crossbar switching chips depicted in

Fig. 8A,), and

(3) each of the sixteen crossbar switching blocks is
associated with one encoding of the first group of RTR ADRS
router address bits (that is the first groué of digits
associated with each output line from the crossbar switching

chips depicted in Fig. 8a,) .
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Accordingiy, therrouting network depicted in Fig. 8A
provides sw1tch1ng paths from the 1nput terminals of the
switching chips of stage 201 to the output terminals of
crossbar sw1tch1ng chips of crossbar stage 203 for all

pOSSlble encodlngs of the RTR ADRS router address blts.

The routing network 30 depicted in Fig. 8A has a number
of édvantages, in particularly relating to the association
of mﬁltiple output terminals from switching stages 201 and
202 into groups associated with the same encoding of the RTR
ADRS router address bits. This siénificantly reduces the
number of switching staqes'that'are requi:ed, reducing the
number of switching chipé and wires interconnecting the
chips. This, in turn, serves to enhance the reliability of
the routing,net&ork,rsincerthé failure rate is directly
related to the number of chips and, particularly, wires

interconnecting- those chips.

In addition,nby associating multiple wires in a
terminal group with each encodiﬁg 6f the RTR ADRS router
address,bits, if a wire, orritsrassociated driving circuitry
on the chip, is defective, the switching chips will still be
able to transmit over the remaining wires in the terminal

group. The message traffic that can be accommodated will be
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somewhat reduced, pbut the messages can still be transferred

through the routing network 30.
B. Switching Chip

The internal organization and circuitry within a
switching chip 201(n) or 202(n) will now be described in
connection with Figs. 9 and 10A through 10C. As will be
made clear in the following discussion, the same chip as

described herein can also be used as a crossbar switching

chip in the crossbar stage 203.

Fig. 9 (comprising Figs. 9-1 and 9-2) depicts the
general circuit organization of a portion of the switching
chip constructed in accordance with the invention. With
reference to Fig. 9, 2 switching chip includes a plurality
of switching circuits each associated with one input
terminal. One such switching circuit, designated by the
reference numeral 210(0), is shown in Fig. 9. 1In one
embodiment, a switching chip includes sixty-£four switching .
circuits. All of the switching circuits are jdentical, and
so only one is depicted in the Figure. Each of the
switching circuits is associated with one of the input

terminals; switching circuit 210(0) is associated with the
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1nput (0) terminal, and generaily switching circuit 210(u)
("u" is an lnteger) is assoc1ated with the input (u)

- terminal.

switching circuit 210(0) includes an input (0) circuit
211(0), sixﬁeén coupling groups 212(0) through 212(15)
[generally designated 212(v)] and sixteen output terminal’
groups 217(0) through 217(15) [generally designated 217(V)1].
Each output terminal group includes four output circuits
generally identified by thérreference numeral 217 (V) (W) .
The input (0) circuit 211(0), the circuit of which is
déscribed below in connection with Fig. 104, receives an
IN(0) input 51gnal from a PE chip pair if the chip is in
stage 201 (see Fig. 8a) or from a preceeding switching stage
if the chip is in étages 202 or 203. In response to the
IN(O) input signal the lnput (0) circuit 211(0) transmits an
ADRS (0) address SLgnal onto a line 213(0) representlng
complement of the the RTR ADRS router address bits to be
retired by'the chip and a DAT(O) data SLgnal onto a line

214 (0) representing the remaining bits of the message.

Each coupling group 212(V) includes an address decoding
and control circuit 215(0) through 215(15) {generally

designated by reference numeral 215(v)] and a coupling

#

b
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circuit 216(0) through 216(15) [generally 216(v)]. One
circuit for a coupling group will be described in detail
below in connection with Figs. 10B-1 and 10B-2. Line 213(0)
from input (0) circuit 211 couples the ADRS(0) address
signal to the address circuit 215(0) in coupling group
212(0) and line 214 (0) couples the DAT(0) data signal to all
of the 216(v) coupling circuits in parallel. In response to
the four RTR ADRS router address bits retired by the
switching chip, one of the address control circuits 215(v)
in switching circuit 210(0) will assert an ADRS (u) EN(v)
signal. For example, if.the IN(0) signal received by input
(0) circuit 211(0) has RTR ADRS router address bits having

the encoding "0000", address control circuit 215(0) will

assert the ADRS(0)EN(0) signal.

Each coupling circuit includes four coupling modules
generally designated by reference numeral 216(v)(w), with
the (v) index identifying the coupling circuit and the (W)
index identifying the module within the circuit. For
example, the coupling modules of coupling circuit 216(0)
depicted in Fig. 9 are designated by the reference numerals

216(0) (0) through 216(0) (3), the coupling modules of
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coupling circuit 216(1) being designated by the reference

numerals 216(1) (0) through 216(1)(3), and so forth.

The coupling,modulés 216(v) (0) through'zis(v)(3) in
each switchiﬁg circuit 210(0) through 210(6?) are connected
to one of'sixty-four data lines 220(0) (0) through 220(15) (3)
(generally désignatéd by reference numeral 220(v)(w)]. Data
line 220(0) (0) is connected in parallel to all of the
coupling modules 216(0) (0) in all of the switching circuits
210(0) through 210(63), datg 1ine 220(0) (1) is connected in
- parallel to all_of Coupling'moduies,216(0)(1) in all of the

switching circuits 210(0) through 210(63)and so forth.

At any one time only one of the coupling modules
connecﬁed to one data line 220(Vv) (W) is enabled, ésr
described below; to céuple a data signal, corresponding to
the DAT(u) data signal from its respective inpgﬁ (u) circuit
211(u), onﬁo the daia"line 220 as a GRP(v)DAT(w) group data
signal. The output terminal group circuit 217(v) receives
the GRP(v)DAT (W) group data signals relating to its terminal
group and éouples them as the switching chip's output

signals.

Each coupling module 216 (v) (w) is enabled to couple the

DAT(u) data signal onto the respective data line 220(V) (W)

w
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in response to two enabling signals. One enabling signal,
the ADRS (u)EN(V) coupling group enabling signal, is
generated by the address control circuit 215(v) in response

to the decoding of the RTR ADRS router address bits from the

ADRS (u) signal.

The second signal which enables a coupling module
216(v) (W) in switching circuit 210(u) is a GRP (V) EN(w) IN(u)
enabling signal. For clarity in Fig. 9, only the
GRP(0)EN(0)IN(O) through GRP(0)EN(3)IN(O) enabling signals
associated with output terminal group circuit 217(0) are
depicted. In an actual circuit, the other output terminal
group circuits 217(1) through 217(15) would also generate
corresponding enabling signals which would be coupled to
coupling modules 216(n) (0) through 216(n) (3) in coupling

circuits 216(1) through 216(15).

Four daisy chain GRP(V)EN(W) enabling signals are
originated by each output terminal group circuit 217(v) used
by the coupling modules 216(v) (W) in the switching circuits
210(u). The GRP(v)ﬁN(w) enabling signals are normally
asserted by the output terminal group circuits 217(v).
However, under some circumstances, such as, for example, if

a communications path to the next stage is disrupted due to
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a broken wire or the like, the output terminal group circuit
217 (v) negates the correspdnding GRP(V)EN(w) enabling
signal. Circuitry for detectihgrthe presence of a disrupted
commuhiéation path is described below in connection with

Figs. 10A and 10C.

Tﬁe signals from the output terminal group qircuits
217 (V) éré initially_coupled to the coupling modules
216(v)(§) of the switching circuit 210(0) as a
GRP(V)EN(w)IN(0) enabling signal depicted on Fig. 9. If a
coupling module 216(v) (W) in switching circuit 210(0)
receives an asserted GRP(V)EN(W)IN(O) enabling signal, and
is enabled by the ADRS (u)EN(v) signal from the address
control circuit, it transmits a negated GRP(v)EN(w)dUT(O)
enabling éignal to coupling module 216(v) (W) of switching
circuit 210(1). In that case, the coupling module will
couple the DAT(0) signal onto the 220(v) (w) data line. On
the other hand, if a coupling module 216(v) (w) is not
enabled by the ADRS(u)EN(V) signalrfrom the address control
circuit, it asserts a GRP(V)EN(w)OUT(0) enabling signal,
which is coupled to coﬁpling module 216(V) (W) of—switching

circuit 210(1). The'coupling modules 216(v) (w) of that, and

g
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other switching circuits 210(2) through 210(63) operate

similarly.

fhus the GRP(V)EN(w) enabling signals, originating from
the output terminal groups 217(v), are passed through the
coupling modules 216(v)(w) in a daisy-chained manner. If a
coupling module 216(v) (w) is enabled by the associated
address control circuit 215(v) and receives the GRP(V)EN(w)
enabling signal in an asserted condition ([that is, its
GRP(V)EN(w)IN(u) signal is asserted], the coupling module
useslthe associated data line 220(v)(w) and blocks the
GRP(V)EN(w) enabling signal [that is, it transmits the
GRP(V)EN(w)OUT(u) enabling signal to the next switching

circuit in a negated condition].

In any coupling group 216(v), only one coupling module
216(v) (w) will be enabled to couple the DAT(u) signal onto
the associated data line 220(v) (w). Thus, for example, if
the leftmost coupling module 216(0) (0) (as depicted in
Fig. 9) is enabled by the ADRS(0)EN(0) signal from the
address contreol circuit 215(v), but is‘disabled by a negated
GRP(O)EN(0)IN(OQ) signal,'it in turn enables the coupling
module 216(0) (1) to its immediate right. If that coupling

module 216(0) (1), is enabled by an asserted GRP(O0)EN(1)IN(O)
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signal, it will cbuplerthe DAT(0) signal onto the data line
'221(0) (1) . However, if the GRP(O0)EN(1)IN(0) signal is
négated, that coupling module 216(0) (1) will enable the
coupling module 216(0) (2) to its immediate right.
Essentially, therADRS(O)EN(b) enabling signal from address
control circuit 215(0) is essentially daisy-chained-through

the coupling modules 216(0) (0) through 216(0) (3).

Forxany'réceived message, in any switching circuit
210(u) at most one of the ADRS (u) (EN(V) enabling signal from
one of the addre;s control_circuits 215(v)7wi11 be asserted.
That is, for any mesSége only ohe ;oupling circuit 216(v) in
any switching circuit 210(u) will be enabled by an address
control circuit 215(v). The circuit of an address control
circuit 215(?) will be described below in connection with
Fig. 10B-1. Ih brief, each address control circuit 215(V)
includes'an input termina17221(v) and an output terminal
222(v); Each address control circuit 215(v) receives
thfdugh its input terminal 221(v) an input signal which is
related to the ADRS(u) address signal, which in turn is
related to the RTR ADRS router address bits. - The address
control circuit 215(v) also includes a latch and an

inverter. As long as the latch is reset, the address
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control circuit couples, through the inverter, the
complement of the signal at its input terminal 221(v) to the
output terminal 222(v). If the latch is set, it remains set
throughout the message, and causes the inverter to be-
bypassed, thus enabling the true value of the signal at the

input terminal 221(v) to be coupled to the output terminal

222(v) .

As depicted in Fig. 9, the address control circuits
215(v) in a switching circuit 210(u) are connected serially,
so.that each input terminal 221(1) through 221(153) of
address control circuits 215(1) through 215(15) is connected
to the output terminal 222(0) through 222(14), respectively,
of the address control circuit 215(0) through 215(14) to its
left. Initially, all of %he latches are reset.

Accordingly, if the IN(O) signal carries an initial RTR ADRS
router address bit having the binary value "0", the ADRS (0)
signal received by input terminal 221(0) is asserted. As a

result, the inverter in the address control circuit 215(v) -

provides a negated output signal at its output terminal

222(0), which is coupled to the input terminal 221(1) of

address control circuit 215(1).
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address control circuit 215(1), in turn receives the

negated input terminal through:its input terminal 221(1) and

its inverter couples an asserted output signal to the output

terminal 222(1), which is, in turn, coupled to the input
7term1nal 222(2) of address control circuit 215(2). The
remainlng address control c1rcu1ts 215(v) of sw1tch1ng
circuit 210(0),operate similarly. Thus, when the address
control circuit 215(15) receives an input éignal through its
input,terminal:zzi(ls), the input signals to address control
circuit57215(v) having aﬁ even-numbered or zero index (v)
w111 be asserted, and the input signals to the address
control circuits hav1ng an odd -numbered index (v) will be

negated.

At this,point,'the latches in the address control
circuits 215(v) latch the input signal. If the input signal
rto an addross control circuit 215(v) is asserted, the latch
remains clearéd, otﬁefwiso'the latch is set. After a.latch
is set it enabies its aodress control circuit's inverter to
pe by-passed and so the 51gnal recelved at it's -input
terminal 221(v)’w;ll be coupled directly to the output
terminal 222(v); Tf the latch is set, the address control
circuit ziS(v) is also inhibited from asserting the

ADRS(u)EN(v) coupling circuit enabling signal.

L
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The input (0) circuit then transmits an ADRS(0) signal
related to the second RTR ADRS router address bit to the
input terminal 221(0) of address control circuit 215(0).

The address control circuits 215(v) ("v" an even number or
zero) whose latches are cleared operate in the same manner
as described above and transmit a signal at their output
terminals 222(v) which is the complement of the signal at
their input terminals 221(v). At the same time, the address
control circuits 215(v) ("v" an odd number) whose latches
are set pass the signal which they receive at their input
terminals 221(v) to their output terminals 222(V). Thus,
with a second RTR ADRS input negated, the input signals at
the address control circuits 215(0) and others 215(v) whose
indexes (v) are divisible by four are asserted.
Contrariwise, the input signals to the other address control

circuits 215(v) whose latches are not already set [that is,

circuits 215(v) where (v) is an even number but not

divisible by four] are negated.

At this point, the latches again latch the input
signals. This process is repeated for the third and fourth
RTR ADRS router address bits which are received. It will be

appreciated that in response to each RTR ADRS router address
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bit, the latches in one-half of the address control circuits

W

that are still clear, 215(v) are set. Accordingly, after
rfoﬁr RTR ADRS router address biﬁs are recei§ed and processed
by the circuit depictedrin Fig. 9, the latch of only one
address control circuit will be cleared, and the others will
a1l be set. In the example above in which the RTR ADRS
router address bits have the enccdlng "0000", only the latch
of address control circuit 215(0) will be cleared, and that
address control circuit will assert the ADRS(0)EN(0) signal.
- The operations in response to other'encédings of the RIR
ADRS rduter address bits are similar, except that éach
different encodings enéble latches'of a different address
control circuit 215(v) to remain cleared, enabling that

address_control circuit to assert its ADRS(u)EN(v) signal.
¢. Description of Specific Circuits

With this background,'épecific circuits for various

portions of the switching chip depicted in Fig. 9 will be

oy

described. Fig.'iOA depicts a circuit of an input (u)
circuit, Flgs. 10B-1 and 1OB-2,'togethericomprisihg 2
VFlg. 10B, deplct a circuit of an address control circuit
215(v) and its related coupling group 216(v). Fig. 10C

depicts a circuit relating to a data line 220(v) (w) that
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comprises part of an output terminal group 217(V) .

In the followingrdeécription, the index (u), which is
used in the description of Fig. 9, has not been used’ in

connection with the signal names and reference numerals. -

i. Input Circuit 211

With reference to Fig. 10A, an input circuit 211
receives an IN input signal on an input line 230. The IN
input signal is coupled to two latches, nameiy a miss latch
231 and a break latch 232, to an inverter 233 and to one
input terminal of an AND gate 234. 1In response to the IN
input signal, the inverter 233 generates an ADRS signal

which is coupled to the address control circuit depicted in

Fig. 10B-1.

As has been described above in connection with Fig. 8B,
the first signal bit received by the switching chip, and
thus the first input signal received by the input circuit
211, is a.protocol bit, labeled P in Fig. 8B. If the bit
has a binary value of one, that is, if the IN signal is
asserted during the P bit time, a message is being received
through the input circuit 211. If, on the other hand, the

bit has a binary value of zero, that is, if the IN signal is
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negated during the P biﬁ time, no message is being
transferredrthrOth the input circuit. Miss latch 231
latches the condition of the IN signal during the P bit
time, which is defined by an LD MISS LTﬁ load missrlatch '
timing signal whiéh derived from a RTR CTRL router control

signal (not .shown) from the array control unit 10 (Fig. I).

In particuiar,:the RTR CTRL réutef control signal is
transmitted to the switching chips of the first stage 261
(Fig. 8A) of the fouting network 30 (Fig. 2). When the
switching chips 201(0) through 201(63) of that stage have
retired all of the bits of the first router control field
205 (Fig. 8B) and'éfe prepared to transmit to the,nekt stage
202, they transmit a RTR CTRL NXT router control next stage
signal to the switching chips 202(0) through 202(63). This
processris'repeated as between switching chips of stage 202
~and crossbar stége 203, and as between chips of crossba:
stage 203-and the input terminalsrof,PE chips 20 (Fig. 2).
Thus, the'érray control uniﬁrlo may initiate a traﬁsfer
through the routing network with the single RTR CTRL router
control signal coupled only to the first switching stage,
with each stage coﬁtrolling timing of the next stage. This

arrangement simplifies expansion of the routing network, as

'
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the array control unit does not have to be informed of any

minimum or maximum number of switching stages.

The miss latch 231 jncludes two inverters 228 and 229,
with the output of inverter 228, which provides a MISS
signal, being connected to the input of inverter 229. The
output of inverter 229 is connected through a pass
transistor 235 to the input of inverter 228. The IN input

signal is also coupled to the input of inverter 228 through

a pass transistor 236. The pass transistors are, in turn,

controlled by the LD MISS LTH load miss latch timing signal.
Transistor 236 is on, that is, conducting, when the LD MISS
LTH load miss latch timing signal is asserted, and otherwise
is off. Transistor 235, on the other hand, is controlled by
the complement of the LD MISS LTH load miss latch timing
signal, and is oﬁ, that is, conducting, when the LD MISS LTH

ljoad miss latch timing signal is negated, and otherwise off.

Thus, when the LD MISS LTH load miss latch timing

. signal is asserted, transistor 236 "is turned on and

transistor 235 is turned off. Transistor 236 couples the IN
input signal to the input of inverter 228. The MISS signal
from inverter 228 is the complement of the received IN input

signal while the LD MISS LTH load. miss latch timing signal
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is asserted. Inverter 229 receives the MISS signal from
inverter 228 and complements it again. When the LD MISS LTH
load miss iatch.timing signal is again negated, at the end
of the time defining the P protocel bit (Fig. SB),
transistor 236 turns off, isolating the input of inverter

228 from the IN input signal.

At thersame_time, however, transistor 235 turns on,
coupling the output_signal from inverter 229 to the input of
inverter 228. Since the output signal from inverter 229 has
the same condition as the iN input signal while the LD MISS
LTH load miss 1atch’timing’signal was asserted, the MISS
signal from inverter 228 remains;in'the same condition; that
is, the IN signal js latched in the miss latch 231. The
MISS signal representé the complement of the P bit, that is,
the complement of the IN input signal when the LD MISS LTH
load miSs latch timing. signal was last asserted. When the
LD MISS LTH load miss latch timing signal is next asserted,
transistor 235;is'turned off, isolating the input of |
inverter 228 from the output of inverter 229 and—permittimg
the IN input signalrto be coup1ed to the input of inverter

228 through transistor 236.

‘ax

‘o
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If the MISS signal is asserted, the IN input signal
during the P protocol bit time was negated, and so no
message is being received through the input circuit 211.
If, on the other hand, the MISS signal is negated, the IN
signal was asserted during the P protocol bit time, and a

message is being received through the input circuit 211.

The break latch 232 is constructed in a manner similar
to miss latch 232 and operates in the same way in response
to a LD BRK LTH IN load break latch in timing signal from
the array control unit 10 (Fig. 1). The break latch is used
to latch the IN input signal while the communication path

from the preceeding chip is being tested to determine if it
has been disrupted due to a broken wire or otherwise, as
described below. If the communication path is disrupted,
the break latch 232 asserts a BREAK signal and negates its
complement, a NO BRK no break signal. The BREAK signal is
coupled to an input of OR gate 240 which generates a BRK OR
OUT break OR out signal. Or gate 240 receives a BRK OR IN
break OR input signal from a similar circuit in an input
circuit 211 on the switching chip or, as described below in
connection with Fig. 10C, an output terminal group circuit

217(v). The OR gates 240 are connected in an OR chain which
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drives an illumination device (not shown) so that, if any &
communications path to which the chip is connected is

disrupted, the illumination device is energized.

The NO BRK no break signal is coupled to a NAND gate
241, to which the complement of the MISS signal is alsb
‘coupled. If either a miss ;dndition occurs, or the
communication pathway to input terminal 230 is disrupted, -
NAND gate 240 assertsra BLOCK signal which is coupled to the
addreésrcontrolVCircui:s-ZIG(v), as described below in
connectidn with Fig?_lOBfl.  In brief, the BLOCK signal,r
- when asserted, inhibité the address control circuits
connected to the input circuit 211 from asserting the

ADRS (u)EN(v) coupling circuit enabling signals.

As described below in connection with Fig. 10B-2, a CHP
MISS chip miss signal is asserted if no coupling circuit in
a switching circuit 210(u) is enabled to couple the DAT(u)

data,signal,onto a data output line 220. An OR gate 242 is

[

energized to assert a DAT BLK data blocking signal when
' eitﬁer the BLOCK signal or the CHP MISS chip'misé signal is N
Vassertéd. The complement of the DAT BLK data blocking
signal is generated by an,in&ertér 243 whose.output is

" coupled to AND gate 234. Thus, if the DAT BLK data blocking
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signal is asserted, the AND gate 234 is disabled, inhibiting
the AND gate 234 from coupling the IN input signal received

on line 230 to line 214 as the DAT signal.

AND gate 234 is also disabled by an inverter 245 when
an REV TIME reverse time signal is asserted, which occurs
when the ACK acknowledge bit of a message (see Fig. 8B) is
expected to be +ransferred from the destination PE to the
originating PE (or from where it was blocked in the router)
or when the RVM bit in the control microword is set enabling
a reverse data transfer through the routing network 30. The
REV TIME reverse time signal is provided by the array
control unit 10. Thus, when the REV TIME reverse time
signal is asserted, the AND gafé 234 isoiates line 214 from
the signal on line 230. Conversely, the AND gate 234 is
enabled to coupie the IN signal on line 230 onto line 214 as
the DAT data signal both when the REV TIME reverse time
signal is negated, which occurs at times other than during
the acknowledgement bit time or reverse transfers, and when
the DAT BLK data block signal is not asserted,‘indicating

that a coupling module is enabled to couple the DAT signal

onto an output data line 220(V) (W) .
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The remaining circuitry on Fig. 10A performs two
functions. In,particuler, during the time for traneferring-
the message acknowledgement bit or during a reverse
direction transfer, which ooCure when the REV TIME reverse
time sigoalris aeserted,rthe sigﬁal representing the ACK bit
or the reverse direction data is received by the input
circuit over line 214. circuitry is provided to couple the
signal onto line 230 during this time. In addition,
c1rcu1try is provided to. perform the communications path
contlnulty test, whlch occurs in response to a PR RIR IN(L)
precharge router in (asserted low) signal and a DR LOW RTR

IN(L) drlve low router in 51gnal both of which are provided

by the array control unit 10 (qu 1)

During the reverse direction time, the REV TIME reverse
time SLgnal is asserted, whlch disables AND gate 234. The
PR RTR IN(L) precharge router in (asserted low) and the DR
LOW RTR IN(L) drive low router in (asserted low) signals are
both negated, and thus are at a high voltage level, thus
enabllng one input each of NAND gates 246 and 247 and two
inputs of a NANDVgate 250. Since the REV TIME reverse time
signaleis asserted, the inverter 245 couples a low input

signal to the third input of NAND gate 250. The output of

2%

*
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NAND gate 250 thus is at a high voltage level, which enables

an AND gate 251, whose output is connected to line 230.

The DAT signal on line 214, which at this time
represents the ACK acknowledgement bit or the reverse
direction data, is complemented in an jnverter 252, inverted
twice through the two enabled NAND gates 246 and 247, and
complemented again in a second inverter 253, whose output is
coupled to the second input of AND gate 251. Thus, the
signal provided by inverter 253 to AND gate 251 has the same
sense as the DAT signal on line 214. Since AND gate 251 is
enabled by the NAND gate 250, it couples the signal from
inverter 253 onto line 230. Thus, during the reverse
direction time, the DAT signal, which represents the ACK
acknowledgement bit or the reverse direction data, is

coupled from line 214 to line 230, that is, through the

input circuit 211.

At other times than the reverse direction time,
however, the REV TIME reverse time signal is negated.
Inverter 245 thus couples a high input siénal to NAND gate
250. Since the other input signals to NAND gate 250 are
‘normally negated and thus at a high voltage level, the

output of NAND gate 250 is low, thus disabling AND gate 251.
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Accordingly, as long és therPR RTR IN(L) precharge router in
(asserted low) and DR LOW RTR IN(L) drive low router in
(asserted low) signals are negated, during times other than
reverse direction time, AND gate 251 is inhibited from

coupling the signal from inverter 253 to line 230.

The communicatiéns path continuity test is performed by
circuitry in both the ihput circuit 211 depicted in Fig. 10A
and the output terminal grdup described below in connection
with Fig. 10C, and will be described below in connection

with Fig. 10C.
ii. Address Control Circuit 215 And Coupling Circuit 216

Figs. 10B-1 and 10B-2 depict the circuit diagram of an
address control circuit and four coupling modules 216(6)
through 216(3) [generally jdentified by reference numeral

216(w)] comprising one coupling circuit 216.
a. Address Control Circuit 215

As described ébove, the .address control circuit 215
includes a latch 260 comprising two inverters 261 and 262.
The output of inverter 261 is connected to the input of

inverter 262, and the output of inverter 262 is connected to -

a
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a pass transistor 263, which, when it is turned on by an
ADRS HOLD address hold timing signal, couples the output
signal from inverter 262 to the input of inverter 261.
Another pass transistor 264, also controlled by the ADRS
HOLD address hold timing signal, couples the output signal
from inverter 262 to control two pass transistors 265 and

266, and to an inverter 267 which controls a pass transistor

270.

An EN RTR enable router timing signal from the array
control unit 10 (Fig. 1), when negated, through an inverter
268 turns on a transistor 269. This places a high signal at
the input of inverter 261. When the router chip is enabled,
the array control unit 10 asserts the EN RTR enable router
timing signal, turning off transistor 269 and isolating the
input of inverter 261 from the high input. Thus,
immediately after the EN RTR enable router signal is
asserted, latch 260 is in the condition such that the input
of inverter 261, and thus the output of invertef 262 are '
high. 1In addition, the ADRS HOLD address hold timing signal
is asserted. In this condition, the high output signal from
inverter 262 enables the pass transistors 265 and 266 to be

in the on, or conducting, condition, and pass transistor 270
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to be in the off, or non-conducting condition by inverter

5

267.

'Inrresponse to the assertion of an ADRS TIME address
time signal, which is assertéd to define each RTR ADRS
router address bit (see Fig. 8B) in the IN input signal
(Fig. 10A&), a pass traﬁsistor 271 is turned ch, allowing the
ADRS address signal from inverter 233 (Fig. 10A) to be
coupled ﬁhrough tfansistor,271 and transistor 265. While
the ADRS TIME signal'is asserted, the ADRS HOLD address hold
signal is négated, turning off transistors 263 and 264.
While transistor 264 is turned bff, transistors 265 ahd 265
and inverter 267 are held ih the condition they were in by
residual charge which remains on their inputs. Howeﬁer, the
ADﬁS signal overcoﬁes any residual charge on the input to
inverter 261, and thus inverter 261 couples, at its output,
a signal corresponding to the complement of the ADRS address

signal.

Since at this point pass transistor 266 is maintained :

on by a residual charge on its gate, it couples the output

o

signal from inverter 261 to a line 272, which carries an
ADRS NXT address next signal to the next address control

circuit 215 in the switching circuit 210 (see Fig.-9). It
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will be appreciated that the jnverter 261 included in the
latch circuit 260, which comprises the latch described above
in connection with Fig. 9, is also used as the inverter

described above in connection with Fig. 9.

Tt will also be appreciated that, if the ADRS address
signal is in a high condition while the ADRS TIME address
time signal is asserted, the output signals from inverters
261 will be maintained in the conditions which they had when
+he address control circuit was initialized in response to
the EN RTR enable router initialization signal. However, if
the ADRS address signal is in a low condition, the input
signal to inverter 261 will be low, as will the output of
inverter 262. Thus, when the ADRS TIME signal is next
negated, and the ADRS HOLD address hold signal is asserted,
the output of inverter 262 will be in a low condition.
Transistor 264, which is turned on by the ADRS HOLD address
hold signal, couples the low output signal to transistors
265 and 266, turning them off, and to inverter 267, turning

on transistor 270.

Since transistor 270 is turned on, the ADRS address
signal is coupled onto line 272 as the ADRS NXT signal to

the next address control circuit, bypassing the inverter 261
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as described above in connection with Fig. 9. In addition,
since transistor 265 is turned off, the ADRS address signal
is blocked in the path,to inverter 261 whenrthe ADRS TIME
address timing sigﬁal is next ésserted, thereby isolating
the latch 260 from the ADRS address signal. it will be
appreciated'that,'on¢e a io& ADRS signal is received by
latch 260, the latch 260 remains isclated from the ADRS
address signél until the EN RTR enable router initialization
signal is asserted, which ehables transistor 265 to be

turned on.

‘The output of inverter 261 is coupled to one input 6f,a
NOR gate 273. “If thé latch 260 receives four consecutive'
assérted éignals (that is, signals at a high voltage level)
fhrough transistors 265 .every time tﬁe ADRS TIME signal is
asserted, which corresponds to the four RTR ADRS bits that
are retired by the switching chip on which the circuit is
resident (see Fig. 8B), the output signal from inverter 261
is in a low voltage condition. If the BLOCK signal from
input circuit 211 (Fig. 10a4) is negated (in a low voltage
condition), NOR gate7273-is energized to assert (high) an
ADRS EN Venabling signai, which cbrresponds to the |
ADRS (u)EN(v) enabling signal described above in connection

withrFig. 9.



)

WO 88/06764
f PCT/US88/00456

-115-

Thus, if the address control circuit 215 reéeives an
asserted ADRS address signal during the foﬁr consecutive
asserted ADRS TIME address time enabling signals which
define the four RTR ADRS bits, and if the P protocol bit
(see Fig. 8B) has been received, which ensures that the
BLOCK signal will be negated, the ADRS EN address enabling

signal will be asserted. Otherwise, the ADRS EN address

enabling signal will be negated.
b. Coupling circuit 216

The coupling circuit 216 includes four coupling modules
216 (0) through 216(3) which are depicted in Figs. 10B-1 and
10B-2. Coupling module 216(0) is shown in Fig. 10B-1 and
the other coupling modules are depicted on Fig. 10B-2.
Since the four coupling modules are similar, only coupling

module 216(0) will be described in detail.

With reference to Fig. 10B-1, coupling module 261(0)
receives the ADRS EN address enabling signal from the
address control circuit 215 and a GRP EN 0 IN (L) group
enable (asserted low) signal (which corresponds to the
GRP(V)EN(w) group enable signal described above in

connection with Fig. 9]. 1f the ADRS EN address enable -
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sigﬁal'is asserted (high) but the GRP EN 0 IN (L) group
enable signal is asserted (that is, also low), an AND gate
72807is-asserted; which turns on a transistor 281, which in
eturn,couples the DAT signal from Fig. 10A onto ocutput data

line 220(v)(0).

The asserted (low) GRP EN 0 IN (L) group enable in
signal is compiemehted by an inverter 282 to enable one
input of a NAND gate 283. The second input of NAND gate 283
is the compieﬁent of the ADRS EN address enable signal from
an inverter 284. If the ADRS EN signal is asserted, the
output SLgnal from 1nverter 284 is negated. As will be
described below, with the input 51gnals to NAND gate 283 in
'that ccndition, the NAND gate 283 generates a high (negated)
GRP EN O ouT (L) group enable out (asserted low) output
signal, whlch 1nhlb1ts the succeeding coupllng modules
connected to the data output line 220(v)(0) from coupling

data SLgnals onto the data line.

When the ADRS EN address enable signal from address

&

control circuit 215 is negated, the GRP EN OUT (L) group
enable out signal has the same condition as the GRP EN 0 IN
(L) group enable in signal. " If the ADRS EN address enabling

signal is negated, the AND gate'zso is disabled and
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transistor 281 is maintained in the off condition. Thus,
the transistor 281 blocks the DAT signal from being coupled
onto data line 220(v)(0). At the same time, the negated
ADRS EN signal is complemented to a high veoltage condition
by inverter 284, which enables one input of NAND gate 283.
1f the GRP EN 0 IN (L) group enable in signal is asserted
(low), inverter 282 couples a high signal to the other input
of NAND gate 283. Wwith the input signals in that condition,
NAND gate 283 asserts the GRP EN 0 OUT (L) group enable out
signal, allowing another coupling module 216(0) in another

switching circuit 210 (Fig. 9) to use the data line

220(v) (0).

If, on the other hand, the GRP EN 0 IN (L) group enable
in signal is negated (high), the inverter 282 couples a low
input signal to the NAND gate 283, enébling the NAND gate to
transmit a high, or negated, GRP EN O OUT (L) group enable
signal. Thus, when the ADRS EN address enable signal is
negated, the asserted or negated condition of the GRP EN O
OUT (L) group enable out signal to the succeding coupling
module connected to the data line 220(Vv) (0) is the samé as
the condition of the received GRP EN 0 IN (L) group enable

in signal.
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If therADRS EN address enable signal is asserted, but
the GRP EN 0 IN (L) group enable signal is negated (high),
AND ‘gate 285 is energized to assert an EN 1 enabling’
signal, -which is coupled to coupling module 216 (1) and 1s

used by that coupllng module in the same way that the
coupling module 216(0) uses the ADRS EN address enable
signal. If the GRP EN 0 IN (L) group enable signal is
asserted (low), the ANDrgate 585 is disabled and the EN 1
:enabllng SLgnal is negated. Thus, it will be appreciated
‘that if a coupllng module 216(w) is enabled by the ADRS EN
address enable signal from the address control circuit 215,
or by the EN W ("W" being 1 or 2), if it is inhibited from
coupling the DAT data signal,ontorits respective data line
220(v) (W) by the negated GRP EN W IN (L) group enable
signal it wiil assert the EN W (W being 1, 2, or 3) to
enable the next coupling module to its right. However, if a
cdupllng module 216(W) 'is enabled by both the ADRS EN
address enable or EN W enabling signals and the GRP EN W IN
(L)'gfoup;enable signal, it will negate the EN W signal to

the next coupling module to its right.

Also depicted in Figs. 10B-1 and 10B-2 is circuitry for

terminating the data lines 220(v) (0) through 220(v) (3) to

o



WO 88/06764 '
/ PCT/US88/00456

-119~-
ensure that the voltage jevel of the signals on those lines
does not float if no coupling module couples its associated
DAT data signals onto the data lines. If the GRP EN W OUT
(L) group enable out signal from the last coupling module
216 (0) associated with a data line 220(v) (0) is asserted,
that is, in a low voltage condition, an inverter 290
energizes a transistor 291, which causes a ground level
signal to be placed on the data line 220(v)(0). This ground
level signal is coupled to the next switching chip in the
routing network, or to the routing network input termlnal of
a PE chip. The ground jevel signal provides a negated
signal during the P protocol bit time (Fig. 8B), enabling

the miss latch 231 to be set in the input circuit 211.

As has been mentioned, the switching chips described in
connection with Figs. 9 and 10A through 10C can also perform
crossbar switching, and thus are useful in the crossbar
switching stage 203 (Fig. 8A). This is accomplished if only
the GRP EN 0 IN (L) group enabling signal is asserted by the
output terminal group and the ofher signals, namely the GRP
EN 1 IN (L) throughrGRP EN 3 IN (L) group enabling signals

are negated.
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c. Output Terminal Group

| Each output daté line 220(v) (w) has an associated
'outpuf circuit 217(v)(w) in the output terminal group 217(V)
(Fig. 9), which also generates the GRP EN W (L) group enéble
signal. The circuit in anroﬁtput terminal group associated
with one output data line will be described in connéEtioﬁ'
with Fig. 10c.

With reference to Fig. loc,rthe output data line is
connected to an inverter 300, which complements the DATA ouUT
signal and couples it to one input of a NAND gate 301. The
' NAND gate 301 is,cantrolied by a PR RTR OUT (L) precharge
router out (asserted low) signal which is used in connection
with the communication path continuity- test described below.
The PR RTR OUT (L) precharge router out signal isrnormally
negated, that is, at a high voltage level, and in that
condition, the dutput signal from the NAND gate 301 is the

same as the DATA OUT signal.

The output of NAND gate 301 is coupled to a second NAND
gate 302, which is controlled by a DR LOW RTR OUT (L) drive
low router out (asserted low) signal, which also is used in

connection with the communication path continuity test. The

4
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DR LOW RTR OUT (L) drive low router out (asserted low)
signal is also normally negated, thus providing an output
signal which is the complement of the output of NAND gate
301. The output of NAND gate 302 is again complemented in
an inverter 303 which couples a DATA NXT CHP data next chip
output signal onto an ocutput line 304,7which is connected to
the next switching stage or +o the router input of a PE chip
pair. It will be appreciated that, as long as the PR RIR
OUT (L) precharge router out and DR LOW RTR OUT (L) drive
low router out signals are negated, the DATA‘NXT CHP data
next chip output signal provided by inverter 303 corresponds

to the DATA OUT signal input to inverter 300.

The output line 304 is also connected to a break latch
305, which is constructed in the same way as break latch 232
(Fig. 10Aa) and operates in response to a signal from line
404 and a LD BRK LTH OUT load break latch out timing signal
from array control unit 10 (Fig. 1). Break latch 305 is
used in connection with the communications path continuity
test described below. If there is no disruption of the
communications path, break latch 305 asserts a NO BRK OUT
(L) no break out (asserted low) signal, wﬁich enables one

input of an OR gate 306. OR gate 306 is also enabled by a
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DRV DIS output driver disable signal from other circuitry
(not shown) in the array processor which controls the
communicatiens paths through routing network 30 (Fig. 2).
If the DRV DIS driver disable signal is negated (low) and
_ the NO -BRK OUT (L) no break out signal is asserted (low), ©
gate 306 generates the_GRP EN W (L) group enable signal,
which is coupled to a coupling module as depicted on
Figs. 10B-1 and 10B-2. The NO BRK OUT (L) no break out
signal is also sdupled to an OR gate 307, which performs the
same function as OR gate 240 described in connection with

the lnput c1rcu1t le (Flg. 101).

" puring times other than the ACK acknowledgement bit
time (Fig. 8A) or reverse airection transfers, the REV TIME
reverse time signal is negated. When tﬁe REV TIME reverse
time signal is negated an AND gate 310 is disabled,

| isolating the data line 220(v)(w) from the output line 304.
However, when the REV TIME reverse time signal is asserted,
AND gate 310 is enabled to couple the signal received from’

. downstream circuitry, either a switching chip in a
succeeding switching stage (Fig. 8A) or a PE chip, to the
data 1ine'220(v)(w). With reference to Fig. 10B-1, it will

be'appreciated.that'the transistor 281, when enabled by

4



[

WO 88/06764 PCT/US88/00456

-123~-
energized AND gate 580 to couple the DAT data signal from
1ine 214 (Fig. 10a) onto data line 220(v) (0), is also
capable of coupling the signal representing the ACK
acknowledgement bit or the reverse direction data signal in

the reverse direction from line 220(v)(0) onto line 214.

If the GRP EN N (L) group enable signal is negated
(that is, in a high voltage condition), a transistor 313 is
turned on. While the REV TIME reverse time signal is
negated, an inverter 312 aiso turns on ancther transistor
711. Transistor 311 and 313 are connected in series between
1ine 220(v) (w) and a ground level siénal represented by the
legend Vss. Thus, when the two transistors are turned on, a
ground level signal in placed on data line 220(v) (w) so that
the voltage level of the signal on the data line does not
float while the GRP EN N (L) group enable signal inhibits
the coupling modules 216 (v) (w) from coupling DAT data
signals onto the data line. When the REV TIME reverse time
signal is asserted, inverter 312 turns off the transistor

311, which isolates the data line 220(v)(w) from the ground

level signal.
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d. Communications Path Continuity Test

' As has been mentiened the inpﬁt circuit 211 depicted in
Fig. loerend the output circuit 217(v) (W) depicted in |
Fig;,locrincludes circuitry for performing a communications
path continuitY'test between switching chips and for
lnhlbltlng transfers in the event of a disruption in the
COBtthltY of the communlcatlons path. With reference to
Figs. 10A and 10C, the test is performed in three stages,
eech-lnltlated by means of a timing signal. First, the
communieations line, that is, line 230 or line 304 (it will
be appreciated that line 304 cerresponds to line 230 in the
switching chip ef,the next etage), is precharged'to a high
voltage level by either the input circuit 211 or the output
circuit. 'This occurs in’response to the PR RTR IN (L)
precharge router'in'(low) signal, if the precharge operation
is performed by the input circuit 211, or the PR RTR OUT (Lf
precharge reuter out (low) signal if the precharge-oéeration

is performed by the output'circuit.

After the communications 1ine has been precharged, the
other circuit (that is, the output circuit if the 1nput
circuit 211 precharged the line, or the input circuit 211 if

the output circuit precharged the line) places a signal on

”»

«
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the communications 1ine which drives the line to a low
voltage condition. This occurs in response to the DR LOW RTR
IN (L) drive jow router in (low) or DR LOW RTR OUT (L) drive
low router out (low) signal. Finally, the break laich zéé
or 305 in the circuit which initially precharged the line is
enabled by a LD BRK LTH IN or LD BRK LTH oUT signal, latches
the state of the signal on the communications line. If the
low signal reaches the break latch the communications line
is continuous and the preak latch asserts a NO BRK IN or NO
BRK OUT no bréak signal. On the other hand, if fhe low
signal fails to reach the break latch, the communications
path is disrupted, and so the NO BRK IN or NO BRK OUT signal
will be negated. The test is performed by both the input
circuit 211 and the outputrcircuit at both ends of the

communications path so that break latches in both circuits

can be properly conditioned.

In the following description, the output line 304 is
taken as the other end of input line 230: otherwise stated,
input circuit 211 is in the next switching stage from the
output circuit depiﬁted in Fig. 1l0C. With this background,
with reference to Figs. 10A and 10C, when the PR RTR IN (L)

precharge router in (low) signal is asserted (low), the
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' output signal from NAND gate 246 is driven high. Since the
DR LOW.RTR INV(L) drive low tduter in (low) signal is
negated (that is, high) NAND gate 246 couples a low signal
to inverter 253, which inverted to a high signal and coupled

to one input of AND gate 251.

Since the PR RIR IN (L) precharge router in signal is
asserted (low), NAND gateVZSO also couples a high signal'to'
the second input of AND gate 251. As a result, AND gate 2531

is energized, forcing line 230 to a high voltage level.

The output circuit depicted in Fig. 10C then places a
low signal on line 304. This occurs when the DR LOW RTR OUT

(L) drive low router out (low) signal is asserted. When

that occurs, NAND gate 302 transmits a high signal, which is-

complementéd to a low voltage level by inverter 303.

VRetﬁrning to Fig. 10A, when the signal from the output
circuit depicted in Fig. 10C should have reached the input
tcircuit,rthe LD BRK LTH IN signal is asserted, enabling
preak latch 232. If the communications line between the
input cifcuit 211 and the output circuit is not disrupted,
the 51gna1 on line 230 is at a low voltage level, which is

inverted by the break latch circuit to provide the asserted

%

o
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(high) NO BRK IN no preak in signal. On the other hand, if
the communications path is disrupted, the low signal from
inverter 303 will not reach the break latch. Instéad, the
signal on 1ine 230 will be high, which is inverted to form

the negated (low) NO BRK IN no break in signal.

Similar operations are performed to load the break
latch 305 in the ocutput circuit depicted in Fig. 10C. In
particular,'when the PR RTR OUT (L) precharge router out
(low) signal is asserted (low), the output signal from NAND
gate 301 is driven high. Since the DR LOW RTR OUT (L) drive
low router out (low) signal is negated (that is, high) NAND
gate 302 couples a low signal to inverter 303, which is

inverted to a high signal to precharge line 304.

The input circuit depicted in Fig. 10A then places a
low signal on line 230. This occurs when the DR LOW RTR IN
(L) drive low router in (low) signal is asserted. When that
occurs, NAND gate 247 transmits a high signal, which is
complemented to a low voltage level by inverter 253. The
low signal from inverter 253 disables AND gate 251, causing

a low signal to be placed on line 230.

Returning to Fig. 10C, when the signal from the input

circuit depicted in Fig. 10A should have reached the output
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circuit, the LD BRK LTH OUT signal is asserted, enabling
break latch 305. If the communications line between the
input circuit 211 and the output circuit is not disrupted,
the signal on line 304 is at a low voltage level, whlch is
coupled by the break latch circuit 305 to provide the
asserted (low) NO BRK OUT no break out signal. On the other
hand, if the communications path is disrupted, the low
signal from AND gate:ZSl will not reach the break latch 30S.
Instead, tﬁe signal on line 304 will be high, which is
" coupled through lateh'305 to provide the negated 'NO BRK

QUT(L) no break out (asserted low) signal.

The fofegoiﬁg>description has been limited to a
specific embodiment of this invention. It will be apparent,
however, that variations and modifications may be made to
 the invention, with the attainment of some or all of the
advantages of the invention. Therefore, it is the object of
the appended claims to cover all such variations and
modlflcat;ons asVCOme within the true spirit and scope of

the invention.

What is claimed as new and desired to be secured by .

Letters Patent of the United States is:

o
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CLAIMS

1. In an array processing system including a plurality of
processor means each associated with a memory means, each of
said memory means storing data in a plurality of addressable
storage locations, a memory interconnection circuit for
coupling data between the memories and the processors in
response to address signals having a low order portion
identifying a corresponding location in all of said memory
means and a high order portion identifying a memory, said
memory interconnection circuit comprising:

A. demultiplexer means connected to one of said
processor means and all of said memory ‘means for coupling
data from a location jdentified by the low order portion of
the address signals in one of the memories identified by the

high order portion of the address signals to said one

processor; and

B. a plurality of transceiver means each connected to
one of said other processor means and its associated memory
means and enabled by the high order portion of the address
signals to block transmission of data between the memory

means and the associated processor means when the high order
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porticn identifies any memory means other than the memory

means assoc1ated Wlth sald one processor, and otherwise

allow1ng data

to be coupled between the processors and the

associated memories.

2. Arroutingi
processors in
lncludlng an
'the message,
interconnecte

for u51ng ap

network for transmitting messages between

‘an array processing system, each message
address ldentlfylng the processor to receive
the routing network including a plurality of

d sw1tch1ng stages each of which includes means

ortion of the address to establlsh a path

,through the,routlng network, each stage being connected to

the next stage over a plurallty of communication lines

divided into.

plurality of

a plurality of groups, each group having a

communications lines each associated with one

Vencoding of the portion of the address used by the stage,

each said switching stage including means for decoding the

Vsaid address

‘portion and for coupling messages onto the

. communications lines in the corresponding groups.

3. A communications -path continuity detection circuit for

detecting the continuity of a communications path

comprising:

13/]
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A. latch means connected to said communications path
and having a set condition and a reset condition, said latch
means transmitting a break signal when in the set condition;

B. means connected to said communications path for ;‘

precharging the communications path to a predetermined high

voltage level;

c. means connected to said communications path at the
other end of the communications' path for driving a low
voltage signal on the communications path; and

D. means connected to said latch means for enabling
said latch means to latch the signal represented by the
voltage level on the communications path after the driving

means has been enabled.



PCT/US88/00456

WO 88/06764

1/16

!

$

!

Alv_QOmn_ JMOWIN e — — — «—]008d] AHOWIW J20¥d| AHOW3W
4 4 !
N <22 (M2)22 ez
_ _ |
[ _ _
| | i
204 d AHOWAN |le—r —_— — 704d | AHOW3NW _u.omn_ AHOW3NW le—s
) ) \
Si_:NN\H Ntamwa ” az2
A.Iv_uomn_ AHOWIW e A.|v_uo§ AHOWINW _oomn_ AHOW I fe—s—
( /4 H C
(1+)31)22 1+N022 v322
AvENY | 1°91 4
Ol LINN
H3ILNNOD AVYYY
21 3OV4H3ILNI 1SCH
NILSAS > Woud 7 0L

SUBSTITUTE SHEET



PCT/US88/00456

2/16

WO 88/06764

110 95 N 02-dIHD 3d{,
N dHD
A A
» [t ! 1 _||||_
2 | 1n0 9SW (1-N1OZ -dIHD 3d
= (1-N)dHD \__, |
- AN
z |
m
m .wm_m_ « | 1 ]
| g802-dIHD 3d
o PI'R <
o |
ol |
o —b 3INoa V02-dIHD 3d
XOW1, v 201 z._w
Z ¢
» |z | 1no a _ 41D
m 15| 9w S ¢ voe | <
~ 4 1) , LdNI
o |g @ dHD 1o yov| vee| vee e B :
Rl S H1y 4L | oo¥d] W3INW
Y ~vvz lviz ¥
O Mix o > =
nNu = 3 S % uGc m T
m 210 O I ES w
v c . N




WO 88/06764 PCT/US88/00456

3/16
65
ADD OUT(3) /
22 3, ADD OUT@) |[MYX |-
5:0) NM |
c ouTo)
51 ,
52 2
) FULL ADDER
s/1 S
sueToR |18 | 9 || se l
A SHFT SZ % y CARRY
y H S/R Ow?ux N
L~ SHFTEN A/B{SEL
—» SE
MSH_:DF 20— 5ol Tr 1 —
Y 60
HIGH 32 | o1 LOG .
B L53 oUT(3:9)
MSG B SHFT
IN _|ROUTER _Q‘_%é. sz—] ':::R
‘iV_R_’_ CTRL NM | 50
WRTJ 53 |WRTEN - | DATA(®)
ENR =23 DATA(3:@) -
NR 57| ADDER l , —
BND L ATCH 58 79 .
—> L XCVR
RD
~ LAT LI L
DRS it | MUX
T y 72 A —
(9:0) 1R Pl|fa & P SEL| 77
S o oy M 75
D <o pEm(MUXL L <
1T <Y PE(E)
‘g ) PE(W)
ed 73 PE(S) ’
03 n ——SEL ™76
S
|
- S
% X1
F|G4 2 ‘O’

SUBSTITUTE SHEET



Cy

WO 88/06764

PCT/US88/00456
4/16
68
X LOG OUT(@Ir—
64 -
. CST
S
e | 0T
NM | SHFTEN
CfTRﬁY e 4 —1DC 3
55 OEje CLC m
- . ROM < DATA(®) X
66 MU X ) < v
o ~ I TO M SENSE Q
67 | SEL LoGIC 100 -
LLom %
. NSM LOG OUT(®) , x
] Lox [LDWRT | LDTR l 89 97 | Ms6 ACK
LGC [BOOLEAN Y 3? J
== | 0GIC X | |WRT TR D
FTN - ‘ ba ACK
AN —C
54 63 71 l 24 9l
96
‘:—— WRT 92794
ﬁ L_RTROUT
EN IN
\ 101
& RD LTH(®) RTR OUT 50"
EN OUT
DE MUX TREN
MUX e pE (N)
13 PE (E) OE
32 —— DRVR
| PE(W) —
’ ﬁj—"l NR‘OE | PE (S) 95
ROW 80 8l
coL )
a
FIG. 4 cont
SUBSTITUTE SHEET

RTR DATA OUT



WO 88/06764 PCT/US88/00456
5/16
ADRS(!1:10)
1o |
SEC L. MEM
; PROC ¢ < 1 WRTEN @
e | Wele——
AN
) )
S2 () 2 23(0)
MUX/ 3«
DEMUX |
TRCV
_ — -~ MEM I
PROC | WRT EN()
T =
} U l
— 23 (1)
22(1)
TRCV
PROC 2 > ' — MEM?2
| — o | e | WRT EN2)
22(2) Sae)
TRCV
PROC 3 =] MEM3 L wrTEN(3)
OE WE po—""
! 3 = "3(3)
22(3)

K3

ADRS i

A DRS 10

B,

FIG.5A

ADRS(9:0)

SUBSTITUTE SHEET



PCT/US88/00456

WO 88/06764

6/16

. k &4 121
G914 * w Vﬂlll._
(£)gzl
b2 (2)s21y Lnsel
(£)2€l - (@2t (2 (P)sel
_ | €zl [tezai -
(€) 3d W4 (£)1va f / g +
(eWws~] ¥ _ F x
O (eNel M (€w2l | vl
(e)3dor(eiva il | -vavow_/. EM& . A
£73d OL(£)1V (€)1lva
= ) e |
2)1g  ( .
()b o Ww ﬁvomfv _ﬂT (€)g2l H._w'n ()02
Os ¢ J -
(£)3d 0L (2)Lva v | (£)3doL (2)Lva —t ( (2)Lva
212 .
(€)3d W4 AN:.<Q".V\ANva_ 2)e2! 6A) .
e th2el (2)021 {@:6)
D,
(€)3d WH4 (1) L1va L ) 92! (11021 suav
(hoL— A mw ::m_/wr. (— )
(€)3d OL (1)4va 1V ] oely g mwmm_ ~ ()
($)3d o,:_gg =] el (1Lva
€154 | (@) ozl
o 2l =l
@2 N%MM. _ow,sﬁmo i Z oo [gle (9)1va
(£734 0L (@) 1va v -3 | B IEEEE RERERE
s 2leRElR EERE
(£)3d Wad @)1va] ) = 13RI RBIEEE
(€3d)N3 Lum~ O (@)zsl 9 SIgIRIR|Im 15i5ic

4

ENE TP Ay



PCT/US88/00456

7/16

WO 88/06764

36914

(2)sal
~

(1)s2l

4

(grszl

/

2 4

(g)ivda

(2lva

$

—

- (Nva

(2)L21 (e
™~ |/
(€121 (@121 (g)szl
(g)2¢el N L/ N
(@)3d WH4 (£)1va v .
Amﬁvhlg k 7
(@) 3d oL (evava V| s | [@3dor®)va (| | (£)921
T N (£)0€! e
(@)3d W¥a (2)1va ) = s /—3
(e)eel |}, ! $ (2) 92
(9)ad oL (2)iva 1v1 | s | lioyadoL(2)va ¢
L a:&./\ (2)o€l (1ezi
- 1 bl
3ad WY
(@)3d W “::ﬂﬁ.um.m_ 3 | ﬂ:l...rw
B13OL TNIVAIVI| S| [p3a oL(niva / L
mve’ (nosi
o (P)OE1 (8)9el
(@)3d oL (AIwa VI | s | [gador ova| | |o [o lo
( %1313 |5
(S ===
gim I ]s
(p)3d N3 am| ) - 13- mv_ =
@
(P)3d WH3 (@)1va (@)z€! 0 i
ss es

(€) Lva N3N
(2) Lva N3N
(1) Lva W3NW

(@) 1va

(@) lva WaW

(9:6)
syHav

()W3IN

SUBSTITUTE SHEET



WO 88/06764 PCT/US88/00456
8/16
2P 50(2)
) !
PE @ M(@) )
: 22(1) LRTROUTEN OUT(®)

PEI

22(2) [-RTROUTEN OUT(I)

: 150(2)
M(2

PE2 (2 J ‘+

‘—RTR OUT EN 0UT(2)
| _—~ |51

l
| |

| ISO(N)

PE N T +

22 (N)

]

M COMP

MUX

133 24 155

2 ) DONEX &< DONE
> )/ ouT

RTR OUT EN OUT (N)

|

DN
DONE INA
DONE INB

0
N
DONE INC /

DONE IND

DONE PREV

FIG.6

SUBSTITUTE SHEET



WO 88/06764 PCT/US88/00456

9/16
314 3 I
m: w8 o z
LSB zele = CELL @
160(1) CELL 2
31333
NN N
s 83(9)
(; J-l=l5 1830 | Mai0) I63(@) | CELL 4 OUT
s\ ZZ 2L/ Lieze | 5
———
o|SIE(E|E e2(0) s| 1709
<|3lalelal T 180(0) El-165(9)
B lsaw)| U8SQ | - 7 _L_
— 1T TT <
— 163() 4r_‘|-__‘—+
= ——)
RE 170(1)
Tlw =
ol © e -
©| < 51i.estn <
Jlo J R IO (=] (I N I .-
u T 181(2) 2 =
2/, 163(2) |X| I70(2) ©
- lBZ(_ZA ol '] 9
~ _/L \
pt \# nd .
© 162(2) 180(2) — s
prs 1185(2) 165(2)} |~ o
: = -
ol Tt ——+|3|— T~
181(3) 163(3) E
,|83(3H (82(3) L o L
— N -
0 3) 162(3) T180(3) [170(3)
= 18403)i Al~1e5(3) | DATA OUT(®) 5 ties(3)
L CELL160(5) HlE
® 2|3
<
o
ELL 5
160(5) CCELL s
16016) : CEU’_ -
160(7) i




PCT/US88/00456

WO 88/06764

10/16

sindNl d1HO 3d Ol

——ﬂ

V. 9Ol4

™~

PR

1

()

(2)

(1

1111 0000 0000 X |

(0)

10000000 0000 x|

yvdd
9l x 91

0000 0000 0000 X |

TR T
810 1IHS “
1000 1111 X ¥ -
R 0000 1111 X{ —
=~ & P22 _
Ojojojo _
211818
olo|° w |
O
alalgls _
2i8lele _
v | w o | A | W -
|12 |2 |&|8  ©ocooiocoxw (1) |1 e LR
ol oo i |
o w ojo o
| 5S|% S 10001000 X¥ 1000 %t | —
gl PO gl g 0000 1000 * ¥ 0000 x¢
] 1110000 xv | (O) mmxe | 07
™ _ K
1000 0000 *¥ | 1000 *¥ —
0000 0000 * ¢ 1 X

s1nNdln0 d1HO 3d WOd¥d

LI ATITIITr™ Miirepeoy



PCT/US88/00456

WO 88/06764

4891 4

02 H3IAVIH

A\

11/16

v (€) (2) (1)
viva 9sW g1oodd |x»w] 4| suav | d syav .| d syav | d
) ) ¥M1lY SR RY SRY
€2 22 Ll 91 gl ¥ 1 01,6 96 , b | O,
v v v
102 902 G502
- gg2 1NO ¥O Nug @
caz (1-801'914) mzo<.loN_‘l 02 m

"

—
(T)NI 418 MO Ha _
0G¢

(T)NI Y14 Hd

ve

op2 FASTA

162
Gve ,
ANWIL MOV

NIHLT Xya ai

2-801'1-901 "S914
( Llva

vie ye2

112 LINDOH1D LNdNi 1-8g01 914 o079

N H17 SSIN a7

Al OTITHTE CUEET



v
~d

WO 88/06764

OUTPUT TERMINAL GROUP (9)

PCT/US88/00456

211(p)

INPUT
CIRCUIT
(@)

S
z

SHIDATITIITE Ootir-rer

12/16 @
§ ¢ T (€)Lva () d¥9 ":
S | (exp022 3}
E 3 ($) 100 (INT
(OINI (SIN3 (@) d¥d X (@) duo
3 [ (p)va (0)d¥s | | ~
e | (2Aploz2 =
= S| (oo (2N3
- @INI (2)IN3 (9189 | | TIPEE
= T (nva (@dee | |
= (nidozz2 =
§ s (®)LNO (1)N3
N~ o @
~ (@INI (1)N3 (9)d¥D o ()d¥9
FES T gva$du9| | S
] Rl % (P)LNO (PIN3
oy ~ » @ ‘
85-5 (@INT (@) N3 (P)duD ~ ] (@) d89
(s Sigl |2
~ >1 E1I R = ©
o~ zZl |5 i z o
HE
_| o2t |83
S| -3 T 5
s 0 2%0: -4
E o 06 \§ _
(V] i . |
§/:‘3 §8 e )
~ Z2|® = g 3
N 0l Y o =
é ) ' - L

~
TA ATLULUCD CWITOHAWINME CIRCIHITG




WO 88/06764

OUTPUT TERMINAL GROUP(I15)

OUTPUT TERMINAL GROUP( )

PCT/US88/00456

wselz27us1n [27usKz2) 2r7(15)(3)]

13/16
(e)sN0ee~ ———_—:—
T 5) Lva (s1)du9
(€)s)912
(281N 022 ~ —
(2) Lva (SGNdyo
(2)s912
(I)(SI)OZZ\ —
T (1) Lva (c1)dud
(1)st)si2
(B)s) 022~ —
(8) Lva (S1)d¥9 | (p)SN9IZ

~—l2i7

217(19)
212(15)

RN

ADRS
CONTROL
CIRCUIT

EN(15)

10
o
3V
?L (£)(1)022~ —
= (€) Lva (1d¥d
= (eXneiz
N (2)(1)022\
S ® e maws |77 T
= e)Xneie
~ (I)(I)OZZ\
= [T ma (haws T T
~ (11912
~ @) (1o
Ef:‘ @) 1vad (1)da9 “Toneiz
~— — y L
s kS S =
= 23 |5k 2=
|2
AR I A il
- ~ ©
X = = ,
g NG ©
N o

TO OTHER SWITCHING CIRCUITS
210(1) — 210 (63)

........ (B L Y NN ol i

FIG.9-2



PCT/US88/00456

WO 88/06764

14/16

®
F

st

1no (@)viva

S5 1-g01 914

(0)91e

y2 192

JNWIL

soz

1.2

1XN SdQVv

\
(@)(A) 022

NI @ N3 | d¥9

1 ._. _mmo<.

syav

 QURSTITUTE SHEET



N

WO 88/06764 PCT/US88/00456

15/16
(2)(/\)022/
*—
0n 2
n O
s 0
2 & g
o L
ole <
3 3 ~
— Vg
’ |
2| (INie N3 d¥9 (7)LNO € N3 d&&)[: ”]:g
N >
T 7 1
Sl ()1A0zz =
(@)
L2} N T T
<
b
S ©
/ :
- D
(TINI 2 N3 d¥9 (1) LNO 2 N3 du9 [|U,
w
>
m(A)oza/ 5
(@)
<<
~l=
z|e <
2 M
'<-I N
o —
©
/ ¥
(TN @ N3 d¥d (1) N0 | N3 d¥9 e l[m
n
>

SUBSTITUTE SHEET

FIG.IOB- 2



.

~ PCT/US88/00456

WO 88/06764

16/16

20¢

V\u,
1N0 ¥O »¥8 NI 4O Mu8
90¢ '
Ve

(1) M N3 dY9 S10 A¥d

(71) LNO X4 E ON
o Do

Gog 4

o—-

ﬁ L
1NO H1I1 ®Y8g a1

ANWIL AV

ole

dHD LXN Vvivdad (1) LNO ¥1H MO ¥a

201914
SSp
el
7 .
' (7)Y NI N3 d¥9
e sis INIL MOV

(7)1LNO HLY mng

(10O i vLva

00€ (MXA)OZ2

[l

SUBSTITUTE SHEET



	Abstract
	Bibliographic
	Description
	Claims
	Drawings

