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(57) ABSTRACT 
For various information sources, information output based on 
user feedback about information from the sources is con 
trolled. A neural network module selects object(s) to receive 
information from the information Sources based on inputs and 
weight values during that epoch. A server, associated with the 
neural network module, provides the object(s) to recipients. 
The object(s) may comprise electronic mail messages, chat 
participants viewers, or slots within a link directory page. The 
recipients provide feedback about the information during an 
epoch. At the conclusion of an epoch, the neural network 
takes the feedback provided by the recipients and generates a 
rating value for the object(s). Based on the rating value and 
the selections made, the neural network re-determines the 
weight values within the network. The neural network then 
selects the object(s) to receive information during a Subse 
quent epoch using the re-determined weight values and the 
inputs for that Subsequent epoch. 
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NEURAL NETWORKSYSTEMAND METHOD 
FOR CONTROLLING OUTPUT BASED ON 

USER FEEDBACK 

RELATED APPLICATIONS 

0001. This application is a continuation of U.S. applica 
tion Ser. No. 1 1/544,858, filed Oct. 10, 2006, which is a 
divisional of U.S. application Ser. No. 10/928,278, filed Aug. 
30, 2004 (now U.S. Pat. No. 7,120,615), which is a continu 
ation of U.S. application Ser. No. 09/241,440, filed Feb. 2, 
1999 (now U.S. Pat. No. 6,792.412). 

FIELD OF THE INVENTION 

0002 This invention relates to a system and method for 
controlling information output based on user feedback 
regarding that information. More particularly, the invention 
relates to a computer network-based neural network system 
that controls information provided as output from the system 
based on learned experience gained from user feedback 
regarding the value of the information. 

BACKGROUND OF THE INVENTION 

0003. With the proliferation of network connectivity 
between users of computer systems, a vast amount of infor 
mation has become readily available to those users. Indeed, 
many call recent times the “information age” because of the 
ease of gaining access to information from homes and busi 
nesses throughout the world. As the amount of available 
information increases, users have become overwhelmed 
because they simply do not have enough time or Sufficient 
resources to absorb all of that information in any meaningful 
way. 
0004. Accordingly, users have created information filters 
of various types in an attempt to filter through the large value 
of information to derive useful information. Some electronic 
mail receiving programs parse incoming messages and filter 
out messages based on content or the initiator of the message. 
Search engines have been created in an attempt to identify 
relevant web pages on the Internet out of the millions of such 
pages that exist and the vast numbers of new pages that are 
created on a daily basis. 
0005. These systems all suffer from various drawbacks. To 

filter based on Some characteristic of an electronic mail mes 
sage, the electronic mail filtering system requires that Such 
attributes be determined beforehand and provided for the 
filtering. The filtering system then fitters every message hav 
ing designated attributes. That requires identification of those 
attributes that are to be excluded before being able to create 
the filter. It is often difficult to determine the proper to 
attributes to be used as the basis for the filtering. 
0006 Similarly, in some existing chat rooms, a user may 
select participants from whom to receive information. Other 
persons are excluded, even if the information they might 
provide would be useful to that user and even if the other 
participants in the chat room find that information to be use 
ful. Such selections are inflexible to changing circumstances 
and again, like the electronic mail example, require the user to 
select those participants to include or exclude from the chat 
room without regard to the substance of the contribution those 
participants will make. 
0007. In other situations, web pages may include a number 
of links to other web pages. Sometimes these pages may 
contain hundreds or thousands of links and often new links 
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being added. It may be difficult for a user to find, or remember 
the links that were previously useful the next time the user 
opens that link directory page with Such a large Volume of 
links. 
0008 Further, although search engines exist to enable 
users to locate pages based on key words contained in the 
page, these engines also Suffer from drawbacks. Many pages 
incorporate a large Volume of words so that those pages will 
provide “hits” to the search engines that include those words. 
Often the page may contain Such words even though the 
Subject matter of the page may have little or nothing to do with 
the words that are included. Inclusion of words in this manner 
may render current search engines less useful in identifying 
pages with information that is likely to be useful to the user. 
0009. Other drawbacks also exist with current systems. 

SUMMARY OF THE INVENTION 

0010. Accordingly, it is an object of the present invention 
to overcome these and other drawbacks of current systems. 
0011. One object of the present invention is to provide a 
system and method for delivering information over a network 
which selects information for delivery based on indications of 
what subject matter a recipient is likely to find useful. 
0012 Another object of the present invention is to provide 
a system and method for delivering information to users over 
a network based on learned preferences of users of that infor 
mation. 
0013 Another object of the present invention is to provide 
a system and method for developing affiliations between 
information sources, information recipients, and information 
COntent. 

0014) Another object of the present invention is to provide 
a system and method for employing feedback about informa 
tion provided over a network which is used to determine what 
information to provide to particular users in the future. 
0015. Another object of the present invention is to provide 
a system and method for automatically determining prefer 
ences of recipients and users of information distributed over a 
network. 
0016. Another object of the present invention is to provide 
a system and method for automatically determining relation 
ships between attributes of information and user determina 
tions regarding the usefulness of that information. 
0017. Accordingly, a system and method is provided for 
accomplishing these and other objects of the present inven 
tion. According to the present invention, a neural network 
system may be provided between a plurality of information 
Sources and a plurality of information recipients. The neural 
network learns what information to provide from the infor 
mation sources to the information recipients based on feed 
back provided by the feedback recipients regarding the use 
fulness of the information. 
0018. The information sources may comprise electronic 
mail providers, chat participants, and/or web page links, for 
example. The recipients may comprise electronic mail recipi 
ents, chat participants, and/or web page viewers, for example. 
Also, the input upon which the neural network bases its 
determination, for example, may comprise attributes of the 
electronic mail providers, chat participants, key words, and/ 
or web pages. Accordingly, the present invention is applicable 
to a wide range of network-based applications and it enables 
the development of information sharing communities based 
on attributes and preferences of the recipients and providers. 
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The system may also be hierarchical and connected to other 
learning systems to provide a scalable information distribu 
tion network. 
0019. Accordingly, the system may comprise a vast inter 
connection of information Sources and recipients including 
news services, electronic mail, chat and web-based content. 
The system may bring together people and enhance the rel 
evance of the information that reaches users on the system. 
The system may provide relevant electronic mail messages, 
help users find appropriate web pages through search engines 
and link directory pages, and may provide improved chat 
discussions by reducing the amount of non-useful content. 
0020. Although some objects and advantages of the 
present invention have been described, other advantages of 
the present invention will be apparent from reviewing the 
detailed description and drawings of the present invention set 
forth herein. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0021 FIG. 1 is a block diagram of an overall system 
according to an embodiment of the present invention. 
0022 FIG. 2 is a block diagram of a neural network 
according to an embodiment of the present invention. 
0023 FIG. 3 is a block diagram of a neural network mod 
ule according to an embodiment of the present invention. 
0024 FIG. 4 is a block diagram of a database system for 
use with a neural network module according to an embodi 
ment of the present invention. 
0025 FIG. 5 is a block diagram of an electronic mail 
distribution system according to an embodiment of the 
present invention. 
0026 FIG. 6 is a block diagram of a method of operating 
an electronic mail distribution system according to an 
embodiment of the present invention. 
0027 FIG. 7 is a block diagram of a method of operating 
a neural network system according to an embodiment of the 
present invention. 
0028 FIG. 8 is a block diagram of a chat distribution 
system according to an embodiment of the present invention. 
0029 FIG.9 is a block diagram of a chat viewer graphical 
user interface according to an embodiment of the present 
invention. 
0030 FIG.10 is a block diagram of a chat viewer graphical 
user interface according to an embodiment of the present 
invention. 
0031 FIG. 11 is a block diagram of a web server link 
distribution system according to an embodiment of the 
present invention. 
0032 FIG. 12 is a link directory page according to an 
embodiment of the present invention. 
0033 FIG. 13 is a page having a feedback portion accord 
ing to an embodiment of the present invention. 
0034 FIG. 14 is a link directory page according to another 
embodiment of the present invention. 

DETAILED DESCRIPTION OF THE PRESENT 
INVENTION 

0035. According to the present invention, a system, 
method and computer medium is provided for distributing 
information to users based on learned preferences for that 
information. Specifically, the system uses an artificial intel 
ligence agent interposed between information Sources and 
information recipients which learns preferences of the recipi 
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ents that the artificial intelligence agent then uses to distribute 
information during Subsequent distributions. A neural net 
work module may be used according to an embodiment of the 
present invention as the artificial intelligence agent because it 
is capable of learning relationships between a plurality of 
inputs and a plurality of outputs. 
0036. To aid in understanding the present invention, cer 
tain terms are used to describe various components of the 
embodiments described herein. Accordingly, the term infor 
mation sources should be understood to refer to various 
sources that provide information to the system for distribution 
to various recipients and may include electronic mail provid 
ers, chat participants, or links that may be included in a page, 
for example. 
0037 Page may be understood to be any collection of data 
that is presented to a user, Such as through a graphical user 
interface, and may include web pages, documents and the 
like, for example. 
0038 Link may be understood to be a reference to a page 
or pages. A link may be activated to cause the computer to 
retrieve the referred page for presentation to the user of the 
computer. Link may include hyper links to web pages, hyper 
links to documents within a database and the like, for 
example. 
0039. A link directory page may be understood to be any 
collection of data which comprises at least a portion where a 
plurality of links may be included. The link directory page 
may comprise a plurality of slots where links may be inserted. 
The number of slots may be adapted to the number of links 
that are included. A link directory page may include search 
result pages, web pages with selected links, and the like, for 
example. 
0040. According to one embodiment, a neural network 
system may be provided. Neural networks take a plurality of 
inputs, apply those inputs to weight values and thresholds 
within the neural network and generate outputs. The neural 
network may correct the weight values based on differences 
between the generated output and the expected output which 
may be determined based on feedback. 
0041 Accordingly, herein, the term input should be under 
stood to refer to variable values taken by the neural network to 
compute output. Inputs may be binary and therefore represent 
the existence or absence of a particular item or may be 
numeric and represent the value within a range for a particular 
item. The inputs may include the information sources, 
attributes about the information sources, attributes about 
information being provided, or attributes about information 
including attributes of electronic mail providers, attributes of 
chat participants, key words, and/or attributes of web pages. 
0042 Weight values should be understood to be numeric 
designations within a certain range determining the multiply 
ing factor for a particular input value to a node within the 
neural network. Thresholds are values assigned to particular 
nodes within a neural network to determine whether that node 
generates an output. Weight values and thresholds are com 
monly understood terms in neural networks and the term is 
used herein consistent with that understanding. 
0043. The term output should be understood to correspond 
to the values generated by neural network based on the inputs, 
weight values, and thresholds, for example. Outputs may 
correspond to objects to receive information. 
0044) Object is a term used herein to describe where the 
neural networkplaces the information provided by the infor 
mation Sources based on output values corresponding to those 
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objects. Objects may include slots within a link directory 
page, electronic mail messages, chat participant viewers, 
pages, or any other destination for placement of information, 
for example. 
0045 Recipient should be understood to be any person or 
machine that is able to view or receive an object containing 
information and may include electronic mail recipients, chat 
participants, web browsers, and the like, for example. 
0046. Feedback may comprise responses received or 
assigned based on predetermined algorithms corresponding 
to one or more outputs from the neural network. Feedback 
may include usefulness ratings, timeliness ratings, value rat 
ings, ratings, like-dislike rating or the like, for example. 
0047. With this general understanding in mind, these 
terms are not given to be exclusive and may include other 
elements as one of ordinary skill in the art would understand 
from the following description of various embodiments of the 
present invention. 
0048. According to one embodiment of the present inven 

tion, a neural network system selects one or more of a plural 
ity of objects to receive information from the plurality of 
information sources based at least in part on a plurality of 
inputs and a plurality of weight values during that a predeter 
mined time, or epoch. At least one server, associated with the 
neural network module, provides one or more of the objects to 
a plurality of recipients. The recipients provide a mechanism 
that enables users to generate feedback about the information. 
At the conclusion of a predetermined event, or epoch, the 
neural network takes the feedback provided from the recipi 
ents and generates a rating value for each of the plurality of 
objects. Based on the rating value and the selections made, the 
neural network redetermines the weight values within the 
network. This may be considered to be a batch prorogation 
process whereby multiple feedback values are used to recal 
culate the weight values. It is also possible to recalculate the 
weight values for each feedback value received. In either 
event, the neural network then selects the objects to receive 
information during a Subsequent epoch using the redeter 
mined weight values and the inputs for that Subsequent epoch. 
0049. One object may be provided to one recipient. For 
example, one specific electronic mail message object may be 
provided to one specific recipient corresponding to that 
object. Also, multiple objects may be provided to each recipi 
ent. For example, a link directory page containing a plurality 
of slot objects may be provided to a plurality of recipients. 
0050. The neural network may use thresholds to select the 
one or more of a plurality of objects to receive information. 
Accordingly, the recipients may comprise a mechanism that 
enables users to modify the thresholds used by the neural 
network. As such, the user may modify the amount of infor 
mation received by modifying the thresholds. 
0051) To provide a scalable, hierarchical system, accord 
ing to one embodiment, each input and object may be 
assigned a unique identifier associated therewith. Lower tier 
systems may comprise at least one of the neural network 
modules, at least one server and a plurality of recipients. A 
hierarchical neural network system may be connected to the 
plurality of lower tier systems. The hierarchical neural net 
work may use the unique identifiers to track inputs and 
objects throughout the lower tier systems as inputs and 
objects may be shared by multiple lower tier systems. 
0052 A block diagram of an overall system structure 
according to an embodiment of the present invention is 
depicted in FIG.1. An overall system 10 comprises a plurality 
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oflower tier systems 12 connected to a hierarchical system 14 
over a network 16. Each lower tier system 12 may comprise 
one or more source systems 18, one or more server systems 
20, and one or more recipient systems 22. Server system 20 
may comprise a neural network module 26 and one or more 
application modules 28. One or more databases 24 may be 
operatively connected to server 20. The operation of hierar 
chical neural network system 14 is described below after first 
providing a description of lower tier system 12. 
0053 Network 16 may comprise any information distri 
bution system such as the Internet, intranets, WANs, LANs, 
cable television distribution systems, electrical power distri 
bution systems, or other arrangements. Network 16 may com 
prise a series of wired connections including fiber optic cable, 
coaxial cable, electric power lines, telephone lines, and the 
like, or may comprise a series of wireless transmission con 
nections, or a combination of the above. Network 16 may 
include switches and distribution hubs and other intermediate 
server systems to relay information from point to point within 
the network. Accordingly, the term network as used herein 
should be interpreted broadly to include any arrangement of 
information transmission from one point to another point. 
One particular application, according to the present inven 
tion, involves use of the Internet as the network. Accordingly, 
for purposes of illustration, network 16 may comprise the 
Internet as at least one component. 
0054 The overall operation of lower tier systems 12 is as 
follows. One or more source systems 18 supply information 
to server system 20. At server system 20, one or more appli 
cation modules 28 may receive the information for further 
processing as described below. Neural network module 26 
then determines which of a plurality of objects should receive 
the information received. Neural network module 26 receives 
a plurality of inputs and then selects which of a plurality of 
objects to receive information Supplied from Source systems 
18. Neural network module 26 treats each of the inputs as an 
input node in a neural network and each of the objects as an 
output node for the neural network. Further, a weight matrix 
comprising weight values and threshold matrix comprising 
thresholds are used by the neural network. Such matrices may 
be stored in database 24, for example, as described in more 
detail below with respect to FIGS. 3 and 4. The neural net 
work thereby generates an output vector corresponding to the 
plurality of objects. The value of the output vector thereby 
indicates which of the objects should receive information. 
Neural network module 26 may then use the output vector to 
select which objects are to receive the information so appli 
cation module 28 may supply that information accordingly. 
0055 Operation of neural network module 26 may be 
better understood with reference to FIG. 2. FIG. 2 depicts a 
schematic diagram of a neural network according to art 
embodiment of the present invention. The neural network 
comprises a plurality of input nodes 100 forming an input 
layer 110, a plurality of output nodes 102 forming an output 
layer 112, and a plurality of hidden nodes 104 and 106 which 
form hidden layers 114 and 116. The neural network may 
operate using feedback techniques such as the backpropoga 
tion algorithm, or any other feedback based adaptive learning 
algorithm. 
0056. The neural network may operate as a binary system 
where each input node is either on or off (i.e., either one or 
Zero). The neural network system may also determine a value 
for each of the input nodes. For purposes of illustration, a 
binary system is described. 
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0057 The neural network receives a binary value for each 
input node and determines a binary value for each of the 
output nodes. A calculation is made at each hidden node 
within the neural network. These calculations are performed 
by starting with the first hidden layer using the value of the 
input nodes and then using the output values for the first 
hidden layer as inputs to the second hidden layer. The output 
values from the second hidden layer are then used to deter 
mine the value of the output layer. 
0058 At each node (also called a neuron), the node pro 
duces a one output if the sum of the product of the product of 
each input times an associated weight value exceeds a thresh 
old for that node. In this binary example, the threshold may be 
set to a number between 0 and 1. A threshold of 0 indicates 
that the node is always going to turn on and a threshold of 1 
means that the node is going to turn on seldom if at all. 
0059 Each input to a node has a weight value correspond 
ing to it. When a neural network has not been used, the weight 
values may be pre-assigned either randomly or specifically 
selected. According to one embodiment of the present inven 
tion, the weight value for each input may be assigned to be 
equal to the threshold value divided by the total number of 
inputs. For example, for a threshold of 0.5 and four inputs, as 
in FIG. 2 for node 104a, the weights for each of the inputs 
100a, 100b, 100c, and 100m may be 0.125. 
0060 Calculations are performed for each node within the 
network until values are determined for the output nodes. The 
output value represents the neural network's learned predic 
tion for the output that should be generated based on the input 
provided and past performance as reflected in the weight 
values and the threshold values. 
0061. After output has been provided to the output nodes, 
feedback may be provided to the neural network to allow the 
network to learn whether the output generated was appropri 
ate. A correction or learning algorithm may then be used by 
the neural network to adjust the weight values based on errors 
between the output values and the feedback values. 
0062 Learning algorithms adapt to changes in input by 
modifying weight values used by the neural network. A num 
ber of learning rules are available for use by neural network 
modules, and any of these rules may be used according to the 
present invention. For example, pattern association, the Hebb 
rule, the Delta Rule, the Generalized Delta Rule, Standard 
backpropagation, enhanced backpropagation, batch back 
propagation, backpropagation with weight decay, quickprop, 
Rprop, backpercolation 1, counterpropagation, DLVO, the 
Cascade Correlation algorithm, the recurrent Cascade-Corre 
lation algorithm, or any other learning rule or learning rule 
using pattern associators may be used. 
0063. According to one embodiment, the back-propaga 
tion algorithm may be used to adjust the weight values based 
on a comparison of the output generated and the feedback 
provided. That algorithm may involve use of the sigmoid 
function, which is a non-linear function. Other functions may 
also be used, including the linear or threshold functions. 
0064. The operation of the backpropagation algorithm and 
many of the other functions described above may be accord 
ing to known algorithms. Such algorithms are described in 
detail in one or more of the following articles: 
0065 Backpropagation: Past and future, in Proceedings of 
the IEEE International Conference on Neural Networks, 
pages 343-353. IEEE Press, 1988: 
0066 Scott E. Fahlman. Faster-learning variations on 
back-propagation: An empirical study. In T. J. Sejnowski G. 
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E. Hinton and D. S. Touretzky, editors, 1988 Connectionist 
Models Summer School, San Mateo, Calif. 1988: 
0067 Morgan Kaufmann; M Riedmiller and H Braun. A 
direct adaptive method for faster backpropagation learning: 
The RPROP algorithm, in Proceedings of the IEEE Interna 
tional Conference on Neural Networks 1993 (ICNN 93), 
1993; 
0068 S. E. Fahlman and C. Lebiere. The cascade-correla 
tion learning architecture. Technical Report CMU-CS-90 
100, School of Computer Science, Carnegie Mellon Univer 
sity, August 1991; 
0069. Rumelhart, D. E., Hinton, O.E., and Williams, R. J. 
(1986a). Learning internal representations by era propaga 
tion, in Anderson, J. A. and Rosenfeld, E., editors, Neurocom 
puting. Foundations of Research, chapter 41, pages 673-695. 
The MIT Press, Cambridge, Mass.; 
0070. Rumelhart, D. E. Hinton, G. E., and Williams, R. J. 
(1986b). Learning representations by back-propagating 
errors, in Anderson, J. A. and Rosenfeld, E., editors, Neuro 
computing Foundations of Research, chapter 42, pages 673 
674, 696-699. The MIT Press, Cambridge, Mass.: 
(0071. D. E. Rumelhart and J. L. McClelland. Parallel of 
Distributed Processing, volume 1. MIT Press, 1986. 
0072. In general the delta rule outperforms the Hebbian 
learning rule. The delta rule is also less likely to produce 
explosive growth in the network. For each learning cycle the 
pattern is propagated through the network in cycles (a learning 
parameter) times after which learning occurs. 
0073. The backpropagation algorithm makes use of gradi 
ent calculations. Generally, all of the weights in the network 
are initialized to have small, random values. This should 
mean that the net activation value for the output layer is 
almost Zero. The weight training process then continues by 
identifying which patterns occur in the current training epoch 
and calculating the networks output for each pattern. For 
each pattern or set of input values, a gradient (weight update) 
is evaluated which is then averaged over each pattern before 
the weights are actually changed. The two most common 
epoch sizes are 1 (present pattern and then update weights 
before presenting next pattern) or P (present all patterns 
before averaging gradients and performing a single weight 
update). Training may cease when the performance of the 
network falls beneath some pre-specified error tolerance or 
the number of learning steps exceeds some maximum value. 
In order to calculate the current performance of a network, the 
complete data set is used to query the network and Mean 
Square Error value is calculated, without updating the 
weights. Sometimes, the data is split into a training and a 
testing set, where the training set is used to calculate the 
weight update gradients and the testing set is used to decide 
when to stop learning. 
0074 Accordingly, as depicted in FIG. 3, neural network 
module 26 may comprise a weight value matrix module 30, a 
threshold matrix module 32, a node evaluation module 33, 
and a tearing computation module 34. Weight value matrix 
module 30 may comprise a module that creates, manipulates 
and stores weight vectors for each node within the neural 
network. Because each node has a plurality of weight values, 
each weight value corresponding to an input to the node, those 
weight values may be represented as a vector. The combina 
tion of vectors for all of the nodes in the neural network may 
be represented as a weight matrix. That weight matrix may 
then be stored in database 24 as one or more weight matrices 
36, as depicted in FIG. 4. Weight value matrix module 30 may 
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comprise computer readable code that causes neural network 
module 26 to operate according to the description above. 
0075. Threshold matrix module 32 may comprise a mod 
ule that creates, manipulates, and stores the threshold values 
used by the nodes within the neural network. Again, because 
each node has a threshold value, the combination of threshold 
values for the neural network may be represented as a matrix 
and stored by threshold matrix module 32 as one or more 
threshold matrices 38 in database 24 as depicted in FIG. 4. 
Threshold matrix module 32 may cooperate with components 
of recipient system 22 to enable a user to modify one or more 
thresholds within the neural network and thereby modify the 
amount of output generated by the neural network. 
0076 Although the weight values and threshold values are 
shown as being stored in matrices, other storage methods may 
also be used to store these values for use by neural network 
module 26. Node evaluation module 33 may comprise a mod 
ule that performs the computations at each node to determine 
output node values based on input node values, weight matri 
ces and thresholds as described above. 

0077 Learning computation module 34 may comprise a 
module that performs the learning computations for neural 
network module 26. Learning computation module 34 may 
comprise computer readable code that causes a computer to 
perform the computations described above to derive new 
values for the weight matrices based on the back-propagation 
or other feedback algorithm employed by neural network 
module 26. 

0078. The operations of system 10 may be better under 
stood with reference to specific embodiments of the present 
invention. According to several embodiments of the present 
invention, neural network 26 determines whether information 
from a plurality of information sources should be provided as 
output to one or more objects that may then be provided to one 
or more recipients. Feedback to neural network module 26 
may be used for future determinations regarding whether to 
output information to those objects. 
0079 According to one embodiment, the information 
Sources may comprise a plurality of electronic mail providers, 
the inputs may correspond to one or more attributes of those 
electronic mail providers and the objects may comprise elec 
tronic mail messages for specific electronic mail recipients. 
According to this embodiment, system 10 or lower tier sys 
tem 12 may comprise a system 200 for distribution of elec 
tronic mail messages to a plurality of recipients. FIG. 5 
depicts one embodiment of the present invention. According 
to this embodiment, a plurality of e-mail sources 218 and a 
plurality of e-mail recipient systems 222 are connected over 
network 16 to server system 20. Server system comprises 
neural network module 26 and server e-mail application mod 
ule 228. Like current list-serve systems, the plurality of elec 
tronic mail sources 218 may generate information over net 
work 16 to server system 20 for distribution a plurality of 
electronic mail recipient systems 222. Server e-mail applica 
tion module 228 receives the incoming information from 
electronic mail sources 218 and generates electronic mail 
messages to electronic mail recipient systems 222. Server 
e-mail application module 228 may generate a separate elec 
tronic mail message that includes incoming information from 
each electronic mail source or may collect information over a 
given time period and generate one or more messages includ 
ing the collection of information for that time period from the 
electronic mail sources that provide the information during 

Jan. 17, 2013 

that time period. In either event server e-mail application 
module 228 provides the message to each of the electronic 
mail recipient systems 222. 
0080 Server electronic mail application module 228 may 
cooperate with a neural network module 26 to determine 
which of the plurality of electronic mail recipient systems 222 
to receive the information based on learning about the use 
fulness of that information to the various recipients. This 
overcomes several drawbacks of current list-serve systems. 
With current list-serve systems, all subscribers (recipients) on 
a list-serve receive all information generated by the seer. If 
any particular subscriber does not find the information useful, 
the Subscriber may either delete the messages each time or 
cancel the list-serve subscription. If subscribers find some 
information useful, but not other information, the subscriber 
likely will continue the service and must simply read every 
incoming message for the ones that may contain useful infor 
mation. 
I0081 FIG. 6 depicts a block diagram of a method 140 of 
operation of system 200 of FIG. 5. Method 140 comprises a 
plurality of steps that are iteratively performed to learn which 
recipients find certain information from the plurality of infor 
mation sources (here the electronic mail providers) to be 
useful. 
I0082 In step 150, an input vector representing which elec 
tronic mail sources 218 have provided information to a spe 
cific list-serve message is input into the neural network of 
neural network module 26. Specifically, the input vector.com 
prises a number for each electronic mail source 218, each of 
which then corresponds directly to one input 100a-100n of 
the neural network used by neural network module 26. 
According to one embodiment, each electronic mail source 
218 may comprise a unique identifier associated with that 
Source. The unique identifier may comprise an alpha-numeric 
identifier, for example, although other methods may also be 
used. The input vector in this embodiment may represent the 
originator of information that is provided in a particular list 
Serve message. 
I0083. For example, in a system of four electronic mail 
sources 218 (uniquely identified as A, B, C, and D) corre 
sponding to input nodes 100a, 100b, 100c, and 100d, if a 
particular electronic mail message being generated by the 
system was generated by source C, then the input vector 
would be 0, 0, 1, 0 to input nodes 100a, 100b, 100c, and 
100d. A one represents that the unique identifier correspond 
ing to that input provided information to the message and a 
Zero indicates that the unique identifier did not provide infor 
mation for the message. If multiple mail sources provided 
information to a message. Such as sources A and D, then the 
input vector would be 1, 0, 0,1). 
I0084. Next, in step 152, output nodes in the neural network 
are activated based on weighted values, thresholds and the 
input vector as described above. For example, Suppose a 
system with four electronic mail recipients 222 (uniquely 
identified as recipients 1, 2, 3, and 4). Based on preassigned 
weight values and thresholds for an input vector 1, 0, 0, 0). 
neural network module 26 may output the output vector 0, 1, 
1, 1). This result would indicate that information provided 
from information source A is likely to be found useful by 
recipients 2, 3, and 4. In this embodiment, a one output value 
may indicate that the recipient corresponding to that node is 
likely to find the information from the particular source(s) of 
the incoming message to be useful based on past experience. 
Accordingly, server e-mail application module 228 may out 
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put the information to a plurality of electronic mail sources 
222 indicated by neural network module 26 (the plurality of 
electronic mail messages generated thereby comprising the 
plurality of objects selected by server system 20 to receive the 
information). Here, recipients 2, 3, and 4 receive the message, 
but recipient 1 does not 
0085. In step 156, each electronic mail recipient system 
222 that receives the message may provide feedback regard 
ing the usefulness of the information contained in the mes 
sage. A positive response to the information may correspond 
to a one and a negative response may correspond to a Zero. For 
example, in this example, Suppose recipients 2 and 4 find the 
information useful, but recipient 3 does not. Recipients 2 and 
4 would then provide positive feedback and recipient 3 may 
provide negative feedback. The feedback vector would then 
be 0, 1, 0, 1 as compared to an output vector of 0, 1, 1, 1. 
I0086 For providing such feedback, according to one 
embodiment, each electronic mail recipient system 222 may 
comprise an electronic mail application module 230. Such a 
module may comprise any existing electronic mail viewing 
Software operable on a computer or may comprise a specially 
designed module for use with the present system. Electronic 
mail application module 230 may comprise a mechanism that 
enables the recipient of the electronic mail from server system 
20 to respond with feedback regarding the usefulness of the 
information contained in the message. 
0087. The feedback may comprise a binary feedback indi 
cating either useful or not useful. Also, a detailed feedback 
including a rating within a range of numbers or evaluation in 
a plurality of categories may be provided. 
0088. With the binary example, server e-mail application 
module 228 may treat any response from electronic mail 
recipient system 222 as a positive feedback regarding the 
usefulness of the information, for example. Such a system has 
the advantage of requiring minimal activity by the user in 
order to obtain feedback. In this example, if a user finds the 
information in the message received to be useful, they may 
simply reply to the message. The receipt of a reply at server 
system 20 from the electronic mail recipient may be treated as 
positive feedback. Similarly, no response within a predeter 
mined time period may be treated as negative feedback. In 
either event, a time period in which to provide feedback may 
be established. That time period may be termed an epoch for 
the neural network. At the conclusion of the epoch, the neural 
network may perform the back-propagation computations to 
prepare for the next set of inputs which would then begin the 
next epoch for the neural network. The epoch may be set to be 
either a set time. Such as a day, or may be set to be the 
distribution of a particular message. 
0089. In step 158, at the conclusion of the epoch, neural 
network module 26 compiles a rating value for each of the 
output nodes (each corresponding in this example to a par 
ticular e-mail recipient system 222). In the binary example, 
the rating value may comprise a vector of ones or Zeros 
corresponding to either positive or negative feedback regard 
ing the usefulness of the information. For the example above 
in which recipients 2 and 4 find the information useful, the 
rating value may comprise a vector represented by 0, 1, 0, 0 
compared to the output vector of 0, 1, 1, 1. Because the 
output and the feedback differ, correction may be made by the 
neural network for future epochs based on the same inputs. 
0090. In step 160, back-propagation may be performed 
using the rating values generated in step 158to determine new 
weight values based on the error indicated by the feedback 
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vector. The error here being the difference between the output 
vector and the feedback vector. As a result of the back-propa 
gation performed in step 160, a new weight value matrix is 
generated by learning computation module 34 and stored by 
weight value matrix module 30 in database 24 for use by step 
152 based on a new set of input values 150 for the next epoch. 
0091. The overall operation of the system then becomes as 
depicted in FIG. 7 in which input vectors are generated in step 
162, associations are drawn in step 163 and output vectors are 
produced in step 164. Such a system may be used after learn 
ing desired weighting and threshold values after several feed 
back epochs. 
0092. It may be desirable to enable the recipients to 
modify the thresholds used by the neural network. Because 
threshold values are used in determining throughput in the 
neural network, if a particular user modifies its threshold, the 
amount of output to that user may increase or decrease 
accordingly. For example, ifa user's threshold is set at 0.5 (on 
a scale of 0 to 1), the Sum of the weighted inputs must be equal 
to or greater than 0.5 before the user will receive any output. 
If the user sets the threshold lower, however, the sum of the 
weighted inputs does not need to be as high. Accordingly, 
more output is likely to be generated to the user. If the user 
sets the threshold higher, less output is likely to be generated. 
0093. Recipient electronic mail application module 230 
may comprise a mechanism that enables a user to modify the 
threshold Such as a button or other portion of a graphical user 
interface. Also, the user may modify the threshold by includ 
ing a number in a feedback reply for any message evaluated 
by that user. Other methods of enabling a user to modify the 
threshold for the system may be used, such as those described 
below with respect to other embodiments of the present 
invention. 
0094. Each input node 100 may correspond to one or more 
attributes of the plurality of e-mail sources 218. For example, 
attributes about each e-mail source may be determined. 
Attributes may include the name, birthday, birth year, astro 
logical sign, location, age, gender, nationality, hobbies, inter 
ests, skills, income, race, business, Zip code, phone number, 
service provider, access method, access server identifier or 
attributes, server Software operated, business type, operating 
system used, web site address, electronic mail address, and 
the like. Each of these attributes may be assigned a unique 
identifier. Therefore, a group of input nodes may correspond 
to each e-mail source, within each node within the group 
corresponding to an attribute of that e-mail source. 
0.095 By setting up the neural network with attributes of 
information providers, such as e-mail sources 218, as inputs, 
the neural network learns the usefulness of information based 
not only the identification of the sources of the information, 
but also based on other attributes of the sources. The neural 
network may then learn that certain recipients like informa 
tion from sources of a certain age group, hometown or with 
certain hobbies, for example. Further, the output nodes may 
also correspond to attributes about the recipients. The neural 
network system may then learn what information appeals to 
what recipients based on the recipients attributes. Commu 
nities of interest may thereby be developed between informa 
tion sources and information recipients based on any number 
of attributes. 
0096. In another example, the input nodes to the neural 
network may also correspond to attributes of the content of 
the information to be included in the electronic mail mes 
sages. Such as key words, Subjects or topics. In this example, 
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neural network module 26 determines whether to output 
information based on the content of the information rather 
than information about the attributes of the source of the 
information. 

0097. According to another embodiment of the present 
invention, the information Sources may comprise chat partici 
pants, the inputs may comprise attributes of those chat par 
ticipants and the objects may comprise viewers for the chat 
participants. For this embodiment, a chat distribution system 
300 may be provided. In such a systems, a plurality of user 
systems 322 are connected over network 16 to server system 
20. Server system 20 may comprise a server chat application 
module 328 that receives content from a plurality of users and 
formats that information into an out that information into an 
output that is available to one or more of the plurality of users 
over the network. Many different chat applications exist and 
the functionality of these embodiments may operate accord 
ing to existing chat applications with the following additional 
functionality. 
0098 Specifically, neural network module 26 may select 
what information participants in a particular chat room 
receive. To do so, neural network module 26 may treat 
attributes about the initiator of a particular chat message as 
inputs 100 to the neural network. For example, a unique 
identifier may be assigned to each chat participant. That iden 
tifier may be used as the input nodes 100 so that the neural 
network selects which objects should receive a message from 
a particular chat participant based on learning whether the 
user viewing these objects finds information from that par 
ticular chat participant useful. The output nodes therefore 
correspond to a plurality of objects to which chat information 
may be output. The objects may comprise chat content view 
ers for a plurality of participants. Each output node may 
therefore correspond to a particular chat participant's viewer. 
AS Such, in a binary system, a one value at an output node may 
indicate that a particular chat participant corresponding to 
that output node is selected by server system 20 to receive a 
particular chat message. 
0099. Accordingly, user systems 322 may comprise a user 
chat interface module 330 that enables users to participate in 
a chat by providing and viewing content. That information 
may be provided over network 16 to server chat application 
module 328 at server system 20. Server chat application mod 
ule 328 may select which of a plurality of chat participants to 
receive the information. Each participant is treated as an input 
node and as an output node as well. Each participant that 
receives the content may provide feedback on that informa 
tion. As such, the neural network learns which chat partici 
pants find information from which other chat participants to 
be useful. At the conclusion of an epoch, the neural network 
takes the feedback and redetermines the weight vector for 
future input. An epoch in this example may comprise the 
distribution of a single message and the feedback received 
may comprise feedback from each of the plurality of users 
regarding the usefulness of the single message. The epoch 
may take into account a predetermined period of time to 
enable participants to provide feedback. For example, an 
epoch may comprise the distribution of a chat message plus a 
period of thirty seconds, for example, to enable feedback. 
Also, because chat messages may appear very rapidly, it may 
be difficult to get feedback from users regarding every mes 
sage. Accordingly, an epoch may be defined as a predeter 
mined period of time and the feedback may be based on the 
initiator of content to the chat room. 
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0100 For purposes of example, FIGS. 9 and 10 depict a 
chat graphical user interface 350 for enabling a user to pro 
vide feedback regarding initiators of messages in a chat room. 
Chat graphical user interface 350 may be operated by server 
chat application module 328, user chat interface module 330 
or a combination of the two. Chat graphical user interface 350 
may comprise a viewer portion 352 containing received mes 
sages from other chat participants in as this particular chat 
room, a send portion 354 for initiating messages, a content 
entry portion 356 for entry of information to be contained in 
a chat message, a chat participant display portion 358 that 
displays participants in the current chat room, a feedback 
portion360 for enabling a user to provide feedback regarding 
messages, and a threshold portion364 for enabling the user to 
change the threshold of information provided by chat distri 
bution system 300. The operation of portions 352,354,356, 
and 358 may be according to existing systems or may com 
prise other portions for viewing and entering information into 
a chat message. 
0101 Feedback portion 360 may comprise a plurality of 
feedback selection portions 362 that may be selected by a user 
to determine feedback regarding the information received 
from a particular participant or message, for example. Each 
feedback selection portion362 may correspond to a particular 
participant in chat participant display portion 358, for 
example. Also, feedback selection portions 362 may be pre 
sented corresponding to each message, as discussed above. 
Users may also be able to provide feedback for other values as 
well. 

0102 The example in FIG. 9 depicts an embodiment in 
which users evaluate participants’ content over a predeter 
mined period of time, the epoch in this example. In this 
example, a chat room dedicated to talking about the weather 
in a particular location has been established. Twelve partici 
pants are providing content and therefore, twelve feedback 
portions 362 are depicted. Each participant may provide feed 
back regarding the content provided by other participants 
during the epoch. 
0103) As may be seen from FIG.9, this particular user has 
indicated that the information from participants 2, 3, 4, 7, 8, 
11, and 12 is not useful because their content does not appear 
to be related to local weather the topic for which this chat 
room was established. At the conclusion of the epoch, there 
fore, feedback by the participants in the chat room may be 
made regarding content provided from one or more of the 
particular participants during that epoch. The feedback may 
be used to redetermine the weights for the network for sub 
sequent epochs, 
0104 That information may be used to determine which 
participants content is output to the objects (in this case a 
participants’ viewers) in Subsequent epochs. Therefore, 
based on the user feedback as provided in FIG. 9, during the 
next epoch, as depicted in FIG. 10, the neural network may 
have corrected its output so that this user's view is not 
selected to receive output from one or more of participants 2, 
3, 4, 7, 8, 11, and 12 that this user did not find useful during the 
previous epoch. As shown in FIG. 10, however, neural net 
work module 26 is a learning module and may not completely 
correct during the Subsequent epoch. The speed of correction 
is largely dependent on the acceleration function that is used 
in the back-propagation algorithm. For the present invention, 
a relatively moderate acceleration function may be used to 
avoid overcorrecting based on feedback from a single epoch. 
Accordingly, messages from participant 11 may be selected 



US 2013/0018833 A1 

for output to this user's chat viewer even though it was found 
not to be useful during a previous epoch. 
0105. Further, content may change over time. In FIG. 6, 
for example, participant 6 who was providing weather related 
content now wants to discuss fishing. Over time, this user has 
therefore found information from participant 6 no longer 
useful, whereas it was previously considered useful. The neu 
ral network is adaptive to account for changes in inputs and 
changes in tastes of feedback providers. At some point, this 
particular user may desire to discuss fishing and may find that 
content useful. The learning nature of the neural network 
adapts for those types of changes by making Small steps to 
correct for errors rather than assuming each time that the 
output generated for a particular set of inputs is always going 
to be correct for those inputs. 
0106 Also, the back-propagation algorithm used accord 
ing to the present invention may incorporate Some random 
ness as well. As such, information that a viewer may have 
found not to have been useful during a number of epochs may 
nonetheless be selected by the neural network for distribution 
to the user's viewer (or other objects in other systems 
described herein). By incorporating some randomness, the 
neural network may adapt more readily for changes in tastes 
or improvement in content by an information source. There 
fore, information Sources may learn that their information has 
been assigned diminishing value by viewers and may seek to 
improve the content of information provided. Further, a 
recipient who may have found all information about fishing 
not to be useful may decide to take up fishing as a hobby and 
may later find it useful. With randomness, information about 
fishing may be randomly selected to be sent to this user and 
when positive feedback is received, additional information 
about fishing will be more likely to be selected to be sent to 
this user during Subsequent epochs. 
0107 Also, a user may increase or decrease the amount of 
information received by modifying the threshold. Threshold 
portion 364 may comprise a threshold display portion 366 
and a threshold modification portion 368. Threshold modifi 
cation portion 368 may comprise a mechanism that enables a 
user to increase or decrease the threshold in increments. A 
user may also input a new threshold in threshold display 
portion 366 through the use of a keyboard, mouse or other 
data entry component. 
0108. According to other embodiments of the present 
invention, neural network module 26 may determine which of 
a plurality of available links to include in a link directory page 
based on feedback provided by users of the system that view 
the pages corresponding to these links and thereby determine 
the usefulness of those links. A link directory page may 
contain a portion that comprises one or more slots, which may 
be increased or decreased in number, each slot being able to 
contain a link displayed in that page. Several embodiments 
may be provided. For these embodiments, the inputs to the 
neural network may comprise viewers of links, attributes of 
viewers of links, attributes of links, key words associated with 
links, or a combination of any of these. The outputs may 
comprise link identifiers of links to be included in a link 
directory page. The epoch may comprise a click of a link, a 
visit to the web site or a period of time, such as a day, for 
example. Several examples of these combinations are 
described in more detail below. 

0109 According to another embodiment of the present 
invention, the information sources may be links, the inputs 
may be attributes of one or more recipients of a link distribu 
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tion page, and the objects may comprise slots within the link 
directory page. Accordingly, a link distribution system 400 
may be provided. In this embodiment, server system 20 com 
prises a server web link module 428 and user systems 422 
may comprise a web page access module 430. Operation of 
server web link module 428 is described in more detail below. 
Server system 20 may store a plurality of web pages in data 
base 24 and may also be connected to one or more other 
servers that provide information content, such as web servers 
440. 
0110] Web page access module 430 may comprise any 
module that enables a user to view content, Such as web 
pages, over network 16. For example, the web browsers 
licensed under the nameNetscape NavigatorTM and Microsoft 
Internet ExplorerTM may be used to access the web site pro 
vided by link distribution system 400 and enable a user to 
view link directory pages provided at that site. If another type 
of link directory page is used, then access module 430 may 
comprise a module that enables a user to view that type of 
page. 
0111. According to this embodiment, link distribution 
system 400 may distribute one or more link directory pages 
over network 16. Link distribution system 400 may distribute 
Such link directory pages through a web site. Such as an 
Internet web site that is accessible to a plurality of users over 
the Internet. 

0112. In link distribution system 400, neural network 
module 26 may select which links to include in the slots 
within the link directory page based on various inputs. There 
fore, in this embodiment, the slots in the link directory page 
are the objects available to receive information based on the 
determination made by neural network module 26. The link 
directory page may then be made available to one or more 
users for feedback 

0113. The input nodes for the neural network in this 
example may correspond to the viewers of the link directory 
page. Each viewer of a link directory page may be represented 
by a different input node. Also, a grouping of input nodes may 
correspond to each viewer of the link directory page. The 
nodes within a grouping may correspond to various attributes 
of the viewer, Such as the viewers age, address, etc. as dis 
cussed above with respect to FIG. 5. The output nodes in this 
example may then be the links that are available for selection 
to be included in the slots of the link directory page. Unique 
identifiers of the links may be used, for example. 
0114. The association being drawn by the neural network 
then determines the epoch to be used. If a one to one corre 
spondence between viewers of the link directory page or 
between attributes of viewers and links is desired, the epoch 
may be selected to be a single selection of a link on the link 
directory page. If there is a correspondence between indi 
vidual viewers or attributes of viewers and groups of links, 
then the epoch may be selected to be a visit to the web site. If 
there is a correspondence between groups of people and links, 
then the epoch may be set to be a predetermined period of 
time. Such as a day or other discrete time period. 
0115 Whatever the epoch selected, neural network mod 
ule 26 receives as input a unique identifier or other attribute of 
the user that requests to view the link directory page. Web 
page access module 430 may provide this information or 
server web link module 428 may provide an interactive 
mechanism to request that information from the viewer. 
Based on the identifier or other attributes of the user as the 
input to the network, neural network module 26 selects which 
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of a plurality of web links to include in the link directory page. 
That link directory page is then presented to the viewer by 
server web link module 428 through web page access module 
430. The links that aparticular user is most likely to like based 
on learned experience in the neural network are thereby pro 
vided based on the user's identification or other attributes 
about the user. 
0116. If the epoch is a single selection, then after a user 
selects one of the links, the neural network redetermines the 
weight value matrix used. The selection may take place when 
the user clicks on a link in the link directory page or may take 
place after the user clicks on the link, views the page and then 
provides feedback through a feedback mechanism. For 
example, FIG. 12 depicts a link directory page 450 according 
to one embodiment of the present invention. Link directory 
page 450 comprises one or more slots 452 having listed 
therein a link and a threshold portion 464 which operates in a 
similar manner as threshold portion 364 described above. 
FIG. 13 may comprise a selected page having a page display 
portion 454 and a feedback portion 460. Feedback portion 
460 may comprise one or more feedback selection portions 
462 that enable a user to provide feedback about the page. The 
feedback may include the usefulness of the page to the user. 
That information may then be provided to server system 20 
for feedback into neural network module 26 for subsequent 
epochs. 
0117 The epoch may also be set to be a visit to the web 

site. In this embodiment, the feedback may comprise all web 
sites selected from link directory page 450 or all web sites 
with useful content selected from link directory page 450. 
0118. The epoch may also be set to be a predetermined 
time period, such as a day. The feedback for this epoch would 
reflect any link visited that was selected from the link direc 
tory page or any link selected to have been useful. Over time, 
in this embodiment, the neural network learns what links a 
particular user finds useful, but also determines what links are 
useful generally. Also, by using attributes of the viewers as 
inputs, the neural network learns what attributes correspond 
to selecting or finding the content useful from the links pre 
sented in the link directory page. For example, the neural 
network may learn that all men viewers between the age of 
25-35 find the links to sports web sites to be useful and 
women viewers between the age of 25-35 find health and 
fitness sites to be useful. 
0119. In these examples, feedback may be provided in a 
number of ways. Users that access the link directory page 
may provide feedback regarding the usefulness of the plural 
ity of web links provided on that link directory page. Users 
may be permitted to do so, for example, by enabling the user 
to select a link to another page and then providing some 
mechanism for the user to provide feedback regarding the 
usefulness of the page after having reviewed the information 
provided in the page. For example, all of the pages listed on a 
particular link directory page may be stored in database 24 of 
server system 20. Accordingly, server system 20 may be able 
to serve all requested pages to a user of this system. Server 
web link module 428 may provide a mechanism that enables 
the user to generate feedback directly to server system 20 with 
each page distributed by server system 20. For example, a 
feedback button may be presented on each page distributed 
over the network when that page's link is selected from a link 
directory page. 
0120. It may also be desirable to provide link directory 
pages where the pages listed in the link directory page are 
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located at various web servers 440 distributed across a net 
work 16. As such, server web link module 428 may frame 
each page generated over network 16 and may present the 
content from another web server within the frame of the link 
directory page or some other page that is stored on server 
system 20. Therefore, the user's access to the linked server is 
made through server system 20 rather than directly to web 
server 440. 
I0121. Also, a feedback mechanism may be provided 
directly in the link directory page so that the user may provide 
feedback directly in the link directory page. For example, a 
user may select a link, view the page corresponding to that 
link and then return to the link directory page to indicate 
whether that page was useful or not. 
I0122) According to another embodiment of the present 
invention, associations between links may be learned by the 
neural network so that a page associated with a link may list 
links that a user is also likely to find useful. In such an 
example, attributes of a plurality of participating pages are 
treated as both the input to the neural network and the output 
to the neural network. The input nodes represent attributes 
about the pages that users visit. The output nodes represent 
attributes about links to the pages that the user is likely to find 
useful based on the current page. The objects selected by the 
neural network in this situation are the slots within the link 
directory page (in this example, the visited page with a por 
tion for inclusion of links to other pages). According to this 
embodiment, server web link module 428 provides a user a 
page within the collection or mesh of pages through the users 
web page access module 430. 
I0123. In this embodiment, the epoch may again be either a 
single selection, a visit or a predetermined period of time, for 
example. Other epochs may also be used. If it is desired to 
determine correspondence between pages on a page by page 
level, then a single selection epoch may be provided. In Such 
an example, when a user visits a linked site, feedback regard 
ing the linked site is provided. Accordingly, over time, the 
neural network may learn that viewers of site A, when pre 
sented with sites B, C, and Das choices, prefer choice C as the 
next link. Feedback may be provided as described above with 
reference to FIGS. 12 and 13 or through some other mecha 
nism. Again, the web pages included in the mesh may be 
stored by server system 20 but may also be stored at various 
web servers 440 distributed across network 16. 
0.124. If it is desired to determine which links correspond 
best with particular pages within a mesh, then the epoch is 
better set to be a visit to the web site. All pages linked and 
feedback provided may be used to determine what links users 
find useful if they are already at a particular point in the mesh. 
For example, it may be determined that offive links posted on 
web page A, most viewers do not find three of them to be 
useful. Accordingly, in future epochs, only the two links that 
are useful may be selected by the neural network to be output 
to the objects (in this case the slots within the link directory 
portion of the visited page). 
0.125 If broader associations between the pages are pre 
ferred, then the epoch may be set as a predetermined period of 
time. The feedback may then be all sites found to be useful. 
Eventually, sites that are not useful may be dropped from the 
links on all of the referring pages or may be listed on fewer 
referring pages. 
I0126. According to another embodiment of the present 
invention, the information Sources may comprise links, the 
inputs may comprise key words and the object may comprise 
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a search result link directory page. The input nodes of neural 
network 26 in link distribution system 400 may comprise key 
words for a search engine. In this embodiment, server web 
link module 428 may comprise a web page search engine that 
provides links based on key words Supplied by a user. Using 
the present invention, the search engine may produce results 
based not only on the inclusion of certain key words within a 
web page, but also upon feedback from users regarding the 
usefulness of those web pages when those key words were 
entered. 
0127. Key words available for a search engine may be 
established as inputs and links available to be included in the 
link directory page (in this example, the search results page) 
as the output nodes. The objects that may be selected for 
inclusion of information (links in this example) are the slots 
within the link directory page. FIG. 14 depicts a link directory 
page 650 according to one embodiment of the present inven 
tion. In this embodiment, a key word entry and display por 
tion 654 may be provided to display the key words that were 
input for the search. According to this embodiment, the epoch 
may be either a single selection, a visit to the search engine 
site or a predetermined period of time. Operation of the vari 
ous epochs may be as described above. 
0128 Lower tier systems 12 may be connected to one or 
more other lower tier systems 12 and a hierarchical neural 
network system 14. Continuing levels of hierarchical struc 
ture may also be provided so that any number of tiers of 
systems may be provided. For illustration a two tier system is 
depicted in FIG. 1, however, it should be understood that any 
number of tiers may be provided and that Such systems may 
operate between tiers as described below with respect to the 
two tiered system. 
0129. In this embodiment, every input node and every 
output node in each lower tier system 12 is provided a unique 
identifier. The unique identifier may be anything that 
uniquely identifies that input so that if the same input is 
provided as an input for different lower tier systems, the same 
unique identifier would be associated with the various inputs. 
For example, a user may be assigned a sixteen character 
alphanumeric unique identifier so that if that userparticipates 
in multiple chat rooms on various lower tier systems, hierar 
chical systems may identify that user as being the same. 
0130. As such, a hierarchical neural network may be 
established between all of the inputs and outputs on two or 
more of the lower tier systems using all of the inputs as inputs 
to the hierarchical neural network and all of the outputs as 
output nodes. Feedback may be provided based on feedback 
received at the selected lower tier systems and the epoch may 
be selected according to the information that is desired to be 
learned from the network. By providing a hierarchical sys 
tem, relationships between users on different lower tier sys 
tems may be learned. Also, it may be learned that participants 
in one lower tier system are likely to find information in 
another lower tier system useful based on shared inputs and 
outputs such as attributes that are common between partici 
pants on those various systems. Many other combinations are 
possible when the inputs and outputs may include a vastarray 
of information as described above with respect to the various 
embodiments of lower tier systems described. Combinations 
of different types of lower tier systems may be provided as 
well. 

0131 Further, although the present invention has been 
described using a neural network module 26, the artificial 
intelligence agent may also comprise any other artificial intel 
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ligence agent including a fuZZy logic device, expert System, 
or inference machine, for example. 
0.132. According to one embodiment, various modules 
may comprise computer is readable code which, when 
installed on a computer, perform the functions described 
above. Also, only some of the above-listed modules may be 
provided in computer readable code. For example, neural 
network module 26, application modules 28, weight value 
matrix module 30, threshold matrix module 32, learning com 
putation module 34, server e-mail application module 228, 
recipient e-mail application module 230, server chat applica 
tion module 328, user chat application module 330, server 
web link module 428, and web page access module 430 may 
comprise computer readable code that may be provided on a 
single or separate computer readable media. 
I0133. Other embodiments, uses and advantages of the 
present invention will be apparent to those skilled in the art 
from consideration of the specification and practice of the 
invention disclosed herein. The specification and examples 
should be considered exemplary only. The intended scope of 
the invention is only limited by the claims appended hereto. 
What is claimed is: 
1. A system, comprising: 
a processor; and 
a memory communicatively coupled to the processor and 

having stored thereon computer-executable compo 
nents, including: 
a node evaluation module configured to determine, 

based on weight values and threshold values for 
respective nodes of a neural network, output values 
for respective output nodes of the neural network 
given a set of input values of respective input nodes of 
the neural network; and 

a learning computation module configured to modify the 
weight values at an end of an epoch based on feedback 
regarding the output values received during the epoch. 

2. The system of claim 1, further comprising an application 
module configured to select a first set of links to webpages for 
presentation at a client device based on the output values 
given the set of input values, wherein the set of input values 
represent respective attributes of a first web page provided to 
the respective input nodes in response to a visit to the first web 
page by the client device. 

3. The system of claim 2, wherein the application module 
is further configured to receive, as the feedback, a selection 
received by the client device of at least one link in the first set 
of links during the epoch, wherein the epoch comprises a 
duration of a visit to the first web page by the client device. 

4. The system of claim 2, wherein the application module 
is further configured to receive, as the feedback, relevance 
input indicating a relevance of at least one of the first set of 
links. 

5. The system of claim 2, wherein the neural network 
module is further configured to learn, based on the one or 
more weight values, that navigation to the first web page is 
likely to be followed by selection of a subset of links of the 
first set of links. 

6. The system of claim 5, wherein, in response to a subse 
quent visit to the first web page by the client, the application 
module is further configured to select a second set of links for 
presentation at the client device based on second output val 
ues for the respective output nodes of the neural network, 
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wherein the second output values are based on the set of input 
values and the weight values as modified by the learning 
computation module. 

7. The system of claim 6, wherein the neural network 
module is further configured to establish an association 
between the feedback and one or more keywords in a query 
used to invoke the first web page, and determine whether to 
include the subset of links in the second set of links based on 
the association in response to a Subsequent query including 
the one or more keywords. 

8. A method, comprising: 
determining, by a system including a processor, output 

values for respective output nodes of a neural network 
based on weight values and threshold values for respec 
tive nodes of the neural network and a set of input values 
of respective input nodes of the neural network; and 

modifying at least one of the weight values after an end of 
an epoch based on feedback regarding the output values 
received during the epoch to yield at least one modified 
weight value. 

9. The method of claim 8, further comprising selecting a 
first plurality of links to network locations for delivery to a 
client device based on the output values determined based on 
the set of input values, wherein the set of input values repre 
sent a respective set of attributes of a first network location 
input to the respective input nodes in response to the client 
device browsing to the first network location. 

10. The method of claim 9, further comprising receiving, as 
the feedback during the epoch, a selection by the client device 
of at least one link in the first plurality of links, wherein the 
epoch comprises a duration of time that the client device visits 
the first network location. 

11. The method of claim 9, further comprising receiving, as 
the feedback, relevance feedback quantifying a relevance of 
at least one of the first plurality of links. 

12. The method of claim 9, further comprising determin 
ing, based on the one or more weight values, that navigation 
to the first network location has a probability of being fol 
lowed by selection of a subset of links of the first plurality of 
links. 

13. The method of claim 12, further comprising selecting, 
in response to a Subsequent visit to the first network location 
by the client device, a second plurality of links for presenta 
tion to the client device based on second output values for the 
respective output nodes of the neural network, wherein the 
second output values are based on the set of input values and 
the at least one modified weight value. 

14. The method of claim 13, further comprising: 
creating an association between the feedback and one or 
more keywords in a query used to invoke the first net 
work location, and 
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determining whether to include the subset of links in the 
second plurality of links based on the association in 
response to a Subsequent query including the one or 
more keywords. 

15. A non-transitory computer-readable medium having 
stored thereon computer-executable instructions that, in 
response to execution, cause a computing device to perform 
operations, comprising: 

calculating, based on weight values and threshold values 
for respective nodes of a neural network, first output 
values for respective output nodes of the neural network 
given a set of input values provided to respective input 
nodes of the neural network; and 

in response to determining an epoch has ended, modifying 
at least one of the weight values at an end of an epoch to 
generate at least one modified weight value, wherein the 
modifying is based on feedback relating to the output 
values received during the epoch. 

16. The non-transitory computer-readable medium of 
claim 15, wherein the operations further comprise selecting a 
first plurality of links to web sites to be rendered on a client 
device based on the output values given the set of input values, 
wherein the set of input values represent a respective set of 
attributes of a first web site provided to the respective input 
nodes in response to the client device visiting the first web 
site. 

17. The non-transitory computer-readable medium of 
claim 16, wherein the operations further comprise receiving, 
as the feedback, a selection by the client device of at least one 
link in the first plurality of links during the epoch, wherein the 
epoch comprises a duration that the client device visits the 
first web site. 

18. The non-transitory computer-readable medium of 
claim 16, wherein the operations further comprise learning 
that navigation to the first web site has a likelihood of being 
followed by selection of a subset of links of the first plurality 
of links based on the one or more weight values. 

19. The non-transitory computer-readable medium of 
claim 18, wherein the operations further comprise selecting, 
in response to the client device visiting the first web site after 
the end of the epoch, a second plurality of links to be rendered 
on the client device based on second output values for the 
respective output nodes of the neural network, wherein the 
second output values are based on the set of input values and 
the at least one modified weight value. 

20. The transitory computer-readable medium of claim 19, 
wherein the operations further comprise: 

associating the feedback with one or more keywords of a 
query used to invoke the first web site, and 

including the subset of links in the second plurality of links 
based on the associating in response to a Subsequent 
query including the one or more keywords. 
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