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SYSTEM AND METHOD FOR PROCESSING DATA

BACKGROUND

Many enterprises and organizations have computer systems comprised of
large numbers of different elements such as computer servers, storage devices,
computers, processing devices, and the like. In large computer systems the
number of system elements may run info the hundreds, thousands, hundreds of
thousands, and beyond.

In large systems it is particularly difficult for system managers and
administrators to monitor the functioning of the whole system, making it difficult to
understand how the system is operating. Not surprisingly, effectively managing
such systems is particularly difficult. Without effective management, such
compuler systemns may quickly become outdated, over loaded, or otherwise no

longer suitable for meeting the expected requirements.

BRIEF DESCRIPTION

Embodimenis of the invention will now be described, by way of non-
imiting exampie only, with reference to the accompanying drawings, in which:

Figure 1 is a simplified block diagram of a system according to the prior
art;

Figure 2 is an illustration of an example visual output of the system of
Figure 1;

Figure 3 is a simplified block diagram of a system according to an
embodiment of the present invention;

Figure 4 is a simplified flow diagram outlining a method of operating the
system of Figure 3 according {0 one embodiment;

Figure 5 is a simplified block diagram of a sysiem according to an
embodiment of the present invention;

Figure © is a simplified How diagram outlining a method of operating the
system of Figure 5 according {0 one embodiment;

Figure 7 is a simplified block diagram of a system according to an

ambodiment of the present invention;
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Figure 8 is a simplified flow diagram ocutlining a method of operating the
system of Figure 7 according o one embodiment; and
Figure 8 is a simplified biock diagram of a status data processor according

an embodiment of the present invention.

DETAILED DESCRIPTION

Referring to Figure 1 is shown a computer system 100 comprising a
number of systemn elements 102 and 104, such as compulser servers, storage
devices, computers, and the like. For the purposes of lHlusiration, the system
eglements 102 represent system elements located in a first country, such as the
USA, and slements 104 represent system elements located in a second country,
such as China.

Status data from each of the elements is periodically gathered or oblained
by a status monitor 106. The sialus data may, for example, be sent periodically
from a sysiem element and received by the status monitor 106, or the stalus
monitor 106 may poll or interrogate a sysiem element {o obtain status data
therefrom. The sialus monitor 106 processes the oblained sialus data fo
generate ree map data. The status monitor 106 then passes, or otherwise makes
available, the generated free map data, or a portion thereof, to a visualization
module 108 which produces a visual tree map oulput based on the processed
received status data.

Tree maps or grid maps are generally known visualization technigues for
concisely and clearly showing large amounts of data. Tree maps are usseful in
reprasenting hierarchical sialus dala oblained during the operation of large
compuier systems.

An example tree map 200 produced by the visualization module 108 from
generated tree map dala is shown in Figure 2. The tree map 200 uses a cell
structure {o show a number of different cells 202 to 216. Each cell may represent
a group of received status data. The size of a cell relative o the size of other cells
in the tree map indicates a characteristic relative to other cells in the {ree map.
For example, in the tree map 200, each cell may represent the number of

computer servers in a particuiar country of a particular global computer system.
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For example, cell 202 may represent the number of computer servers identified
from the received sialus dala as being located in the USA, cell 204 may
reprasent the number of computer servers identified being located in China, and
so on. The relative size of sach of the cells 202 1o 216 represents or indicates a
characteristic of the displayed data. For instance, in Figure 2 it can be seen, at a
glance, that the size of cell 202 is approximately twice the size of cell 204, This
indicates that there are approximalely twice as many compuler servers in the
USA compared {o China. The number of celis shown in a tree map may depend
on the type of data being displayed.

The color or shading of sach celi may also be used {o represent status
data reiating to the status of the computer servers represented by each cell. For
example, cells 210 and 214 are shown with different hatched shading. The
shading or color of cell 210 may, for example, be used to indicate when a
reported processor utilization is above first predetermined level, and the shading
of cell 214 used to indicate when a reported processor utilization is above a
second predetermined level. The color of a cell may be chosen, for example, to
reprasent a characteristic, such as processor utilization, based on an average
value calculated from the status data of each server represented by the cell.

The generated fres map data may, for example, be generated by the
status data processor 302 in a mark-up language format such as HTML or other
suitable mark-up language. Use of HTML, for example, enables the tree map o
be displayed on an intemnst browser or other suitable visualization application. In
this way, sach cell may be ‘clickable’ and linked 10 a hyperlink. Additional data
may also be displayed (o a user of a browser, for example, by moving a mouse
pointer over a particular ceil.

The tree map 200 may also include selectable options (not shown), such
as drop down boxes, selectable lists, radio butions, eic., which cause the
visualization module 108 to change the view of a currently displaved tree map.
For example, by selecting a specific couniry option, the visualization module 308
may cause the status data processor 302 {0 generate new free map data o show
only status data from the selected couniry, such as the USA, with each cell being

used to show daia from elements in different states of the USA.
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However, current fres map visualization techniguss only allow the
visualization of static status data, such as the data gathered by the status monitor
106.

Referring now to Figure 3 there is shown a visualization system 300
according to an embodiment of the present invention. Further reference is made
o the flow diagram of Figure 4.

The system 300 comprises a status data processor 302 which receives or
obtains (402} siatus data 304 from a number of sysiem elements, such as the
elements 102 and 104 shown in Figure 1. Example status data 304 is shown
below in Table 1. Those skilled in the arl will appreciate that the received status
data is not limited o the fislds shown below and that a lesser or greater number

of fislds, or different fields, may be received or obtained as required,

STATUS DATA YALUE

Sever Namse PALO_ALTO SERVER 1
Status Data Timestamp (31/03/2010 094612
Processor Utilization 62%

Memory utilization 75%

Number of threads 214

Location Code USA _PALO_ALTO B20
QOperational Status RUNNING

Element Type SERVER _HPUX 1234 V2

Table 1: Example Status Data

in one embodiment the status data processor 302 pre-processes (404) the
received status data. Pre-processing of the data may include, for example,
consolidation of the received data, correlation, formatling of the received data,
normalization of the received data, or any other suitable pre-processing operation
as may be required, depending on the nature of the received status dafa.
Consclidation of the data may include, for example, grouping received siaius
data, for example, based on a location code of the elements, fillering dala or

selecting data based on timestamp information contained in the received data,
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filtering data or selecting data fields from a predetermined group of status data
fields, grouping some of the elements based on, for example, the type of network
element, and the like.

in addition {0 the received status data 304, the status daia processor 302
receives or obtains (406) status data modification data 308. The status daia
modification data 308 may, for example, be stored in a data slore, memory,
database, file, or other suitable storage medium, or may be inpul {o the stalus
data processor 302 by a user through a suilable user inferface such as through
the visualization module 306.

The status data moedification data 308 identifies one or more received
status dala fields and defines the manner in which the stailus dala processor 302
modifies {408) the identified status data field. For instance, in one embodiment
the stalus data modification dala 308 may define a muiltiplier, a funclion, a
mathematical operation, etc. that is {0 be performed on or applied o the received
status data 304. For example, status data modification data 308 may cause the
status data processor 302 to muitiply al least somse of the received status data
modification data 304 by a certain factor.

Example siatus data modification dala 308 is shown below in Table 2.

OATA TO MODIFY MODIFIER

Processor Utilization +15%

Tabie 2 — Example siaius data modification data

in this example, the processor utilization field of the received status data
for each system element will be increased by 15%.

The stalus data processor 302 applied (408) the status data maodification
data 308 {o the received siatus data 304 by maodifying the received sialus data
304 in accordance with the status data modification data 308.

The status data processor 302 then generales (408} ree map dala from
the modified status data.

The generated tree map data may then be passed to, made available to,

or ebtained by, the visualization module 308. In one embodiment the visualization
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module 3068 may be remote from the status dala processor 302 and may, for
example, obtain the tree map data to display via a network such as the Internst,
an intranst, a LAN, a WAN, or the liks.

The generated tree map dala enables the visualization module 306t
display a tree map that enables a user selectable item on the free map, such as a
button, a checkbox, a drop-down lisi, or the like, to be selected. Selection of the
user selectable item causes the visualization module 306 {o instruct the stalus
data processor 302 to generate new tree map dala based on the selected ilem, {o
enable a viewer of the generated free map o maodify the displayed tree map. For
example, the visualization module 306 may display a tree map that enables a
user to be able o select befween a tree map generated with the maodified status
data and a free map generated with the unmodified received status data 304. Ina
further embodiment, the visualizalion module 306 may display a tree map that
enables a viewer of the tree map to enter status daia modification data 308, and
o cause the stalus data processor 302 o generate new tree map data by
applying the received status data modification data 308 to the received status
data 304.

Such a systermn may be particularly advantagecus for performing capacity
planning of computer systems. Capacity planning consists of trying to determine
whether a current system is suitable for meeling both current and fulure needs,
and for determining how to timely adapt the system, for exampie by adding
additional capacity or resources, for future needs. In large systems, for example
systems having many thousands or hundreds of thousands of servers and cther
elements, capacity planning is a particularly complex task. However, the above-
described embodiment snables a user {o plan for fulure capacily needs in a
simple and effective mannar.

For example, a system manager may add slalus dala modification daia
308 to increase processor performance of all compuler servers in the system by
20% fo allow the sysiem manager (o visualize the effect of a 20% increase in
server utilization. The status data processor 302 then applies (4038) the 20% to
the processor ulilization fields of the received status dala 304 and generates

(410} new tree map data from the modified data.
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In this way, if different colors are used on the generated free map 1o show
processor slatus of different thresholds, this enables the system manager o
guickly visualize the effect a growth in processor ulilization would have. For
instance, a server or group of servers having an average processor utilization of
45%, shown in green on a iree map, would have an average processor utilization
of 54% and be shown in orange when a 20% increase is applied. This is
particularly useful {ool when performing capacity planning.

Referring now to Figure b, there is shown a simplified block diagram of a
system according to a further embaodiment of the present invention. Operation of
the system is further illustrated in the flow diagram of Figure 6.

A forecast module 504 analyzes (602} the obtained stalus data 304 to
identify or determine {(604) trends in the received status data 304. Trends may be
identified, for example, for individual fields of the received status data 304, or for
combinations of fields.

For instance, by processing historic status data 304 received over several
hours, days, weeks, months, elc, the forecast module 504 can identify frends or
progressions in different data fields. For example, the forecast module 504 may
process processor utilization data for all servers in a given location over a given
period of time, and may infer therefrom a future trend or progression of the
processor utilization of different servers or network elemenis. Table 3 shows
example hisioric and projected average processor utilization for all servers
located in the USA and China. Lach period may, for example, represent a period
of one month, or other suitable period. Pericds P4 to Py represent historic values,

and periods P4 {0 P4 represent projecied values.

FERIOCD AVE PROCESSOR
UTILIZATION
USA® CHINA®
P 50 30
P.a 49 32
P2 51 31
Fa 52 33
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Py 54 32
Py 55 34
P2 56 33
P 57 35
Fa 58 34

Table 3 — Example forecast data

The forecast module 504 may determine frend data for each element,
each group of elements, etc. in the system.

The status data processor 502then generales (606} tree map data based
on the forecast dala for a predetermined period. For example, the status data
processor 502may generate {608) a tree map showing projecled average
processor utilization for all servers in all countries for a period 1 year in the future.
The generaied ree map data may cause the visualization module 506 1o enable
all determined trend data {o be displayed sequentially, for example by enabling a
user to select which future pericds o show, or by cycling through all of the
projected trend data. The visualization module 506 may additionally enable a
future date 1o be selected and may supply this date to the stalus data processor
502 to cause new free map data for that date {o be generated.

in a further embodiment the status data processor 502may generate {ree
map data in which the colors of each cell represent the rate of change of one or
more characteristics. For instance, a cell may be shown in red when the rale of
processor utilization growth is above 20% over a predetermined period. When the
iree map data is displayed this helps a system manager gquickly see which
servers are experiencing rapid growth and which may need (o be identified for
upgrade o be able {0 cope with the increase growth.

in this way, an operator visualizing the tree map can quickly observe at
what point in time in the future different elemenis or groups of elements of the
systern may, or are likely to, become overloaded. This may be achieved, for
example, by observing the color of each cell. This is exiremely advantageous for

a system manager who needs to plan when upgrades to the system should be
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made. In large organizations and enlerprises capacity management is crucial in
maintaining the integrity of a system. Furthermore, increasing capacity of a
system requires considerable foresight since the lead times for ordering
additional equipment and scheduling installation of the new material is typically in
the order of many months.

Referring now to Figure 7, there is shown a simplified block diagram of a
system according to a further embodiment of the present invention for performing
disaster recovery simulation. Operation of the system is further Hllusirated in the
flow diagram of Figure 8.

The system 700 comprises disasler recovery planning data 702 which
comprises details of disaster recover actions 1o be taken in the effect of the
failure of one or more of the system elements. The disaster recovery planning
data 702 may, for example, be based on actual disasier recovery plans
applicable o the system of elements. For example, the disaster recovery
planning data 702 may define that in the event that the servers in location
USA PALC ALTO B20 bacome unavailable that the applications and tasks
previously running on those servers are to be moved {o one or more backup
servers in a different location, such as USA_ROSEV_B2. The disasier recovery
planning data 702 may be defined on an element by element basis {e.g. if server
PALO ALTO SERVER 1 becomes unavailable use  backup  server
ROSEV_SERVER 23}, on a location by location basis {e.g. if servers in
USA_PALOC_ALTO become unavailable use backup servers in ROSEV ), or in
any other suitable manner.

The system 700 also includes disaster test data 704, The disaster test
data 704 may, for example, be stored in a data store or memory 704 and may be
updated or input, for example, through an application or browser used to visualize
a tree map generated by the visualization module 706.

The disaster test data 704 is used for modifying the received status data
304 fo simulate the effect a disaster or system degradation on a portion of system
elements would have on the other system elemenis. For example, the disaster
test data 704 may define that all of the servers in location USA_PALO_ALTO are

unavailable, or have a reduced capacity. The disasier test data 704 may define,
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for exampie, that all of the servers in location CHINA are unavailable, or that all of
the servers in location FRANCE_PARIS are running with 50% reduced capacity.

The status data processor 708 processes (802) the received stalus data
304, and applies (804) the disaster test data 704 to the received status dafa 304
and then applies (806) the disaster recovery planning data 702 {o generate (808)
new free map data. For example, if the disaster fest data 704 defines that the
servers in the location USA _PALO ALTO are ‘unavailable’ the status dala
processor 708 will process to the received siatus data 304 to reattribute the load
on those servers (e.g. the applications and the tasks running thereon) to those
servers in accordance with the disaster recovery planning data 702.

For example, if the servers in location USA_PALO _ALTO are running at
an average of 50% capacity, and their load is transferred o a group of similar
servers in localion USA_ROSBEV running al an average of 25% capacity, the
status data processor 706 will estimate the new load on the servers in location
USA ROSEV {o be case 75%.

The status data processor 706 dstermines new capacily siatus data for
each backup affected server. The visualization module 706 displays a free map
using the generated tree map data enabling the effect of applying the disaster
test data 704 on the status of the different system elements to be visualized. For
example, this may cause the visualization module 306 to show the USA_ROSEY
cell in red where the new estimated load is 75%.

in a further embodiment, the status data processor 706generates {ree map
data which, when displayed by the visualization module 708, enables a user {o
select one or more cells and to enter disaster test data 704 1o be applied to that
cell. For instance, a user may select the cell showing servers in location
USA _PALO_ALTO, for example by aclivating a contexi-sensitive menu, and may
modify the capacity status or availabilily status thereof. For example, the tree
map may enable a user {o select the cell USA_PALC ALTO and to enter disasier
test data of ‘Operational_Status=dowr’, 1o simulate the failure of servers having
the location code USA PALO ALTO.

In this way, a system manager may comprehensively test disaster plans

by simulating the whole or partial failure of one or more elements in the system,



WO 2011/126604 PCT/US2011/024692

41 -

and by visualizing the affect of the faillure on other slements in the system. This
may help a sysiem manager improve disasier recover plans, for example, by
enabling identification of locations or servers which have spare capacily and
which may be suitable for allocating as backup servers.

Similarly, such a system may help a system manager identify backup
tocations which may not have sufficient capacity to act as backup locations. In
such circumstances, the system manager may modify the disasler recovery
planning data 702 to test using a different backup location. A system manager
may then modify the actual disaster recovery plans used in the system, based on
the simulation, o ensure that such disaster recovery plans may be executed
effectively. Furthermore, such a system may enable a system manager io
determine which slements in which locations would benefit from having additional
capacity added therelo.

An embodiment of a status data processor 802 is shown with reference o
Figure 8. The status daia processor 902 may comprise, for example, a micro
processor or micre controller 804 for executing machine readable instructions
stored in a memory 808, Inpul and oulput cperations may be handled by an VO
interface 806. The processor 804, VO interface 8086, and memory 808, are
coupled via a bus 910,

Although the above-described embodiments are primarily described with
reference o processing status data received from compuler systems or networks,
those skilled in the arl will appreciate that those embodiments are in no way
Hmiting. For example, in a yet further embodiment the status data processor 302
or 502 receives and processes data cther than dala relating to status data of
elements of a computer system of network.

For example, in one embodiment the received status data 304 relates {o

infeclious or contagious disease, as shown below in Table 4.

STATUS DATA VALUE
Disease_Type H1N1

Location Code UsSa PALO _ALTO
Transmission index 4
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Reporied Cases 1230
incubation Period (days) 15
Infection Severity Index 2

Table 4: Example Status Data

Such status data may be collected by a local health authority, for example,

for different diseases for different areas.

Example status data modification data is shown below in Table 5.

JATA TO MODIFY MORIFIER

Processaor Utilization +15%

Table 5 — Example status data modification data

The status data processor 302 or 502 may generale tree map data that
enables users, such as health workers, to visualize the status of one or more
infactious or other diseases or ailments in one or more locations. For example, if
disease staius data is available for each town or region of a couniry, a health
worker may visualize via a tree map the current stalus of the disease over the
whole country or a part therecf. Furthermore, by providing status dala
modification data 308 enables the health worker to visualize the effect of
increased infection, as specified by the status data modification data 308,

in a further embodiment the Torecast module 504 may delermine projected
or trend data based on analysis of the received status data 304, In this way, the
status data processor 302 or 502 may generate tree map data to enable health
workers {o visualize, via a tree map, the projected or estimaied progression of the
disease al a specified future date. This may be particularly useful in the
monitoring of infectious diseases enabling health workers 1o better plan how o
deal with an ocutbreak of a disease. For example, using the above-described
techniques may enable health workers {o estimaie where and when hospital beds

may need {0 be made available to deal with the conseguences of such an
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cutbreak. Furthermore, such a system may be of particular help to health workers
o prioritize where and when a vaccination program, for example, should be put in
place to help prevent the spread of the disease.

in other embodiment the received status data and status data modification
data may relate to any other suilable status data, such as sales data,
manufaciuring data, product failure data, reported crime data, weather data, road
traffic data, human migration data, and the like.

In some embodiments the visualization modules 306, 506, and 706 may
be implemented as machine readable instructions stored in the memaory 808 and
executed by the processor 904,

it will be appreciated that embodiments of the present invention can be
realized in the form of hardware, software or a combination of hardware and
software. Any such sofiware may be slored in the form of volalile or non-volatile
storage such as, for example, a storage device like a ROM, whether erasable or
rewritable or not, or in the form of memaory such as, for exampie, RAM, memory
chips, device or integrated circuils or on an oplically or magnetically readable
medium such as, for example, a CD, DVD, magnetic disk or magnetic tape. It will
be appreciated that the slorage devices and storage media are embodiments of
machine-readable storage that are suitable for storing a program or programs
that, when execuled, implement embodimenis of the present invention.
Accordingly, embodiments provide a program comprising code for implementing
a systermn or method as claimed in any preceding claim and a machine readable
storage storing such a program. Stll further, embodiments of the present
invention may be conveyed elechronically via any medium such as a
communication signal carried over a wired or wireless conneclion and
embodiments suitably encompass the same.

All of the fealures disciosed in this specificalion (including any
accompanying claims, abstract and drawings), and/or all of the steps of any
method or process so disclosed, may be combined in any combination, except
combinations where at least some of such features and/or steps are mutually

exclusive,
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Each feature disclosed in this specification (including any accompanying
claims, absiract and drawings), may be replaced by allernative fealures serving
the same, equivalent or similar purpose, unless expraessly stated ctherwise. Thus,
unless expressly stated otherwise, each fealurs disclosed is one example only of

a generic series of squivalent or similar features.
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CLAIMS

1. A computer system for processing data relating to elements of a
network comprising:

a processor adapied to execute slored instructions; and
a memory device that slores instructions for exscution by the processor, the
memory device comprising computer-implemented code adapted io:

receive status data relating 1o elementis of the network;

obiain status data modification dala;

modify at least some of the received status data in accordance with the
status data modification data; and

generate tree map data based on the modified data.

2. The computer system of claim 1, wherein the memory device
further comprises code adapted {0 send the generaled tree map daia {o a tree

map visualization application,

3. The computer system of claim 1, wherein the code to receive the
status dala is adapted {0 receive slalus data comprising a plurality of fields
including at least one of. element type, element location code, element name,
element processor ulilization, element memory usage; operational stalus; and a

timestamp.

4. The compuler system of claim 1, wherein the code {0 oblain status
data modification data is adapled o receive stalus data modification data to
modify processor utilization data and wherein the code to generate tree map data
is adapted 1o generate tree map data including processor utilization data modified

in accordance with the received status data modification data.

5, The computer system of claim 1, wherein the memory device
further comprises code adapted to:

analyze received status data; and
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determine trend data;
and wherein the code to modify the received status data is adapted to modify the

received sfatus data in accordance with the defermined trend data.

6. The computer system of claim 5, wherein the code 1o generaie tree
map dala is adapied to gensrate tree map dala based on the trend data for a

predetermined future date,

7. The computer system of claim 8, whersin the code o generate tree

map data is adapled to oblain a fulure data from a user.

8. The computer system of claim 2, wherein the code 1o generaie free
map dala is adapled fo generate tree map data in the hyperiext mark-up
language, and wherein the code {o send the generaled tree map data © a tree
map visualization application is adapled to send the generated {ree map data {o

an internet browser application.

9. The computer system of claim 1, wherein the memory device
further comprises computsr-implemented code adapled to oblain disaster
racovery planning data describing a backup plan for elements of the network, and
wherein the memory device further comprises disaster test data for modifying at
least some of the received staius data,

wherein the code to modify at ieast some of the received status data in
accordance with the slalus dala modification data is adapled o modify the
received siatus data in accordance with the disaster test data and the disaster

recovery planning daia.

10, The computer system of claim 9, wherein the code o obtain
disaster recovery planning data is adapted 1o receive disaster recovery planning
data describing how a processing load from a first element is {0 be transferred {o

a second network element in the avent that first element becomes unavaiiable.



WO 2011/126604 PCT/US2011/024692

47 -

11, The computer system of claim 9, wherein the code to generaie tree
map data is adapled io generale free map dala io enable the visualization of the
effects of applying the disaster test data and disaster recovery planning data to

the received status modification data.

12.  The computer system of claim 9, wherein the memory device
further comprises computer-implementsd code adapted to obiain disaster test
data from a user, and wherein the code {0 modify the received siatus dala is
adapted to modify the received slatus dafa in accordance with the received

disaster test data.

13.  Atangible, machine-readabie medium that stores machine-readable
instructions executable by a processor (o visualize characteristics of elements of
a network, the tangible, machine-readable medium comprising:

machine-readable instructions that, when executed by the processor

obtain status data relating to elements of the network;

machine-readable instructions that, when execuled by the processor,
obtain status data modification data;

machine-readable instructions that, when executed by the processor,
maodify at least some of the received stalus dala in accordance with the status
data modification dalg;

machine-readable instructions that, when executed by the processor,

generate tree map data based on the modified data; and

machine-readable instructions that, when execuled by the processor,

generate and display a tree map based on the generated {free map dala.

14, A method of processing status dala comprising:

receiving status dalg;

obtaining status data modification data;

modifying at least some of the received status data in accordance with the
status data modification data; and

generating tree map data using the modified data.



WO 2011/126604
1/4

0 0w ey
® b

PCT/US2011/024692

108\

VISUALIZATION

=
600v Qha'h
e i
s SOURCE STATUS MONITOR
8
L4
: SOURCE
§

SQURCE

[ S SOURCE &
‘% F)

»
® -
® 5 0 o 0 85 P

MODULE

FIGURE 1

=
[sv]

202 206

208

204

T A O O
B U R R B R S
ot e e S S e T e
B A T, R )

FIGURE 2



WO 2011/126604

PCT/US2011/024692

VISUALIZATION

2/4

302 =
PROCESSOR

300

08

STATUS DATA

MODIFICATION

DATA
402

\] recene

STATUS DATA

404
\| PRE-PROCESS
DATA

406§ OBTAIN STATUS
DATA
MODIFICATION
DATA

408 APPLY
MODIFICATION
DATATC
STATUS DATA

410
GENERATE
TREE MAP DATA

MODULE

306/

FIGURE 3

FIGURE 4



WO 2011/126604 PCT/US2011/024692

3/4
502 m—y
304: 5 STATUS DATA VISUALIZATION
PROCESSOR MODULE
e
o504
FORECAST

MODULE FIGURE 5

\ ANALYZE DATA

FIGURE ©

04
DETERMINE
TRENDS

GENERATE
TREE MAP DATA




WO 2011/126604 PCT/US2011/024692

4/4
706 m—y
304 STATUS DATA VISUALIZATION
— PROCESSOR MODULE
705
7~ 704
FIGURE 7 DISASTER
RECOVERY -
PLANNING DISASTER 700
BATA TEST DATA ==

[o]
3
N

ANALYZE DATA FIGURE 8

804
APPLY

DISASTER TEST
DATA

508 APPLY
DISASTER
RECOVERY
PLANNING DATA

[o]
fas]
[e3]

GENERATE
TREE MAP DATA

902 STATUS DATA PROCESSOR

. FIGURE 9

PROCESSOR e MEMORY

304e 306 e”® 808«




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - claims
	Page 17 - claims
	Page 18 - claims
	Page 19 - drawings
	Page 20 - drawings
	Page 21 - drawings
	Page 22 - drawings

