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(54) Title: METHOD AND APPARATUS FOR IDENTIFYING FACIAL FEATURES

(57) Abstract: A method for identifying facial features comprises following steps: An image tracing step is performed to receive video data of a plurality of face images and to obtain a real-time background image from the video data by a video tracing technique. A data calculating step is performed to calculate a video data difference between a current face image and the real-time background image. A process setting step is performed to set an iteration number according to the video data difference. A coordinate requesting step is performed to obtain facial feature coordinates of a previous face image, the previous one of the current face image, serving as initial facial feature coordinates. A localization step is performed to obtain current facial feature coordinates of the current image by conducting an iterative calculation according to the iteration number and based on the initial facial feature coordinates.
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Published: with international search report (Art. 21(3))
FIELD OF THE INVENTION

[0001] The present invention relates to image processing technology, and more particularly to a video/image-based method for identifying facial features and the apparatus for implementing the same.

BACKGROUND OF THE INVENTION

[0002] Identifying characteristics of a face (the facial features such as the contours of the full face, the forehead, the eyebrows, the nose, the eyes and the mouth) that is displayed in video image is the basic technique of an electronic equipment for providing functions of face reorganization, human-machine interaction (HMI) or other entertainments. For example, the face image may be edited by adding some entertainment image tools, such as a hat, a glasses or as mask, thereon, after the coordinate of these facial features are identified in the image; and the relative locations of these facial features displayed in video image can be determined.

[0003] The current method for identifying facial features may be applied by an electronic equipment to both identify the contours of the full face and the facial features of the face image by scanning each of the video images, and the identified information of the full face and the facial features may be then associated with each other, whereby the motion of the facial features can be comply with that of the full face during the process for displaying the video images. However, identifying the contours of the full face and the facial features as well as associating them with each other may cost huge data workloads and require large amounts of compute power. As result, the electronic equipment may be operated
at a speed that can not satisfy the user requirement or operation context due to the huge data workloads. Besides, merely identifying the contours of the full face and the facial features by scanning each of the video images particularly but not considering the relative size of the full face among different face images may cause the motion of the facial features discontinue during the process of displaying the video images, and thus adversely affect the display performance of the electronic equipment.

[0004] Therefore, there is a need of providing an improved for identifying facial features and the apparatus for implementing the same to obviate the drawbacks encountered from the prior art.

SUMMARY OF THE INVENTION

[0005] A method for identifying facial features and the apparatus for implementing the same are provided to improve the operating speed of an electronic equipment used to identifying facial features from a plurality of video images and to make the motion of the facial features smoother during the process for displaying the video images, thereby the display performance of the electronic equipment can be improved.

[0006] In accordance with an aspect, a method for identifying facial features is provided, wherein the method comprises steps as follows: An image tracing step is firstly performed to receive video data of a plurality of face images and to obtain a real-time background image from the video data by a video tracing technique during a process for displaying the plurality of face images. A data calculating step is then performed to calculate a video data difference between a current face image and the real-time background image. Next, a process setting step is performed to set an iteration number according to the video data difference.
Subsequently, a coordinate requesting step is performed to obtain facial feature coordinates of a previous face image, the previous one of the current face image, serving as initial facial feature coordinates. A localization step is then performed to obtain current facial feature coordinates of the current image, wherein an iterative calculation is conducted according to the iteration number to localize the facial features of the current image based on the initial facial feature coordinates.

[0007] In accordance with another aspect, an apparatus for identifying facial features is provided, wherein the apparatus comprises an image tracing module, a data calculating module, a process setting module, a coordinate requesting module and a localization module. The image tracing module is used to request video data of a plurality of face images and to obtain a real-time background image from the video data by a video tracing technique during a process for displaying the plurality of face images. The data calculating module is used to calculate a video data difference between a current face image and the real-time background image. The process setting module is used to set an iteration number according to the video data difference. The coordinate requesting module is used to obtain facial feature coordinates of a previous face image, the previous one of the current face image, to serve as initial facial feature coordinates. The localization module is used to obtain current facial feature coordinates of the current image by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial facial feature coordinates.

[0008] In comparison with the current method, current facial feature coordinates of a current image can be obtained by conducting an iterative calculation based on video data of a previous face image, the previous one
of the current face image, thus the video images can be displayed with a quicker operating speed by the electronic equipment of the aforementioned embodiments of the present invention. In addition the display performance of the electronic equipment can be improved due to smoother motion of the identified facial features during the process for displaying the video images.

[0009] The above objects and advantages of the present invention will become more readily apparent to those ordinarily skilled in the art after reviewing the following detailed descriptions and accompanying drawings:

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] FIG. 1 is a diagram illustrating an electronic equipment used to implementing a method for identifying facial features, in accordance with a first embodiment of the present invention;

[0011] FIG. 2 is a block diagram illustrating the method for identifying facial features, in accordance with the first embodiment of the present invention;

[0012] FIG. 3 illustrates a single image excerpted form a process for displaying video data, in accordance with an embodiment of the present invention;

[0013] FIG. 4 illustrates a real-time background image, in accordance with an embodiment of the present invention;

[0014] FIG. 5 is a process diagram illustrating a step S5 for calculating a video data difference between a current face image and the background image, in accordance with the first embodiment of the present invention;

[0015] FIG. 6 is a binary image of a foreground image, in accordance with an embodiment of the present invention;
[0016] FIG. 7 is a block diagram illustrating the method for identifying facial features, in accordance with a second embodiment of the present invention;

[0017] FIG. 8 is a block diagram illustrating the method for identifying facial features, in accordance with a third embodiment of the present invention;

[0018] FIG. 9 is a block diagram illustrating the method for identifying facial features, in accordance with a fourth embodiment of the present invention;

[0019] FIG. 10 is a block diagram illustrating the method for identifying facial features, in accordance with a fifth embodiment of the present invention;

[0020] FIG. 11 is a block diagram illustrating the method for identifying facial features, in accordance with a sixth embodiment of the present invention;

[0021] FIG. 12 is a block diagram illustrating the apparatus for identifying facial features, in accordance with a seventh embodiment of the present invention;

[0022] FIG. 13 is a block diagram illustrating the apparatus for identifying facial features, in accordance with an eighth embodiment of the present invention;

[0023] FIG. 14 is a block diagram illustrating the apparatus for identifying facial features, in accordance with a ninth embodiment of the present invention;

[0024] FIG. 15 is a block diagram illustrating the apparatus for identifying facial features, in accordance with a tenth embodiment of the present invention;
FIG. 16 is a block diagram illustrating the apparatus for identifying facial features, in accordance with a eleventh embodiment of the present invention; and

FIG. 17 is a block diagram illustrating the apparatus for identifying facial features, in accordance with a twelfth embodiment of the present invention.

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS

[0027] It is to be noted that the following descriptions of preferred embodiments of this invention are presented herein for purpose of illustration and description only. It is not intended to be exhaustive or to be limited to the precise form disclosed.

[0028] First embodiment

[0029] FIG. 1 is a diagram illustrating an electronic equipment used to implementing a method for identifying facial features, in accordance with a first embodiment of the present invention. The electronic equipment 1 comprises a display panel 10 used to display video images. The electronic equipment 1 may be a computer, a portable electronic terminal apparatus, or a computing apparatus similar thereto.

[0030] A practical embodiment for implementing the method to identify facial features is described as follows:

[0031] FIG. 2 is a block diagram illustrating the method for identifying facial features, in accordance with the first embodiment of the present invention, wherein the method for identifying facial feature comprises steps as follows:

[0032] Video data having a plurality of face images is received, and a real-time background image is then obtained from the video data by a
video tracing technique during a process for displaying the plurality of face images (see step S1).

[0033] A video data difference between a current face image and the real-time background image is then calculated (see step S2).

[0034] Next, an iteration number is set according to the video data difference (see step S3).

[0035] Subsequently, facial feature coordinates of a previous face image, the previous one of the current face image, is obtained to serve as initial facial feature coordinates (see step S4).

[0036] Current facial feature coordinates of the current image is then obtained by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial facial feature coordinates (see step S5).

[0037] By adopting the method for identifying facial features provided by the first embodiment, current facial feature coordinates of a current image can be obtained by conducting an iterative calculation based on video data of a previous face image, the previous one of the current face image, thus face images can be displayed with a quicker operating speed, and the display performance of the electronic equipment can be improved due to smoother motion of the identified facial features during the process for displaying the face images.

[0038] In some embodiments of the present invention, the detailed process for proceeding the aforementioned steps may be varied; and in a preferred embodiment, the detailed process and mechanism of these steps are described as followed:

[0039] The video data aforementioned in the step S1 is a video file, such as a move downloaded by a user of the electronic equipment 1 or a short
video filmed or produced by the user, stored in a memory medium established in the electronic equipment 1. Alternatively, the video data may be video streaming, such as online videos or online animation, obtained by accessing online video sites through internet. The video data also can be real-time images obtained from a real-time video communication system through internet, e.g. the real-time photos and pictures of other people obtained along with video chatting or the images obtained by real-time monitoring. In the present embodiment, the video data at least comprises a face image, and the motion of the face images can be observed by displaying the video data. FIG. 3 illustrates a single image excerpted from a process for displaying the video data, in accordance with an embodiment of the present invention (wherein a bookmarker image is presented to illustrate the current face image as mentioned).

[0040] In the present embodiment, a video tracing technique based on background subtraction algorithm is applied to trace the face images to determine the video data difference among the face images, so as to obtain the real-time background image. Since the real-time background image is obtained by generalizing the previous face images that are received by the electronic equipment 1 before the current face image, thus the real-time background image not only comprises the common background region of the previous face images but also comprises shadow region that occurs along the motion of the face image, as shown in FIG. 4 (wherein a real-time background image of the bookmarker image is presented to illustrate that of the current face image).

[0041] FIG. 5 is a process diagram illustrating a step S5 for calculating a video data difference between a current face image and the background
image, in accordance with the first embodiment of the present invention, wherein the step S5 comprises sub-steps as follows:

[0042] The current face image and the real-time background image are firstly received, and a gray degree treatment is then performed on the current face image and the real-time background image (see Step S2.1). In some embodiments of the present invention, the gray degree treatment is a gray degree transformation used to transform the current face image and the real-time background image into grayscale images. In other words, the transformed current face image and the transformed real-time background image are only composed by pixels each of which has a brightness ranging from 0% (black) to 100% (white). For example, when the current face image and the real-time background image are transformed into 8-bit gray-level (256x256 pixels) images, each pixels of the transformed current face image and the transformed real-time background image has a brightness ranging from 0% (black) to 100% (white).

[0043] The difference of the transferred current face image and the real-time background image both subject to the gray degree treatment is then obtained to form a prospective view image (see step S2.2). In practice, the gray degree of each pixel of the transferred real-time background image is deducted from the gray degree of the corresponding pixel of the transferred current face image, whereby the integration of the gray degree difference of these pixels can be referred to as a foreground image.

[0044] In the background subtraction process, if regions of each face image that remain constant during the displaying process until now, the gray degree difference of these pixels on pertinent regions can be 0 (it
means that the gray degree of these regions on the foreground image is 0, and is referred to as "Black"); and if regions of each face image that vary during the displaying process, the gray degree difference of these pixels on the pertinent regions between the subtraction of the transferred real-time background image and the transferred current face image cannot be 0 (it means that the gray degree of these regions on the foreground image is not 0, and is referred to as "not Black"). Thus, the foreground image can reveal the regions of the current face image that have been varied against the real-time background image. If the foreground image is further subjected to a binary treatment, the regions of the current face image that have been varied against the real-time background image can be determined more easily. For example, if the gray degree of a pixel of the foreground image is greater than a threshold value (such as 0), the gray degree of the pixel is reset as 225 (that is referred to as "White"); if the gray degree of a pixel of the foreground image is not greater than the threshold value, the gray degree of the pixel is reset as 0 (that is referred to as "Black"). Thus, by observing the black-and-white (binary) image, as shown in FIG. 6, the regions of the current face image that have been varied against the real-time background image can be determined more easily.

[0045] The pixels of the foreground image are classified in at least two groups according to different criteria for evaluating their gray degree, and a weight value is given to the pixels of the foreground image that are classified within the same group (see step S2.3). For example, the pixels of the foreground image are classified in two groups, wherein the pixels of the foreground image with gray degree ranging from 0 to 20 are classified in one group, and the pixels of the foreground image with gray degree
ranging from 1 to 225 are classified in another group. A weight value 0 is then given to the pixels of the foreground image with gray degree ranging from 0 to 20, and a weight value 1 is then given to the pixels of the foreground image with gray degree ranging from 21 to 225. In yet another example, the pixels of the foreground image are classified in four groups according to 4 criteria in evaluating their gray degree respectively ranging from 0 to 45, from 46 to 100, from 101 to 175 and from 176 to 225. A weight value 0.1 is then given to the first group of which pixels of the foreground image have gray degree ranging from 0 to 45, a weight value 0.2 is then given to the second group of which the pixels of the foreground image have gray degree ranging from 46 to 100, a weight value 0.7 is then given to the third group of which the pixels of the foreground image have gray degree ranging from 101 to 175, and a weight value 0.9 is then given to the fourth group of which the pixels of the foreground image have gray degree ranging from 176 to 225. 

[0046] The video data difference is then obtained by calculating the ratio of the weighted sum of the pixels number to the pixels number of the foreground image (see step S2.4). The aforementioned second example in which the pixels of the foreground image are classified in four groups are used to describe the detailed process for obtaining the video data difference. If the first group has 100 pixels of the foreground image with gray degree ranging from 0 to 45, the second group has 150 pixels of the foreground image with gray degree ranging from 46 to 100, the third group has 200 pixels of the foreground image with gray degree ranging from 101 to 175, and the fourth group has 250 pixels of the foreground image with gray degree ranging from 176 to 225, the video data difference can be calculated using the following formula:
\[(100 \times 0.1 + 150 \times 0.2 + 200 \times 0.7 + 250 \times 0.9) / (100 + 150 + 200 + 250) \] \^0.58

[0048] However, in some other embodiments of the present invention, the video data difference may be a product of the result of the formula and a certain experimental value.

[0049] In the present embodiment, the iteration number as set forth in the step S3 is proportional to the video data difference. In other words, if the video data difference is getting greater, the iteration number must grow up in the same proportion.

[0050] The facial feature coordinates of the previous face image as set forth in the step S4 can be also obtained by the method for identifying facial features described in the present embodiment and then be stored in a memory medium established in the electronic equipment 1 or a server in connection with the electronic equipment 1 by a communication linkage.

[0051] In the step S5, an algorithm based on an active shape model (ASM) is applied to conduct an iterative calculation according to the set iteration number to localize the facial features of the current image based on the initial facial feature coordinates.

[0052] Second Embodiment

[0053] According to the first embodiment, the method for localizing the current facial feature coordinates of the current image, an iterative calculation is necessary to obtain the current facial feature coordinates of the current image. However, in the context while the face images remain unchanged during the process of displaying, the current facial feature coordinates of the current image could not be changed against the facial feature coordinates of the previous face image. Thus, the facial feature coordinates of the current image resulted from the iterative calculation
may identical with the facial feature coordinates of the previous face image. To a certain extant, the step of conducting the iterative calculation may be redundant and cost unnecessary computing resources to reduce the operation speed of the electronic equipment 1.

[0054] A solution to the drawbacks encountered from the first embodiment is provided. FIG. 7 is a block diagram illustrating the method for identifying facial features, in accordance with a second embodiment of the present invention, wherein the steps of the second embodiment are similar with that of the first embodiment except that after the step S2 is carried out, the method further comprises steps as follows:

[0055] A first test (see step S21) is performed to determine whether the video data difference is less than a first threshold value (e.g. 0.01%). If the video data difference is not less than the first threshold value, the process will proceed to perform the step S3; and if the video data difference is less than the first threshold value, it means that the current facial feature coordinates of the current image are nearly not changed against the facial feature coordinates of the previous face image, or means that the changes among the face images during the process of displaying are too minor to be perceived with eyes, thus the process is then proceed to perform a step S22 as follows:

[0056] The facial feature coordinates of the previous face image are requested to be referred to as the current facial feature coordinates of the current image.

[0057] In sum, the iterative calculation is omitted and the facial feature coordinates of the previous face image are directly used to serve as the current facial feature coordinates of the current image, in the present embodiment, while a context that the face images remain unchanged
during the process of displaying is determined. Accordingly, computing resources can be saved and the operation speed of the electronic equipment can be improved.

[0058] Third Embodiment

[0059] According to the first and the second embodiments, the method for localizing the current facial feature coordinates of the current image, an iterative calculation used to calculate all the current facial feature coordinates of the current image is necessary. However, in the context while most regions of the face images remain unchanged during the process of displaying, the current facial feature coordinates of the current image involved in the unchanged regions could be identical with the facial feature coordinates of the previous face image involved in the same regions. To a certain extant, the iterative calculation conducted in the unchanged regions may thus be redundant and cost unnecessary computing resources to reduce the operation speed of the electronic equipment.

[0060] A solution to the drawbacks encountered from the first and the second embodiments is provided for identifying facial features. FIG. 8 is a block diagram illustrating the method for identifying facial features, in accordance with a third embodiment of the present invention, wherein the steps of the third embodiment are similar with that of the first and the second embodiments except that after the step S3 is carried out, the method further comprises steps as follows:

[0061] Regions of interest (ROIs) of the current face image are identified according to the video data difference (see step S31).

[0062] In practice, ROIs of the current face image are identified by comparing and tracing the positions of a human face that respectively exist
in the current face image and the previous face image, whereby a human
face moving region is determined. In the present embodiment, the
human face moving region is determined by measuring the moving
distances along an X axis (the horizontal distance) and a Y axis (the
vertical distance) of the human faces varying between the current face
image and the previous face image. In some embodiments of the present
invention, the moving distances may be a product of the video data
difference and a constant (e.g. a), wherein the constant (a) may be a
certain experical value. As the video data difference is getting greater,
the human face moving region is getting bigger, and the square measure of
the ROIs is also getting bigger.

[0063] In addition, the step S31 may further comprise steps of performing
an illumination normalization treatment on the ROIs to prevent the
subsequent calculation from being adversely effected by light illumination
as the ROIs is illuminated by various light sources.

[0064] The subsequent step S5 corresponding to the step S31 is then
performed by conducting an iterative calculation to obtain the current
facial feature coordinates of the current image merely based on the initial
facial feature coordinates involved in the ROIs.

[0065] In sum, mere the current facial feature coordinates of the current
image involved in the ROIs, in the present embodiment, are obtained by
the iterative calculation. Accordingly, computing resources can be saved
and the operation speed of the electronic equipment I cane improved.

[0066] Fourth Embodiment

[0067] According to the third embodiment, the method for localizing the
current facial feature coordinates of the current image, an iterative
calculation is necessary to obtain the current facial feature coordinates of
the current image. However, in the context while a great change occurs among the face images during the process of displaying, accurate current facial feature coordinates of the current image could not be obtained by merely performing the iterative calculation. In the worst case, the current facial feature coordinates of the current image may not be obtained by the iterative calculation.

[0068] A solution to the drawbacks encountered from the third embodiment is provided. FIG. 9 is a block diagram illustrating the method for identifying facial features, in accordance with a fourth embodiment of the present invention, wherein the steps of the fourth embodiment are similar with that of the third embodiment except that after the step S31 is carried out, the method further comprises steps as follows:

[0069] A second test (see step S32) is performed to determine whether the video data difference is greater than a second threshold value (e.g. 8%). If the video data difference is not greater than the second threshold value, the process is then proceed to perform the step S4; and if the video data difference is greater than the second threshold value, the process will proceed to perform a step S33 as follows:

[0070] A human face inspection is performed on the ROIs to obtain a training value of the facial feature coordinates involved in the ROIs; the training value of the facial feature coordinates are then referred to as the initial facial feature coordinates; and the process is subsequently proceed to perform the step S5. In the present embodiment, the training value of the facial feature coordinates can be obtained by performing an algorithm based on ASM with a great number of samples.

[0071] In sum, the initial facial feature coordinates, in the present embodiment, can be redefined according to the training value of the facial
feature coordinates, while a context that a great change occurs among the face images during the process of displaying is determined. Accordingly, computing resources can be saved and the operation speed of the electronic equipment can be improved.

[0072] Fifth Embodiment

[0073] For the purpose of obtaining more accurate current facial feature coordinates of the current image, an improved method for identifying facial features is provided. FIG. 10 is a block diagram illustrating the method for identifying facial features, in accordance with a fifth embodiment of the present invention, wherein the steps of the fifth embodiment are similar with that of the first embodiment except that prior to the step S5, the method further comprises steps as follows:

[0074] Moving speed and direction of the facial features varying between the current face image and the previous face image are predicted (see step S51). In the present embodiment, the moving speed and direction of the facial features can be predicted by applying a Kalman filter.

[0075] The initial facial feature coordinates are adjusted according to the predicted moving speed and direction of the facial features (see step S52). In detail, the initial facial feature coordinates are inputted into the Kalman filter; the moving speed and direction of the facial features varying between the current face image and the previous face image are predicted can be predicted by the Kalman filter; the initial facial feature coordinates are adjusted according to the predicted moving speed and direction of the facial features; and adjusted initial facial feature coordinates are subsequently output.

[0076] The iterative calculation of the step S5 corresponding to the present embodiment is thus performed based on the adjusted initial facial
feature coordinates to obtain the current feature coordinates of the current image.

[0077] In addition, after the step S5 is carried out, the method further comprises steps as follows:

[0078] The current feature coordinates of the current image and the predicted moving speed and direction of the facial features are further adjusted (see step S53). In the present embodiment, the predicted moving speed and direction of the facial features can be further adjusted by the Kalman filter according to the current feature coordinates of the current image; and the current feature coordinates of the current image can be further adjusted according to the predicted moving speed and direction of the facial features adjusted by the Kalman filter.

[0079] In sum, Kalman filter is applied to predict the moving speed and direction of the facial features varying between the current face image and the previous face image. The initial facial feature coordinates can be adjusted according to the predicted moving speed and direction of the facial features. The current feature coordinates of the current image obtained by the step S5 and the predicted moving speed and direction of the facial features can be further adjusted. Such that, more accurate current facial feature coordinates of the current image more accurate current facial feature coordinates of the current image can be obtained.

[0080] Sixth Embodiment

[0081] For the purpose of making the motion of the facial features smoother, an improved method for identifying facial features is provided. FIG. 11 is a block diagram illustrating the method for identifying facial features, in accordance with a sixth embodiment of the present invention, wherein the steps of the fifth embodiment are similar with that of the first
embodiment except that after the step S5 is carried out, the method further comprises steps as follows:

[0082] The current facial feature coordinates of the current image are subjected to a smooth treatment (see step S54). In the present embodiment, the smooth treatment can be implemented by adjusting the current facial feature coordinates of the current image and the facial feature coordinates of a previous face image with the following formula: the current facial feature coordinates of the current image after the smooth treatment (P) = the current facial feature coordinates of the current image prior to the smooth treatment (PI) x b + the facial feature coordinates of a previous face image after the smooth treatment (P2) x (1-b), wherein b is a predetermined scale coefficient.

[0083] In sum, the current facial feature coordinates of the current image are subjected to a smooth treatment to make the motion of the facial features smoother, so as to prevent motion of the facial features from being discontinue during the process for displaying the face images.

[0084] Seventh Embodiment

[0085] FIG. 12 is a block diagram illustrating the apparatus 100 for identifying facial features, in accordance with a seventh embodiment of the present invention, wherein the apparatus 100 comprises an image tracing module 101, a data calculating module 102, a process setting module 103, a coordinate requesting module 104 and a localization module 105. It should be appreciated that the above modules are just used to illustrate the processes or steps for providing a single or multiple functions. In addition, although the modules are designated with different reference number, it does not mean that the processes or steps of the modules are separated with each other.
[0086] The image tracing module 101 is used to request video data of a plurality of face images and to obtain a real-time background image from the video data by a video tracing technique during a process for displaying the plurality of face images.

[0087] The data calculating module 102 is used to calculate a video data difference between a current face image and the real-time background image. In practice, the current face image and the real-time background image are firstly received by the data calculating module 102. Difference of the current face image and the real-time background image that are both subjected to a gray degree treatment is then obtained by the data calculating module 102 to form a prospective view image. The pixels of the foreground image are classified in at least two groups according to different criteria for evaluating the gray degree of the pixels of the foreground image, and a weight value is given to the pixels of the foreground image that are classified within the same group. The video data difference is then obtained by the data calculating module 102 in a manner of calculating the ratio of the weighted sum of the pixels number to the pixels number of the foreground image.

[0088] The process setting module 103 is used to set an iteration number according to the video data difference.

[0089] The coordinate requesting module 104 is used to obtain facial feature coordinates of a previous face image, the previous one of the current face image, to serve as initial facial feature coordinates.

[0090] The localization module 105 is used to obtain current facial feature coordinates of the current image by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial facial feature coordinates.
Since the detailed process and the mechanism for applying the apparatus 100 to identify facial features has been described in the first embodiment, and thus the detail step and mechanism thereof will not be redundantly described herein.

By applying the apparatus 100 for identifying facial features provided by the seventh embodiment, current facial feature coordinates of a current image can be obtained by conducting an iterative calculation based on video data of a previous face image, the previous one of the current face image, thus face images can be displayed with a quicker operating speed, and the display performance of the electronic equipment can be improved due to smoother motion of the identified facial features during the process for displaying the face images.

Eighth Embodiment

FIG. 13 is a block diagram illustrating the apparatus 200 for identifying facial features, in accordance with a eighth embodiment of the present invention, wherein the apparatus 200 is similar to the apparatus 100 described in the seventh embodiment except that the apparatus 200 further comprises a first test module 201. In the present embodiment, the first test module 201 is applied after the process designated to the data calculating module 102 is carried out.

The first test module 201 is used to determine whether the video data difference is less than a first threshold value. If the video data difference is not less than the first threshold value, the process designated to the process setting module 103 is performed; and if the video data difference is less than the first threshold value, the facial feature coordinates of the previous face image are requested to be referred to as the current facial feature coordinates of the current image.
Since the detailed process and the mechanism for applying the apparatus 200 to identify facial features has been described in the second embodiment, and thus the detail step and mechanism thereof will not be redundantly described herein.

By applying the apparatus 200 for identifying facial features provided by the eighth embodiment, the iterative calculation can be omitted and the facial feature coordinates of the previous face image are directly used to serve as the current facial feature coordinates of the current image, while a context that the face images remain unchanged during the process of displaying is determined. Accordingly, computing resources can be saved and the operation speed of the electronic equipment improved.

Ninth Embodiment

FIG. 14 is a block diagram illustrating the apparatus 300 for identifying facial features, in accordance with a ninth embodiment of the present invention, wherein the apparatus 300 is similar to the apparatus 100 described in the seventh embodiment and the apparatus 200 described in the eighth embodiment except that the apparatus 300 further comprises a regions of interest (ROIs)-identifying module 301. In the present embodiment, the ROIs-identifying module 301 is applied after the process designated to the process setting module 103 is carried out.

The ROIs-identifying module 301 is used to identify the ROIs of the current face image according to the video data difference. In addition, the ROIs-identifying module 301 is further used to perform an illumination normalization treatment on the ROIs to obtain the current facial feature coordinates of the current image merely based on the initial facial feature coordinates involved in the ROIs.
[0101] Since the detailed process and the mechanism for applying the apparatus 300 to identify facial features has been described in the third embodiment, and thus the detail step and mechanism thereof will not be redundantly described herein.

[0102] By applying the apparatus 300 for identifying facial features provided by the ninth embodiment, mere the current facial feature coordinates of the current image involved in the ROIs can be obtained by the iterative calculation. Accordingly, computing resources can be saved and the operation speed of the electronic equipment can be improved.

[0103] Tenth Embodiment

[0104] FIG. 15 is a block diagram illustrating the apparatus 400 for identifying facial features, in accordance with a tenth embodiment of the present invention, wherein the apparatus 400 is similar to the apparatus 300 described in the ninth embodiment except that the apparatus 400 further comprises a second test module 401 and a human face inspection module 402. In the present embodiment, the second test module 401 is applied after the process designated to the ROIs-identifying module 301 is carried out.

[0105] The second test module 401 is used to determine whether the video data difference is greater than a second threshold value. If the video data difference is not greater than the second threshold value, the process designated to the coordinate requesting module 104 is then performed; and if the video data difference is greater than the second threshold value, the process designated to the human face inspection module 402 is then performed.

[0106] The human face inspection module 402 is used to obtain a training value of the facial feature coordinates involved in the ROIs. The training
value of the facial feature coordinates are then referred to as the initial facial feature coordinates. The process designated to the localization module 105 is then performed.

[0107] Since the detailed process and the mechanism for applying the apparatus 400 to identify facial features has been described in the fourth embodiment, and thus the detail step and mechanism thereof will not be redundantly described herein.

[0108] By applying the apparatus 400 for identifying facial features provided by the tenth embodiment, the initial facial feature coordinates can be redefined according to the training value of the facial feature coordinates, while a context that a great change occurs among the face images during the process of displaying is determined. Accordingly, computing resources can be saved and the operation speed of the electronic equipment 1 cane improved.

[0109] Eleventh Embodiment

[0110] FIG. 16 is a block diagram illustrating the apparatus 500 for identifying facial features, in accordance with a eleventh embodiment of the present invention, wherein the apparatus 500 is similar to the apparatus 100 described in the seventh embodiment except that the apparatus 500 further comprises a predict module 501. In the present embodiment, the predict module 501 is applied prior to the process designated to the localization module 105.

[0111] The predict module 501 is used to predict moving speed and direction of the facial features varying between the current face image and the previous face image, and the initial facial feature coordinates are adjusted according to the predicted moving speed and direction of the facial features
The localization module 105 is then applied to perform the iterative calculation based on the adjusted initial facial feature coordinates to obtain the current feature coordinates of the current image correspondingly.

In addition, the localization module 105 may be applied to further adjust the current feature coordinates of the current image and the predicted moving speed and direction of the facial features.

Since the detailed process and the mechanism for applying the apparatus 500 to identify facial features has been described in the fifth embodiment, and thus the detail step and mechanism thereof will not be redundantly described herein.

By applying the apparatus 500 for identifying facial features provided by the eleventh embodiment, a Kalman filter is applied to predict the moving speed and direction of the facial features varying between the current face image and the previous face image. The initial facial feature coordinates can be adjusted according to the predicted moving speed and direction of the facial features. The current feature coordinates of the current image and the predicted moving speed and direction of the facial features can be further adjusted. Such that, more accurate current facial feature coordinates of the current image more accurate current facial feature coordinates of the current image can be obtained.

Twelfth Embodiment

FIG. 17 is a block diagram illustrating the apparatus for identifying facial features, in accordance with a twelfth embodiment of the present invention, wherein the apparatus 600 is similar to the apparatus 100 described in the seventh embodiment except that the apparatus 500 further comprises a smooth module 601. In the present embodiment, the smooth module 601 is applied after the process designated to the localization
module 105 is carried out.

[0118] The smooth module 601 is used to perform a smooth treatment to the current facial feature coordinates of the current image.

[0119] Since the detailed process and the mechanism for applying the apparatus 600 to identify facial features has been described in the sixth embodiment, and thus the detail step and mechanism thereof will not be redundantly described herein.

[0120] By applying the apparatus 600 for identifying facial features provided by the twelfth embodiment, the current facial feature coordinates of the current image are subjected to a smooth treatment to make the motion of the facial features smoother, so as to prevent motion of the facial features from being discontinue during the process for displaying the face images.

[0121] Besides, a person skilled in the art would recognize that the method and process disclosed within the aforementioned embodiments can be, either entirely or partially, implemented by hardware that is controlled by a program stored in a medium, wherein the medium may be a read-only memory (ROM), a disk memory, or a compact disk.

[0122] While the invention has been described in terms of what is presently considered to be the most practical and preferred embodiments, it is to be understood that the invention needs not be limited to the disclosed embodiment. On the contrary, it is intended to cover various modifications and similar arrangements included within the spirit and scope of the appended claims which are to be accorded with the broadest interpretation so as to encompass all such modifications and similar structures.
WHAT IS CLAIMED IS:

1. A method for identifying facial features is provided comprising:
   performing an image tracing step to receive video data of a plurality of
   face images and to obtain a real-time background image from the video
   data by a video tracing technique during a process for displaying the
   plurality of face images;
   performing a data calculating step to calculate a video data difference
   between a current face image and the real-time background image;
   performing a process setting step to set an iteration number according
   to the video data difference;
   performing a coordinate requesting step to obtain facial feature
   coordinates of a previous face image, the previous one of the current face
   image, serving as initial facial feature coordinates; and
   performing a localization step to obtain current facial feature
   coordinates of the current image, wherein an iterative calculation is
   conducted according to the iteration number to localize the facial features
   of the current image based on the initial facial feature coordinates.

2. The method according to claim 1, wherein the data calculating step
   comprises steps as follows:
   receiving the current face image and the real-time background image
   that are both subjected to a gray degree treatment;
   obtaining difference of the current face image and the real-time
   background image to form a prospective view image;
   classifying pixels of the foreground image in at least two groups
   according to different criteria for evaluating the gray degree of the pixels of
   the foreground image, and
giving a weight value to the pixels of the foreground image that are classified within the same group; and

obtaining the video data difference by calculating the ratio of the weighted sum of the pixels number to the pixels number of the foreground image.

3. The method according to claim 1, wherein the data calculating step further comprises process as follows:

performing a first test to determine whether the video data difference is less than a first threshold value;

if the video data difference is not less than the first threshold value, the process setting step is performed; and

if the video data difference is less than the first threshold value, the facial feature coordinates of the previous face image are referred to as the current facial feature coordinates of the current image.

4. The method according to claim 1 or 3, wherein

the process setting step further comprises a step of identifying regions of interest (ROIs) of the current face image according to the video data difference; and

the localization step further comprises a step of conducting the iterative calculation to obtain the current facial feature coordinates of the current image based on the initial facial feature coordinates merely involved in the ROIs.

5. The method according to claim 4, wherein the step of identifying ROIs of the current face image further comprises a step of performing an
illumination normalization treatment on the ROIs.

6. The method according to claim 4, wherein the step of identifying ROIs of the current face image further comprises steps as follows:
   performing a second test to determine whether the video data difference is greater than a first threshold value; and
   if the video data difference is not greater than the second threshold value, the coordinate requesting step is performed.

7. The method according to claim 6, wherein the step of identifying ROIs of the current face image further comprises steps as follows:
   if the video data difference is greater than the second threshold value, a training value of the facial feature coordinates involved in the ROIs is obtained;
   the facial feature coordinates of the previous face image are referred to as the current facial feature coordinates of the current image.
   referring to the training value of the facial feature coordinates as the initial facial feature coordinates; and
   performing the localization step.

8. The method according to claim 1, wherein the localization step further comprises steps of:
   predicting moving speed and direction of facial features varying between the current face image and the previous face image;
   adjusting the initial facial feature coordinates according to the predicted moving speed and direction of the facial features; and
   performing the iterative calculation based on the adjusted initial facial
feature coordinates to obtain the current feature coordinates of the current image.

9. The method according to claim 1, wherein the localization step further comprises steps of further adjusting the current feature coordinates of the current image and the predicted moving speed and direction of the facial features.

10. The method according to claim 1, wherein the localization step further comprises performing a smooth treatment to the current facial feature coordinates of the current image.

11. An apparatus for identifying facial features, comprising:
   an image tracing module, used to request video data of a plurality of face images and to obtain a real-time background image from the video data by a video tracing technique during a process for displaying the plurality of face images;
   a data calculating module, used to calculate a video data difference between a current face image and the real-time background image;
   a process setting module, used to set an iteration number according to the video data difference;
   a coordinate requesting module, used to obtain facial feature coordinates of a previous face image, the previous one of the current face image, serving as initial facial feature coordinates; and
   a localization module, used to obtain current facial feature coordinates of the current image by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based
on the initial facial feature coordinates.

12. The apparatus according to claim 11, wherein the data calculating module is used to perform steps as follows:
   receiving the current face image and the real-time background image that are both subjected to a gray degree treatment;
   obtaining difference of the current face image and the real-time background image to form a prospective view image;
   classifying pixels of the foreground image in at least two groups according to different criteria for evaluating the gray degree of the pixels of the foreground image, and
   giving a weight value to the pixels of the foreground image that are classified within the same group; and
   obtaining the video data difference by calculating the ratio of the weighted sum of the pixels number to the pixels number of the foreground image.

13. The apparatus according to claim 11, further comprising:
   a first test module used to determine whether the video data difference is less than a first threshold value;
   if the video data difference is not less than the first threshold value, the step designated to the process setting module is performed; and
   if the video data difference is less than the first threshold value, the facial feature coordinates of the previous face image are referred to as the current facial feature coordinates of the current image.

14. The apparatus according to claim 11 or 13, further comprising:
a regions of interest (ROIs)-identifying module, used to identify regions of interest (ROIs) of the current face image according to the video data difference, wherein the localization module is applied to obtain the current facial feature coordinates of the current image by conducting the iterative calculation based on the initial facial feature coordinates merely involved in the ROIs.

15. The apparatus according to claim 14, wherein the localization module is further used to perform an illumination normalization treatment on the ROIs.

16. The apparatus according to claim 14, further comprising:
a second test module used to determine whether the video data difference is greater than a first threshold value; and
if the video data difference is not greater than the second threshold value, the process designated to the coordinate requesting module is performed.

17. The apparatus according to claim 16, further comprising:
a human face inspection module, used to obtain a training value of the facial feature coordinates involved in the ROIs, if the video data difference is greater than the second threshold value, to refer to the training value of the facial feature coordinates as the initial facial feature coordinates, and to perform the localization step.

18. The apparatus according to claim 11, further comprising:
a predict module, used to predict moving speed and direction of facial
features varying between the current face image and the previous face image, and to adjust the initial facial feature coordinates according to the predicted moving speed and direction of the facial features, whereby the localization module can be used to perform the iterative calculation based on the adjusted initial facial feature coordinates to obtain the current feature coordinates of the current image.

19. The apparatus according to claim 11, wherein the localization module is further used to adjusting the current feature coordinates of the current image and the predicted moving speed and direction of the facial features.

20. The apparatus according to claim 11, further comprising a smooth module used to perform a smooth treatment to the current facial feature coordinates of the current image.
FIG. 1
Video data having a plurality of face images is received, and a real-time background image is then obtained from the video data by a video tracing technique during a process for displaying the plurality of face images.

A video data difference between a current face image and the real-time background image is then calculated.

An iteration number is set according to the video data difference.

Facial feature coordinates of a previous face image, the previous one of the current face image, is obtained to serve as initial coordinates.

Current facial feature coordinates of the current image is then obtained by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial coordinates.

FIG. 2
The current face image and the real-time background image are firstly received, and a gray degree treatment is then performed on the current face image and the real-time background image.

The difference of the transferred current face image and the real-time background image both subject to the gray degree treatment is then obtained to form a prospective view image.

The pixels of the foreground image are classified in at least two groups according to different criteria for evaluating their gray degree, and a weight value is given to the pixels of the foreground image that are classified within the same group.

The video data difference is then obtained by calculating the ratio of the weighted sum of the pixels number to the pixels number of the foreground image.

**FIG. 5**
FIG. 6
Video data having a plurality of face images is received, and a real-time background image is then obtained from the video data by a video tracing technique during a process for displaying the plurality of face images.

A video data difference between a current face image and the real-time background image is then calculated.

The facial feature coordinates of the previous face image are requested to be referred to as the current facial feature coordinates of the current image.

Performing a first test to determine whether the video data difference is less than a first threshold value.

**FIG. 7A**
An iteration number is set according to the video data difference

Facial feature coordinates of a previous face image, the previous one of the current face image, is obtained to serve as initial coordinates

Current facial feature coordinates of the current image is then obtained by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial coordinates

FIG. 7B
Video data having a plurality of face images is received, and a real-time background image is then obtained from the video data by a video tracing technique during a process for displaying the plurality of face images

A video data difference between a current face image and the real-time background image is then calculated

An iteration number is set according to the video data difference

Regions of interest (ROIs) of the current face image are identified according to the video data difference

FIG. 8A
Facial feature coordinates of a previous face image, the previous one of the current face image, is obtained to serve as initial coordinates.

Current facial feature coordinates of the current image is then obtained by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial coordinates.

FIG. 8B
Video data having a plurality of face images is received, and a real-time background image is then obtained from the video data by a video tracing technique during a process for displaying the plurality of face images.

A video data difference between a current face image and the real-time background image is then calculated.

An iteration number is set according to the video data difference.

Regions of interest (ROIs) of the current face image are identified according to the video data difference.

FIG. 9A
A human face inspection is performed on the ROIs to obtain a training value of the facial feature coordinates involved in the ROIs; and the training value of the facial feature coordinates are then referred to as the initial facial feature coordinates.
Current facial feature coordinates of the current image is then obtained by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial coordinates.
Video data having a plurality of face images is received, and a real-time background image is then obtained from the video data by a video tracing technique during a process for displaying the plurality of face images.

A video data difference between a current face image and the real-time background image is then calculated.

An iteration number is set according to the video data difference.

Facial feature coordinates of a previous face image, the previous one of the current face image, is obtained to serve as initial coordinates.

Moving speed and direction of the facial features varying between the current face image and the previous face image are predicted.

FIG. 10A
The initial facial feature coordinates are adjusted according to the predicted moving speed and direction of the facial features.

Current facial feature coordinates of the current image is then obtained by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial coordinates.

The current feature coordinates of the current image and the predicted moving speed and direction of the facial features are further adjusted.

FIG. 10B
Video data having a plurality of face images is received, and a real-time background image is then obtained from the video data by a video tracing technique during a process for displaying the plurality of face images.

A video data difference between a current face image and the real-time background image is then calculated.

An iteration number is set according to the video data difference.

Facial feature coordinates of a previous face image, the previous one of the current face image, is obtained to serve as initial coordinates.

**FIG. 11A**
Current facial feature coordinates of the current image is then obtained by conducting an iterative calculation according to the iteration number to localize the facial features of the current image based on the initial coordinates.

The current facial feature coordinates of the current image are subjected to a smooth treatment.
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