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DESCRIPTION
METHODS, SYSTEMS, AND COMPUTER READABLE MEDIA FOR
DISCARDING MESSAGES DURING A CONGESTION EVENT

PRIORITY CLAIM
This application claims the benefit of U.S. Patent Application Serial
No. 15/273,069, filed September 22, 2016, the disclosure of which is

incorporated herein by reference in its entirety.

TECHNICAL FIELD
The subject matter described herein relates to computer network
traffic management. More specifically, the subject matter relates to methods,
systems, and computer readable media for discarding messages during a

congestion event.

BACKGROUND

Traffic related congestion in computer networks can prevent or hinder
messages from reaching appropriate destinations. For example,
authentication messages may be used to authenticate subscribers for
service access. If subscribers are not authenticated because a network or a
node therein is too congested to route or process authentication messages
in a timely manner, subscribers may be denied service access. To reduce
problems associated with traffic related congestion, many networks attempt
to discard less important messages, while still allowing some important
messages during a congestion event (e.g., an event or period of time when
congestion is detected, such as when a network node is overloaded).
However, various factors may need to be considered when determining
which messages to discard and which messages to allow when congestion

is detected.

SUMMARY
The subject matter described herein relates to methods, systems, and

computer readable media for discarding messages during a congestion
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event. One method includes registering a traffic congestion policy for
handling traffic associated with an application during congestion. The
method further includes determining a first congestion level associated with
a congestion event. The method also includes determining message rates of
messages associated with similar message priority values, wherein the
message priority values are determined using the traffic congestion policy.
The method further includes discarding a first message using the message
rates, the first congestion level, and a message discard algorithm, wherein
the message discard algorithm is determined using the traffic congestion
policy.

A system for discarding messages during a congestion event includes
at least one processor and a ftraffic manager. The traffic manager is
implemented using the at least one processor. The traffic manager is
configured for registering a traffic congestion policy for handling traffic
associated with an application during congestion; for determining a first
congestion level associated with a congestion event; for determining
message rates of messages associated with similar message priority values,
wherein the message priority values are determined using the traffic
congestion policy; and for discarding a first message associated with the
application using one or more of the message rates, the congestion level,
and a message discard algorithm, wherein the message discard algorithm is
determined using the traffic congestion policy.

The subject matter described herein may be implemented in software
in combination with hardware and/or firmware. For example, the subject
matter described herein may be implemented in software executed by a
processor. In some implementations, the subject matter described herein
may be implemented using a non-transitory computer readable medium
having stored thereon computer executable instructions that when executed
by the processor of a computer control the computer to perform steps.
Exemplary computer readable media suitable for implementing the subject
matter described herein include non-transitory devices, such as disk memory
devices, chip memory devices, programmable logic devices, and application

specific integrated circuits. In addition, a non-transitory computer readable
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medium that implements the subject matter described herein may be located
on a single device or computing platform or may be distributed across
multiple devices or computing platforms.

As used herein, the term “node” refers to at least one physical
computing platform including one or more processors and memory. For
example, a node may include a virtual machine and/or software executing on
a physical computing platform.

As used herein, the terms “function” or “module” refer to hardware,
firmware, or software in combination with hardware and/or firmware for

implementing features described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

The subject matter described herein will now be explained with
reference to the accompanying drawings of which:

Figure 1 is a block diagram illustrating an example computing
environment;

Figure 2 is a block diagram illustrating an example traffic manager;

Figure 3 depicts an example of traffic congestion policy information;

Figure 4 depicts another example of ftraffic congestion policy
information; and

Figure 5 is a flow chart illustrating a process for discarding messages

during a congestion event.

DETAILED DESCRIPTION

The subject matter described herein relates to methods, systems, and
computer readable media for discarding messages during a congestion
event. Traffic related congestion can occur when a network node receives
more messages than it can process or handle (e.g., route, respond to, etc.)
Various issues can arise when a network node experiences congestion
including dropped calls and/or terminated connections. To reduce traffic
related congestion, some networks may detect congestion events at various
congestion points (e.g., one or more network nodes or modules therein) and

perform various actions for mitigating congestion and congestion related
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issues when a congestion event is detected. For example, to mitigate
congestion, a message discard policy may be used which defines what types
of messages should be allowed and/or discarded.

In accordance with some aspects of the subject matter described
herein, techniques, methods, systems, or mechanisms are disclosed for
pluggable traffic congestion policies. For example, a network node or module
may represent a congestion point in a network. In this example, the node or
module may be configured for receiving and registering dynamic and/or
pluggable traffic congestion policies for one or more applications. Continuing
with this example, the node or module may use a particular traffic congestion
policy for determining whether to allow or discard messages associated with
a particular application during a congestion event and may use another
traffic congestion policy for handling other traffic.

In accordance with some aspects of the subject matter described
herein, techniques, methods, systems, or mechanisms are disclosed for
utilizing messages rates, congestion levels, and/or policy-defined priority
values in message discard algorithms. For example, a traffic congestion
policy may define or indicate a message discard algorithm that determines a
congestion level (e.g., a value indicating congestion at a congestion point)
for a congestion event and that determines message rates of messages
associated with similar message priority values (e.g., calculated or
determined based on policy defined factors). Continuing with this example,
for a given congestion level, the message discard algorithm may limit
message rates of messages associated with lower message priority values
more than message rates of messages associated with higher message
priority values, e.g., by discarding messages. In some examples, as
congestion levels increase for a given congestion event, the message
discard algorithm may progressively limit message rates of messages
associated with various message priority values.

Advantageously, in accordance with some aspects of the subject
matter described herein, by using pluggable traffic congestion policies,
computer capabilities associated with congestion management are

improved, e.g., by reducing the length of congestion events and/or by
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mitigating the effects of congestion related issues. Further, congestion
management can be improved by utilizing application-specific features
and/or factors when determining whether to allow or discard messages
during a congestion event.

Reference will now be made in detail to various examples of the
subject matter described herein, some examples of which are illustrated in
the accompanying drawings. Wherever possible, the same reference
numbers will be used throughout the drawings to refer to the same or like
parts.

Figure 1 is a block diagram illustrating an example computing
environment 100. Referring to Figure 1, computing environment 100 may
include node(s) 102, routing node (RN) 104, and/or node(s) 112. Each of
node(s) 102 and node(s) 112 may represent one or more suitable entities
(e.g., software executing on at least one processor, one or more computing
platforms, etc.) capable of communicating using at least one
communications protocol, such as using one or more network layer protocols
(e.g., an Internet protocol (IP)); one or more transport layer protocols (e.g., a
transmission control protocol (TCP), a user datagram protocol (UDP), a
stream control transmission protocol (SCTP), and/or a reliable data protocol
(RDP)); and/or one or more session layer protocols (e.g., a Diameter
protocol, a hypertext transfer protocol (HTTP), and/or a real-time transport
protocol (RTP)). For example, each of node(s) 102 and 112 may be a client,
a server, a Diameter node, a network node, mobility management entity
(MME), a home subscriber server (HSS), an authentication, authorization,
and/or accounting (AAA) server, a Diameter application server, a subscriber
profile repository (SPR), or other node. Each of node(s) 102 and 112 may
include functionality for sending, receiving, and/or processing various
messages. For example, node(s) 102 may include clients requesting
subscriber-related information and node(s) 112 may include servers
providing subscriber-related information.

RN 104 may represent any suitable entity or entities (e.g., software
executing on at least one processor, one or more computing platforms, etc.)

for receiving, processing, routing, and/or discarding messages, such as IP
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messages, TCP messages, Diameter messages, HTTP messages, and
other messages. For example, RN 104 may include or represent an IP
router, an IP switch, a long term evolution (LTE) signaling router, a Diameter
signaling router, a Diameter proxy, a Diameter agent, a Diameter routing
agent, a Diameter relay agent, Diameter translation agent, or a Diameter
redirect agent. RN 104 may include functionality for processing and/or
routing various messages. In some embodiments, such functionality may be
included in one or more modules (e.g., a session routing module).

RN 104 may include functionality for receiving, processing, and/or
switching or routing various messages and may include various
communications interfaces for communicating with various nodes, e.g., 3rd
Generation Partnership Project (3GPP) LTE communications interfaces and
other (e.g., non-LTE) communications interfaces. Some example
communications interfaces for communicating with various nodes may
include an IP interface, a TCP interface, a UDP interface, an HTTP interface,
an RDP interface, an SCTP interface, an RTP interface, a Diameter
interface, an LTE interface, and/or an IMS interface.

RN 104 may facilitate communication between node(s) 102 and
node(s) 112. For example, node(s) 102 may represent a Diameter client and
may send a Diameter request message (e.g., a Diameter session
establishment request message) to RN 104. The Diameter request message
may require information or one or more services from node(s) 112. RN 104
may route, relay, and/or translate requests or responses between node(s)
102 and node(s) 112. After receiving and processing the Diameter request
message, node(s) 112 may send a Diameter response message (e.g., a
Diameter session establishment response message) to RN 104. The
Diameter response message may be sent in response to the Diameter
request message originated by node(s) 102. RN 104 may provide the
Diameter response message to node(s) 102.

In some embodiments, RN 104 may include processor(s) 106,
memory 108, and/or a traffic manager (TM) 110. Processor(s) 106 may
represent or include at least one of a physical processor, a general purpose

microprocessor, a single-core processor, a multi-core processor, a field-
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programmable gate array (FPGA), and/or an application-specific integrated
circuit (ASIC). In some embodiments, processor(s) 106 may be configured to
execute software stored in one or more non-transitory computer readable
media, such as memory 108. For example, software may be loaded into a
memory structure for execution by processor(s) 106. In some embodiments,
e.g., where RN 104 includes multiple processors, some processor(s) 106
may be configured to operate independently of other processor(s) 106.

TM 110 may be any suitable entity or entities (e.g., software executing
on processor(s) 106, an ASIC, an FPGA, or a combination of software, an
ASIC, or an FPGA) for performing one or more aspects associated with
traffic management and/or traffic related congestion management. For
example, TM 110 may include or represent any programmable unit to
discard or allow various messages (e.g., IP messages, Diameter messages,
HTTP messages, etc.) based on message priority values and a congestion
level of RN 104 and/or another node (e.g., node(s) 102 and 112). In some
embodiments, TM 110 may be implemented using processor(s) 106 and/or
one or more memories, such as memory 108. For example, TM 110 may
utilize processor(s) 106 (e.g., using software stored in local memory) and
random access memory (RAM).

In some embodiments, TM 110 may include functionality for receiving,
registering, and/or using traffic congestion policies. For example, a traffic
congestion policy may include or indicate a message discard algorithm for
determining whether to discard or allow messages associated with an
application using one or more policy determinable factors. Some examples
of policy determinable factors may include a policy-defined message priority
value, a message parameter value, a message type, a message event, a
message attribute (e.g., a priority attribute value pair (AVP)), a detected
congestion level, a path related congestion indicator (e.g., a color code),
and/or one or more message rates for given message group (e.g., messages
of a certain priority). In this example, TM 110 may be configured for
registering and using the traffic congestion policy without requiring RN 104

and/or TM 110 to reboot or restart.
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In some embodiments, TM 110 may include functionality for allowing
an application or other entity (e.g., a network operator or device) to register a
traffic congestion policy for message handling during congestion based on
policy-defined message priorities. For example, a traffic congestion policy
may be capable of supporting traffic policing for messages associated with
message priority values (e.g., values between 1-15) that differ from the
number of congestion levels (values between 1-4) detected at RN 104. In
this example, the traffic congestion policy or a related message discard
algorithm may map at least some congestion management actions
associated with a congestion level to message groups associated with
different message priority values.

In some embodiments, TM 110 may include functionality for tracking
an existing or current traffic pattern at RN 104 and/or determining messages
rates for similarly grouped messages. For example, TM 110 may be
configured for identifying and grouping messages (e.g., traffic received at RN
104) using policy determinable factors (e.g., event priority, event type,
message type, path related congestion indicator, or an application-specific
parameter value) and, by identifying and grouping messages, may track,
measure, and/or determine message rates at which similarly grouped
messages are received at and/or sent from RN 104.

In some embodiments, TM 110 may include functionality for shaping
traffic (e.g., traffic leaving RN 104), e.g., by discarding at least some
messages using traffic pattern information, a congestion level associated
with a node (e.g., RN 104), and/or one or more policy-defined message
priority values. For example, for a given congestion level, a message discard
algorithm may limit message rates of messages associated with lower
priority values more than message rates of messages associated with higher
priority values, e.g., by discarding such messages. In some examples, as
congestion levels increase for a given congestion event, the message
discard algorithm may progressively reduce traffic rate limits of messages
associated with various message priority values.

Memory 108 may be any suitable entity or entities (e.g., one or more

memory devices) for storing information associated with traffic management

-8-



WO 2018/057368 PCT/US2017/051351

10

15

20

25

30

(e.g., traffic tracking, traffic shaping, etc.) and/or traffic related congestion
management. For example, memory 108 may store one or more traffic
congestion policies, one or more message discard algorithms, message
statistics, message priority values, message rates, and/or other traffic related
information.

It will be appreciated that Figure 1 is for illustrative purposes and that
various nodes, their locations, and/or their functions (e.g., modules)
described above in relation to Figure 1 may be changed, altered, added, or
removed. For example, some nodes and/or functions may be combined into
a single entity. In another example, some nodes and/or functions may be
distributed across multiple nodes and/or platforms.

Figure 2 is a block diagram illustrating an example TM 110. Referring
to Figure 2, TM 110 may interact with and/or communicate with source task
204 and/or destination task 206. Source task 204 may be any entity (e.g., a
node, a module, etc.) that provides messages to TM 110 and destination
task 208 may be any entity that receives messages from TM 110. For
example, source task 204 may include node(s) 102 and/or modules within
RN 104. In another example, destination task 206 may include node(s) 112
and/or modules within RN 104. In some embodiments, source task 204
and/or destination task 206 may include or utilize one or more buffers or
memories for storing messages. For example, source task 204 may store
incoming messages waiting to be processed by RN 104 and/or TM 110 and
destination task 206 may store outgoing messages from RN 104 and/or TM
110, e.g., messages that are to be sent or routed onward by RN 104.

TM 110 may include or interact with a tracker 200 and a shaper 202.
Tracker 200 may be any suitable entity or entities (e.g., software executing
on processor(s) 106, an ASIC, an FPGA, or a combination of software, an
ASIC, or an FPGA) for tracking message rates of incoming and/or outgoing
messages. In some embodiments, tracker 200 may utilize a traffic
congestion policy and/or related information for categorizing or grouping
messages using policy determinable message priority values. Tracker 200
may also track message rates of similarly grouped messages, e.g.,

messages associated with a same message priority value. For example,
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tracker 200 may determine a message rate of messages associated with a
message priority value of ‘1’, a message rate of messages associated with a
message priority value of ‘2’ and a message rate of messages associated
with a message priority value of ‘3.

In some embodiments, TM 110 and/or tracker 200 may utilize a traffic
congestion policy for determining message priority values for various
messages using one or more message attributes, connection attributes,
and/or path related attributes. For example, a traffic congestion policy may
define or indicate that a priority AVP and/or a color code (e.g., a path or
connection related congestion indicator assigned by customer rules and/or
policy-defined rules) are to be used for determining message priority for
Diameter messages.

In some embodiments, a traffic congestion policy may define or
indicate how to generate or calculate message priority values for various
messages. For example, a traffic congestion policy may indicate that bit or
byte operations (e.g., bit concatenation and/or bit arithmetic) may be used
for generating a message priority value using multiple factors or values. In
this example, the traffic congestion policy may indicate that a message
priority value may be calculated by concatenating one or more bits from a
first attribute and one or more bits from another attribute.

In some embodiments, TM 110 or a related entity therein may
generate a message priority value by concatenating a number of most
significant (left) bits from a first attribute (e.g., a value from a priority AVP)
with a number of least significant bits (right) from a second attribute (e.g., a
color code). For example, assume that a priority value from a priority AVP
can be 0-15 (where 15 is the highest priority) and a color code can be 0-3
(where 3 is the highest priority color). Continuing with this example,
concatenating a priority value of ‘10’ (Oxa) and a color code of ‘0’ (0x0) may
yield a message priority value of ‘160’ (OxaOx0) and concatenating a priority
value of 10’ (Oxa) and a color code of ‘3’ (0x3) may yield a message priority
value of ‘163’ (0xa0x0).

Shaper 202 may be any suitable entity or entities (e.g., software

executing on processor(s) 106, an ASIC, an FPGA, or a combination of
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software, an ASIC, or an FPGA) for performing traffic shaping and/or
congestion management. For example, shaper 202 may utilize a traffic
congestion policy and/or related information, e.g., a congestion level and
information captured and/or derived by tracker 200, to determine which
messages to discard or allow during a congestion event. In this example,
shaper 202 may use a message discard algorithm that restricts or limits
message rates of messages associated with certain message priority values
and may progressively discard more messages as congestion levels
increase.

In some embodiments, a traffic congestion policy and/or a related
discard algorithm may use message priority values when shaping traffic
(e.g., discarding some traffic) during a congestion event. For example, where
a traffic congestion policy and/or a related discard algorithm uses message
rate limits, the traffic congestion policy and/or the related discard algorithm
may enforce a total message rate limit (e.g., based on all message rates of
messages received at RN 104) by first limiting message rates of messages
associated with lower priority message values before affecting (e.g., limiting)
the message rates of messages associated with higher priority message
values. In this example, by using policy determinable message priority
values in determining which messages to discard, the traffic congestion
policy and/or the related discard algorithm can be configured for any
environment and/or application usage.

In some embodiments, tracker 200 may include functionality for
determining message rates before and/or after message rate limits are
enforced. For example, tracker 200 may track message rates for incoming
messages prior to discarding messages and may also track and/or verify
message rates (e.g., outgoing messages to destination task 206) after
shaper 202 discards messages to enforce and/or verify a particular message
rate limit.

It will be appreciated that Figure 2 is for illustrative purposes and that
various nodes, their locations, and/or their functions (e.g., modules)
described above in relation to Figure 2 may be changed, altered, added, or

removed. For example, some nodes and/or functions may be combined into
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a single entity. In another example, some nodes and/or functions may be
distributed across multiple nodes and/or platforms.

Figure 3 depicts an example of traffic congestion policy information. In
some embodiments, TM 110 may utilize traffic congestion policies that
adjusts or reduces messages rates based on fixed amounts for various
congestion levels. For example, a congestion policy or related discard
algorithm may enforce a total message rate limit of 50 thousand messages
per second (K/sec) during a congestion level ‘1’ event, a total message rate
limit of 35 K/sec during a congestion level ‘2’ event, and a total message rate
limit of 28 K/sec during a congestion level ‘3’ event. In another example, a
congestion policy or related discard algorithm may enforce a total message
rate based on message priority values and congestion levels, where lower
priority messages have lower message rate limits than higher priority
messages and where the message rates are limited more as congestion
levels increase.

In some embodiments, each message priority value may be
determined by using one or more policy determinable factors, e.g., event
priority, event type, message type, path related congestion indicator, or an
application-specific parameter value. In some embodiments, each
congestion level may represent a particular amount of congestion being
experienced by RN 104, TM 110, and/or another entity. Various mechanisms
and/or methods may be utilized for determining congestion levels, e.g.,
queue based techniques, message rate based techniques, and/or other
techniques.

Referring to Figure 3, table 300 may represent a traffic congestion
policy or a related message discard algorithm involving messages rates
associated with a number of message priority values (e.g., P-O0 — P-5) and a
number of congestion levels (e.g., CL-0 — CL-4). As depicted in table 300,
each row may represent a traffic congestion policy and/or a related message
discard algorithm at a particular congestion level. For example, each row
may represent or indicate whether message rates associated with particular
message priority values are limited (e.g., restricted) or unchanged (e.g.,

unaffected) during a congestion level. In this example, as congestion levels
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increase, more message rate limits may be enforced. In some embodiments,
as congestion levels increase, a traffic congestion policy may enforce a
message rate limit with regard to total message rate (e.g., at RN 104) and/or
for particular message priority values.

As depicted in row ‘CL-0’ of table 300, a traffic congestion policy may
not enforce message rate restrictions or limits during a congestion level of
‘CL-0’ (e.g., no congestion is detected). For example, message rates of ‘P-0’
— ‘P-5 are depicted without any message rate restrictions or limits being
enforced and the sum of the messages rates of ‘P-0’ — ‘P-5 is depicted as
the total message rate (e.g., received by RN 104) of ‘100 K/sec'.

As depicted in row ‘CL-1’ of table 300, a traffic congestion policy may
enforce a total message rate limit of ‘50 K/sec’ during a congestion level of
‘CL-1’ (e.g., minor congestion is detected). For example, to enforce the total
message rate limit of ‘50 K/sec’, the traffic congestion policy represented by
table 300 may drop all messages associated with message priority values
‘P-0 — ‘P-22 and may allow (e.g., process and/or route) all messages
associated with message priority values ‘P-3’ — ‘P-5'.

As depicted in row ‘CL-2’ of table 300, a traffic congestion policy may
enforce a total message rate limit of ‘35 K/sec’ during a congestion level of
‘CL-2' (e.g., moderate congestion is detected). For example, to enforce the
total message rate Ilimit of ‘35 K/sec’, the traffic congestion policy
represented by table 300 may drop all messages associated with message
priority values ‘P-0’ — ‘P-2" and may drop some of the messages associated
with ‘P-3’, and may allow (e.g., process and/or route) all messages
associated with message priority values ‘P-4 — P-5.

As depicted in row ‘CL-3 of table 300, a traffic congestion policy may
enforce a total message rate limit of ‘20 K/sec’ during a congestion level of
‘CL-3 (e.g., severe congestion is detected). For example, to enforce the total
message rate limit of ‘20 K/sec’, the traffic congestion policy represented by
table 300 may drop all messages associated with message priority values
‘P-0 — ‘P-3 and may allow (e.g., process and/or route) all messages

associated with message priority values ‘P-4 — P-5.
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It will be appreciated that table 300 is for illustrative purposes and that
different and/or additional information, logic, message rates, and/or data
than described above with regard to Figure 3 may be usable by RN 104 or
TM 110. It will also be appreciated that comments depicted in Figure 3 are
for illustrative purposes and are not to be construed as limitations of RN 104
or functionality therein.

Figure 4 depicts another example of traffic congestion policy
information. In some embodiments, TM 110 may utilize traffic congestion
policies that adjusts or reduces messages rates based on percentages
amounts for various congestion levels. For example, a congestion policy or
related discard algorithm may enforce a total message rate limit that is 50%
less than a normal (e.g., unrestricted) total message rate. In this example,
the total message rate limit may progressively decrease as congestion levels
increase, e.g., by a percentage of the normal total message rate or a
previous total message rate limit. In another example, a congestion policy or
related discard algorithm may enforce a total message rate based on
message priority values and congestion levels, where lower priority
messages have lower message rate limits than higher priority messages and
where the message rates are limited more as congestion levels increase.

In some embodiments, each message priority value may be
determined by using one or more policy determinable factors, e.g., event
priority, event type, message type, path related congestion indicator, or an
application-specific parameter value. In some embodiments, each
congestion level may represent a particular amount of congestion being
experienced by RN 104, TM 110, and/or another entity. Various mechanisms
and/or methods may be utilized for determining congestion levels, e.g.,
message queue based techniques, message rate based techniques, and/or
other techniques.

Referring to Figure 4, table 400 may represent a traffic congestion
policy or a related message discard algorithm involving messages rates
associated with a number of message priority values (e.g., P-O0 — P-5) and a
number of congestion levels (e.g., CL-0 — CL-4). As depicted in table 400,

each row may represent a traffic congestion policy and/or a related message
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discard algorithm at a particular congestion level. For example, each row
may represent or indicate whether message rates associated with particular
message priority values are limited (e.g., restricted) or unchanged (e.g.,
unaffected) during a congestion level. In this example, as congestion levels
increase, more message rate limits may be enforced. In some embodiments,
as congestion levels increase, a traffic congestion policy may enforce a
message rate limit with regard to total message rate (e.g., at RN 104) and/or
for particular message priority values. .

As depicted in row ‘CL-0’ of table 400, a traffic congestion policy may
not enforce message rate restrictions or limits during a congestion level of
‘CL-0’ (e.g., no congestion is detected). For example, message rates of ‘P-0’
— ‘P-5 are depicted without any message rate restrictions or limits being
enforced and the sum of the messages rates of ‘P-0’ — ‘P-5 is depicted as
the total message rate (e.g., received by RN 104) of ‘100 K/sec'.

As depicted in row ‘CL-1’ of table 400, a traffic congestion policy may
enforce a total message rate limit of ‘50 K/sec (e.g., calculated by
multiplying the total message rate of ‘CL-0’ by 50%) during a congestion
level of ‘CL-1" (e.g., minor congestion is detected). For example, to enforce
the total message rate limit of ‘50 K/sec’, the traffic congestion policy
represented by table 400 may drop all messages associated with message
priority values ‘P-0° — ‘P-2° and may allow (e.g., process and/or route) all
messages associated with message priority values ‘P-3' — ‘P-5’.

As depicted in row ‘CL-2’ of table 400, a traffic congestion policy may
enforce a total message rate limit of ‘35 K/sec (e.g., calculated by
multiplying the total message rate of ‘CL-1’ by 70%) during a congestion
level of ‘CL-2" (e.g., moderate congestion is detected). For example, to
enforce the total message rate limit of ‘35 K/sec’, the traffic congestion policy
represented by table 400 may drop all messages associated with message
priority values ‘P-0’ — ‘P-2" and may drop some of the messages associated
with ‘P-3’, and may allow (e.g., process and/or route) all messages
associated with message priority values ‘P-4 — P-5.

As depicted in row ‘CL-3 of table 400, a traffic congestion policy may

enforce a total message rate limit of 28 K/sec (e.g., calculated by
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multiplying the total message rate of ‘CL-2’ by 80%) during a congestion
level of ‘CL-3’ (e.g., severe congestion is detected). In this example, to
enforce the total message rate limit of ‘28 K/sec’, the traffic congestion policy
represented by table 400 may drop all messages associated with message
priority values ‘P-0’ — ‘P-2" and may drop some of the messages associated
with ‘P-3’, and may allow (e.g., process and/or route) all messages
associated with message priority values ‘P-4 — P-5.

It will be appreciated that table 400 is for illustrative purposes and that
different and/or additional information, logic, message rates, and/or data
than described above with regard to Figure 4 may be usable by RN 104 or
TM 110. It will also be appreciated that comments depicted in Figure 4 are
for illustrative purposes and are not to be construed as limitations of RN 104
or functionality therein.

Figure 5 is a flow chart illustrating a process for discarding messages
during a congestion event. In some embodiments, process 500, or portions
thereof (e.g., steps 502, 504, 506 and/or 508), may be performed by or at
RN 104, TM 110, and/or another node or module.

Referring to process 5600, in step 502, a traffic congestion policy for
handling traffic associated with an application during congestion may be
registered. For example, a Diameter application or a related node may
register a traffic congestion policy with RN 104 and/or TM 110 for handling
Diameter messages during a congestion event at RN 104. In another
example, a web application or a web server may register a traffic congestion
policy with RN 104 and/or TM 110 for handling HTTP and/or IP messages
during a congestion event at RN 104.

In step 504, a first congestion level associated with a congestion
event may be determined. For example, RN 104 or TM 110 may use a
message queue based congestion detection mechanism, where as one or
more message queues reach increasing threshold amounts, a congestion
level increases, e.g., values between 0 and 3, where 0 is no congestion and
3 is the highest level of congestion. In another example, RN 104 or TM 110

may use a message rate based congestion detection mechanism, where as
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a total incoming message rate reaches increasing threshold rates, a
congestion level increases.

In step 506, message rates of messages associated with similar
message priority values may be determined. The message priority values
may be determined using the traffic congestion policy. For example, a traffic
congestion policy may define or indicate how message priority values are
calculated and/or what factors to use in their calculation and may use these
message priority values when determining message rates for similar traffic.

In step 508, a first message associated with the application may be
discarded using one or more of the message rates, the first congestion level,
and a message discard algorithm. The message discard algorithm may be
determined using the traffic congestion policy. For example, a traffic
congestion policy may define or indicate that certain traffic rate limits are to
be enforced for messages associated with various message priority values
and that TM 110 may discard messages when enforcing these message rate
limits.

In some embodiments, a first message priority value associated with
a first message may be determined using a message attribute of the first
message and a path related congestion indicator associated with the first
message. For example, TM 110 and/or tracker 200 may use a value from a
priority AVP in a Diameter message and a color code associated with the
Diameter message when determining a message priority value of the
Diameter message.

In some embodiments, a first message priority value associated with
a first message may be computed by concatenating one or more bits from
the message attribute and one or more bits from the path related congestion
indicator.

In some embodiments, a traffic congestion policy may be hot-
pluggable. For example, RN 104 and/or TM 110 may be configured for
selecting a particular traffic congestion policy based on an application being
handled during a congestion event (e.g., when RN 104 is overloaded), In this
example, RN 104 and/or TM 110 can change between traffic congestion

policies without requiring restarting or rebooting of RN 104.
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In some embodiments, determining a first congestion level may
include determining an amount of messages queued for processing. For
example, TM 110 may determine that RN 104 or another entity is
experiencing congestion by monitoring one or more message queues for
certain load amounts (e.g., greater than 50% full, greater than 75% full, etc.).
In this example, as load amount increases the congestion level may
increase.

In some embodiments, a message discard algorithm may limit a
message rate of a first set of messages associated with a first priority value
by discarding a first amount of messages during a first congestion level. For
example, RN 104 and/or TM 110 may enforce a message rate of ‘5 K/sec’
for messages associated with a priority level of ‘P-1’ (e.g., a low message
priority value). In this example, assuming such messages are normally
received at a message rate of '25 K\sec’, RN 104 and/or TM 110 may
discard 80% of these messages. In another example, RN 104 and/or TM 110
may enforce a message rate of ‘50 K/sec’ for messages associated with a
priority level of ‘P-5 (e.g., a high message priority value). In this example,
assuming such messages are normally received at a message rate of 20
Kisec’, RN 104 and/or TM 110 may discard none of these messages.

In some embodiments, a message discard algorithm may limit a
message rate of a first set of messages by discarding a second amount of
messages during a second congestion level, wherein a second amount may
be more than a first amount discarded during a first congestion level. For
example, RN 104 and/or TM 110 may enforce a message rate of ‘5 K/sec’
for messages associated with a priority level of ‘P-1" at a congestion level of
‘CL-1" and may enforce a message rate of ‘0O K/sec’ for these messages at a
congestion level of ‘CL-2". In this example, assuming such messages are
normally received at a message rate of '25 K\sec’, RN 104 and/or TM 110
may discard 80% of these messages during a congestion level of ‘CL-1’ and
may discard 100% of these messages during a congestion level of ‘CL-2".

In some embodiments, a first amount of messages discarded by a
message discard algorithm may be based on a first percentage associated

with a first set of messages or a first congestion level, wherein the first
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percentage may be different from a second percentage associated with a
second set of messages or a second congestion level. For example, for
messages associated with a priority level of ‘P-1°, RN 104 and/or TM 110
may enforce a message rate that is 25% less than a normal message rate of
these messages at a congestion level of ‘CL-1" and may enforce a message
rate that is 50% less than a normal message rate of these messages at a
congestion level of ‘CL-2'.

In some embodiments, a first amount of messages discarded by a
message discard algorithm may be based on a first total message rate
allowed for a first set of messages or a first congestion level, wherein the
first total message rate allowed may be different from a second message
rate allowed for a second set of messages or a second congestion level. For
example, for messages associated with a priority level of ‘P-1', RN 104
and/or TM 110 may enforce a message rate of '10 K/sec’ at a congestion
level of ‘CL-1" and may enforce a message rate of '5 K/sec’ at a congestion
level of ‘CL-2".

It will be appreciated that process 800 is for illustrative purposes and
that different and/or additional actions may be used. It will also be
appreciated that various actions described herein may occur in a different
order or sequence.

It should be noted that RN 104, TM 110, tracker 200, shaper 202,
and/or functionality described herein may constitute a special purpose
computing device, such as Diameter signaling router, a router, or a switch.
Further, RN 104, TM 110, tracker 200, shaper 202, and/or functionality
described herein can improve the technological field of traffic related
congestion management and related computer functionality by using
techniques, methods, and/or mechanisms that utilize pluggable traffic
congestion policies and/or by using message discard algorithms that
determine whether to discard or allow message using traffic pattern
information (e.g., message rates), congestion levels, and/or policy-defined
message priority values (e.g., message priority values based on one or more

policy-determinable factors).
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Various combinations and sub-combinations of the structures and
features described herein are contemplated and will be apparent to a skilled
person having knowledge of this disclosure. Any of the various features and
elements as disclosed herein may be combined with one or more other
disclosed features and elements unless indicated to the contrary herein.
Correspondingly, the subject matter as hereinafter claimed is intended to be
broadly construed and interpreted, as including all such variations,
modifications and alternative embodiments, within its scope and including
equivalents of the claims. It is understood that various details of the
presently disclosed subject matter may be changed without departing from
the scope of the presently disclosed subject matter. Furthermore, the
foregoing description is for the purpose of illustration only, and not for the

purpose of limitation.
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CLAIMS

What is claimed is:

1.

A method for discarding messages during a congestion event, the
method comprising:

registering a traffic congestion policy for handling traffic
associated with an application during congestion;

determining a first congestion level associated with a
congestion event;

determining message rates of messages associated with
similar message priority values, wherein the message priority values
are determined using the traffic congestion policy; and

discarding a first message associated with the application
using one or more of the message rates, the first congestion level,
and a message discard algorithm, wherein the message discard
algorithm is determined using the traffic congestion policy.
The method of claim 1 wherein a first message priority value
associated with a first message is determined using a message
attribute of the first message and a path related congestion indicator
associated with the first message.
The method of claim 2 wherein the first message priority value
associated with the first message is computed by concatenating one
or more bits from the message attribute and one or more bits from the
path related congestion indicator.
The method of claim 1 wherein the traffic congestion policy is hot-
pluggable.
The method of claim 1 wherein determining the first congestion level
includes determining an amount of messages queued for processing.
The method of claim 1 wherein the message discard algorithm limits a
message rate of a first set of messages associated with a first priority
value by discarding a first amount of messages during the first
congestion level.
The method of claim 6 wherein the message discard algorithm limits

the message rate of the first set of messages by discarding a second
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10.

11.

12.

amount of messages during a second congestion level, wherein the
second amount is more than the first amount.
The method of claim 6 wherein the first amount is based on a first
percentage associated with the first set of messages or the first
congestion level, wherein the first percentage is different from a
second percentage associated with a second set of messages or a
second congestion level.
The method of claim 6 wherein the first amount is based on a first
total message rate allowed for the first set of messages or the first
congestion level, wherein the first total message rate allowed is
different from a second message rate allowed for a second set of
messages or a second congestion level.
A system for discarding messages during a congestion event, the
system comprising:

at least one processor; and

a traffic manager, wherein the traffic manager is implemented
using the at least one processor, wherein the traffic manager is
configured for registering a traffic congestion policy for handling traffic
associated with an application during congestion, for determining a
first congestion level associated with a congestion event, for
determining message rates of messages associated with similar
message priority values, wherein the message priority values are
determined using the traffic congestion policy, and for discarding a
first message associated with the application using one or more of the
message rates, the first congestion level, and a message discard
algorithm, wherein the message discard algorithm is determined using
the traffic congestion policy.
The system of claim 10 wherein the traffic manager determines a first
message priority value associated with the first message using a
message attribute of the first message and a path related congestion
indicator associated with the first message.
The system of claim 11 wherein the first message priority value

associated with the first message is computed by concatenating one

-22 -



WO 2018/057368 PCT/US2017/051351

10

15

20

25

30

13.

14.

15.

16.

17.

18.

19.

or more bits from the message attribute and one or more bits from the
path related congestion indicator.
The system of claim 10 wherein the traffic congestion policy is hot-
pluggable.
The system of claim 10 wherein determining the first congestion level
includes determining an amount of messages queued for processing.
The system of claim 10 wherein the message discard algorithm limits
a message rate of a first set of messages associated with a first
priority value by discarding a first amount of messages during the first
congestion level.
The system of claim 15 wherein the message discard algorithm limits
the message rate of the first set of messages by discarding a second
amount of messages during a second congestion level, wherein the
second amount is more than the first amount.
The system of claim 15 wherein the first amount is based on a first
percentage associated with the first set of messages or the first
congestion level, wherein the first percentage is different from a
second percentage associated with a second set of messages or a
second congestion level.
The system of claim 15 wherein the first amount is based on a first
total message rate allowed for the first set of messages or the first
congestion level, wherein the first total message rate allowed is
different from a second message rate allowed for a second set of
messages or a second congestion level.
A non-transitory computer readable medium comprising computer
executable instructions that when executed by at least one processor
of a computer cause the computer to perform steps comprising:
registering a traffic congestion policy for handling traffic
associated with an application during congestion;
determining a first congestion level associated with a

congestion event;

-23-



WO 2018/057368 PCT/US2017/051351

determining message rates of messages associated with
similar message priority values, wherein the message priority values
are determined using the traffic congestion policy; and

discarding a first message associated with the application
5 using one or more of the message rates, the first congestion level,
and a message discard algorithm, wherein the message discard

algorithm is determined using the traffic congestion policy.
20.  The non-transitory computer readable medium of claim 19 wherein a
first message priority value associated with the first message is
10 determined using a message attribute of the first message and a path

related congestion indicator associated with the first message.
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