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A capability for incremental tracking of multiples quantiles is 
provided. A method for performing an incremental quantile 
update using a data value of a received data record includes 
determining an initial distribution function, updating the ini 
tial distribution function to form a new distribution function 
based on the received data value, generating an approxima 
tion of the new distribution function, and determining new 
quantile estimates from the approximation of the new distri 
bution function. The initial distribution function includes a 
plurality of initial quantile estimates and a respective plurality 
of initial probabilities. The new distribution function includes 
a plurality of quantile points identifying the respective initial 
quantile estimates and a respective plurality of new probabili 
ties associated with the initial quantile estimates. The 
approximation of the new distribution function is generated 
by connecting pairs of adjacent quantile points using linear 
approximations of regions between the pairs of adjacent 
quantile points. 
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METHOD AND APPARATUS FOR 
INCREMENTAL TRACKING OF MULTIPLE 

QUANTILES 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application claims the benefit of U.S. Provisional 
Patent Application Ser. No. 61/224,704, filed Jul. 10, 2009, 
entitled INCREMENTAL TRACKING OF MULTIPLE 
QUANTILES” which is hereby incorporated by reference 
herein in its entirety. This application is related to U.S. patent 
application Ser. No. 12/546,344, filed Aug. 24, 2009, entitled 
METHOD AND APPARATUS FOR INCREMENTAL 
QUANTILE TRACKING OF MULTIPLE RECORD 
TYPES, which is hereby incorporated by reference herein in 
its entirety. 

FIELD OF THE INVENTION 

The invention relates to the field of quantile tracking and, 
more specifically but not exclusively, to incremental quantile 
tracking. 

BACKGROUND 

Quantiles are useful in characterizing the data distribution 
of evolving data sets. For example, quantiles are useful in 
many applications, such as in database applications, network 
monitoring applications, and the like. In many such applica 
tions, quantiles need to be tracked dynamically over time. In 
database applications, for example, operations on records in 
the database, e.g., insertions, updates, and deletions, change 
the quantiles of the data distribution. Similarly, in network 
monitoring applications, for example, anomalies on data 
streams need to be detected as the data streams change 
dynamically over time. Computing quantiles on demand is 
quite expensive, and, similarly, computing quantiles periodi 
cally can be prohibitively costly as well. Therefore, it is 
desirable to incrementally track quantiles of the data distri 
bution. 

Most incremental quantile estimation algorithms are based 
on a Summary of the empirical data distribution, using either 
a representative sample of the distribution or a global approxi 
mation of the distribution. In such incremental quantile esti 
mation algorithms, quantiles are computed from Summary 
data. Disadvantageously, however, in order to obtain quantile 
estimates with good accuracies (especially for tail quantiles, 
for which the accuracy requirement tends to be higher than for 
non-tail quantiles), a large amount of Summary information 
must be maintained, which tends to be expensive in terms of 
memory. Furthermore, for continuous data streams having 
underlying distributions that change over time, a large bias in 
quantile estimates may result since most of the Summary 
information is out of date. 
By contrast, other incremental quantile estimation algo 

rithms use stochastic approximation (SA) for quantile esti 
mation, in which the data is viewed as being quantities from 
a random data distribution. The SA-based quantile estimation 
algorithms do not keep a global approximation of the distri 
bution and, thus, use negligible memory for estimating tail 
quantiles. Disadvantageously, however, the existing 
SA-based quantile estimation algorithms derive each quantile 
estimate individually, in isolation, which causes problems in 
incremental quantile estimation. First, derivation of the quan 
tile estimates individually often leads to a violation of the 
monotone property of quantiles (e.g., such as where the value 
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2 
of the 90% quantile is less than the value of the 80% quantile). 
Second, although this incremental nature is amenable to con 
tinuous data updates, use of derivative information renders 
the SA-based quantile estimation algorithms sensitive to data 
order and the particular data distribution during intermediate 
updates. Third, the existing SA-based quantile estimation 
algorithms cannot handle dynamic underlying data distribu 
tions. These and other issues associated with existing SA 
based quantile estimation algorithms present challenges for 
applications in which incremental quantile tracking is per 
formed. 

SUMMARY 

Various deficiencies in the prior art are addressed via meth 
ods, apparatuses, and computer readable mediums for per 
forming incremental quantile tracking of multiple quantiles 
using stochastic approximation. 

In one embodiment, a method for performing an incremen 
tal quantile update using a data value of a received data record 
includes determining an initial distribution function, updat 
ing the initial distribution function to form a new distribution 
function based on the received data value, generating an 
approximation of the new distribution function, and deter 
mining new quantile estimates from the approximation of the 
new distribution function. The initial distribution function 
includes a plurality of initial quantile estimates and a respec 
tive plurality of initial probabilities associated with the initial 
quantile estimates. The initial distribution function is updated 
to form the new distribution function based on the received 
data value. The new distribution function includes a plurality 
of quantile points identifying the respective initial quantile 
estimates and a respective plurality of new probabilities asso 
ciated with the respective initial quantile estimates. The 
approximation of the new distribution function is generated 
by, for each pair of adjacent quantile points in the new distri 
bution function, connecting the adjacent quantile points using 
a linear approximation of the region between the adjacent 
quantile points. The new quantile estimates and the new prob 
abilities associated with the new quantile estimates may then 
be stored. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The teachings herein can be readily understood by consid 
ering the following detailed description in conjunction with 
the accompanying drawings, in which: 

FIG. 1 depicts an exemplary estimated cumulative distri 
bution function (CDF) for use in responding to queries for 
quantile estimates; 

FIG. 2 depicts one embodiment of a method for incremen 
tally tracking estimated quantiles of a data distribution for a 
single record type; 

FIGS. 3A and 3B depicts one embodiment of a method for 
generating an approximation of a distribution function foruse 
with the method depicted and described with respect to FIG. 
2: 

FIGS. 4A and 4B depict an approximation of a distribution 
function for one pair of adjacent quantile points using the 
method depicted and described with respect to FIGS. 3A and 
3B; 

FIG. 5 depicts one embodiment of a method for updating 
an initial distribution function to form a new distribution 
function for multiple record types: 

FIG. 6 depicts one embodiment of a method for responding 
to queries using a distribution function for which the quantile 
estimates are incrementally tracked; and 
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FIG. 7 depicts a high-level block diagram of a general 
purpose computer Suitable for use in performing the functions 
described herein. 

To facilitate understanding, identical reference numerals 
have been used, where possible, to designate identical ele 
ments that are common to the figures. 

DETAILED DESCRIPTION 

A capability for incremental tracking of quantiles using 
stochastic approximation (SA), denoted as an SA-based 
incremental quantile estimation capability, is depicted and 
described herein. In general, in incremental quantile estima 
tion, the quantiles for a set of data are updated in real or 
near-real time as data is received, such that the incremental 
quantile estimation provides a relatively current estimate of 
the quantiles for the set of data received up to the current time. 
The SA-based incremental quantile estimation capability 
enables incremental tracking of multiple quantiles over time, 
where each of the quantile estimates is updated for each data 
record that is received, thereby ensuring that, at any given 
time, the monotone property of quantiles is maintained. The 
SA-based incremental quantile estimation capability enables 
incremental tracking of multiple quantiles for different record 
types, such as insertions, deletions, and updates. The SA 
based incremental quantile estimation capability is adaptive 
to changes in the data distribution. The SA-based incremental 
quantile estimation capability only needs to track quantiles of 
interestand, thus, is memory efficient (as opposed to non-SA 
based quantile estimation algorithms in which the memory 
requirements are dependent on which quantile is being esti 
mated, e.g., tail quantiles require more memory). 

FIG. 1 depicts an exemplary estimated cumulative distri 
bution function (CDF) for use in responding to queries for 
quantile estimates. The exemplary estimated CDF 100, 
denoted as distribution function F(x), represents a distribu 
tion of a set of received data values {x}. The distribution 
function F(X) is represented using a Cartesian coordinate 
system in which the X-axis indicates the values of the quantile 
estimates of the distribution function EQ (which are denoted 
as quantile estimates S=(S(1), S(2), ... , S(K))) and the y-axis 
indicates the values of the probabilities associated with the 
quantile estimates S (which are denoted as probabilities p=(p 
(1)., p(2), ..., p(K))). A combination of the quantile estimates 
S and the associated probabilities p provides a set of quantile 
points which define the distribution function F(x) (namely, 
distribution function F(X) is represented using the quantile 
points {((S(1)p(1)), ((S(2).p(2)), . . . . ((S(K).p(K))). The 
distribution function F(x) is a strictly monotone function, 
such that S(1)-S(2)< ... <S(K), and has positive derivatives 
on its domain. 
The SA-based incremental quantile estimation capability 

incrementally tracks the estimated quantiles of distribution 
function F(x) using incremental approximations to distribu 
tion function F(X) upon receiving new data values. A current 
data value of a set of received data values {x} is denoted as 
data value x, received at time t. The SA-based incremental 
quantile estimation capability updates the approximation to 
the distribution function F(x) based on received data value x, 
Such that the quantile estimates are denoted as S. (S(1), 
S(2). . . . , S(K))) and the probabilities associated with the 
quantile estimates S, are denoted as probabilities p, (p.(1), 
p,(2), ..., p(K))). A method, according to one embodiment, 
for tracking the estimated quantiles of distribution function 
F(x) using an incremental approximation to distribution func 
tion F(x) upon new data arrivals is depicted and described 
with respect to FIG. 2-FIG. 5. 
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4 
FIG. 2 depicts one embodiment of a method for incremen 

tally tracking estimated quantiles of a data distribution for a 
single record type. The method 200 is performed for incre 
mentally updating the estimated quantiles of a data distribu 
tion at a current time tat which a new data record is received. 
Although depicted and described as being performed serially, 
at least a portion of the steps of method 200 may be performed 
contemporaneously, or in a different order than depicted and 
described with respect to FIG. 2. 
At step 202, the method 200 begins. 
At step 204, an insertion record is received. The insertion 

recordincludes a new data value X. The new data value X, may 
be any suitable value and may be received in any suitable 
manner, which may depend, at least in part, on the application 
for which incremental tracking of estimated quantiles is per 
formed (e.g., receiving a data insertion record for a database, 
receiving a data value in a data stream in a network, and the 
like). 
At step 206, an initial distribution function (denoted 

as F. ) is determined. 
The initial distribution function F has properties similar 

to the distribution function F(x) depicted and described with 
respect to FIG. 1. The initial distribution function F 
includes a plurality of initial quantile estimates (S(i). 
1sisK) and a plurality of initial probabilities (p (i), 1sisK) 
associated with the respective initial quantile estimates S. 
(i). The initial distribution function also includes a plurality of 
initial derivative estimates (f(i), 1sisK) associated with the 
respective initial quantile estimates S(i). In one embodi 
ment, the initial distribution function F may be a distribu 
tion function initialized in a certain manner (e.g., the distri 
bution function F at timet=0, where this is the first time that 
method 200 is being executed). M 

In one embodiment, the initial distribution function F. 
may be the distribution function determined during a previous 
time (t–1) at which the previous data record was received 
(e.g., the initial distribution function F may be the approxi 
mation of the new distribution function determined during the 
previous execution of method 200 at previous time (t–1). 
where method 200 has already been executed for one or more 
previously received data records). 
At step 208, the initial distribution function F- is updated 

to form a new distribution function (denoted as F) based on 
the new data value X. 
The new distribution function F, includes a plurality of new 

probabilities (p,(i), 1 sisK) associated with the initial quantile 
estimates S(i) of the initial distribution function F. 

In one embodiment, the initial distribution function F is 
updated to form new distribution function F, by determining 
the new probabilities p,(i) for the new distribution function F, 
using p,(i)=(1-w,)p, (i)+W,I(S_1 (i)2X). In this equation, X, 
is the new data value, w, is a weight associated with the new 
data value X, (which may be chosen in any Suitable manner), 
S(i) are the initial quantile estimates of initial distribution 
function F, , p (i) are the initial probabilities associated 
with initial quantile estimates S(i). I(S(i)ax,) is an indi 
cator function and i is a counter over the set of quantile 
estimates and probabilities (1 sisk). This equation follows 
from updating initial distribution function F., as F(x)=(1- 
w)F(X)+WI(XX), evaluating F(X) at initial quantile esti 
mates S(i) at time t-1, and, using the fact that F 
(S (i))sp(i), thereby giving the equation: F,(S(i))s(1-w,) 
p(i)+w,I(S(i)ax), which may then be represented as p(i) 
(1-w,)p(i)+WI(S(i)ax). The combination of the initial 
quantile estimates S (i) and the new probabilities p,(i) pro 
vides a set of quantile points (S- (i), p.(i)) which defines new 
distribution function F. 
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At step 210, an approximation of the new distribution 
function is generated. 

In one embodiment, linear interpolation is used to generate 
the approximation of the new distribution function such that, 
in the neighborhood of each of the initial quantile estimates 5 
S(i), the approximation of the new distribution function is 
a linear function with a slope specified by the respective 
initial derivative estimates f (i) associated with the initial 
quantile estimate S (i), and the linear points around the 
initial quantile estimates S (i) are extended under the con- 10 
straints of monotonicity of the interpolation function. 

In one embodiment, generating the approximation of the 
new distribution function includes, for each pair of adjacent 
quantilepoints in the new distribution function F (where each 
pair of adjacent quantile points includes a first quantile point 15 
(S(i), p.(i)) and a second quantile point (S (i+1), p(i+1)) 
performing the following: (1) defining a right quantile point 
to the right of the first quantile point and a left quantile point 
to the left of the second quantile point; and (2) generating a 
linear approximation of the new distribution function for the 20 
region between the adjacent quantile points by connecting the 
first quantile point, the right quantile point, the left quantile 
point, and the second quantile point in a piecewise linear 
fashion. In one such embodiment, definition of the right quan 
tile points and the left quantile points is performed using the 25 
initial quantile estimates S (i), the initial derivative esti 
mates f(i), the new probabilities p,(i), and monotonicity 
values A(i). A more detailed description of one such embodi 
ment is depicted and described with respect to FIGS. 3A and 
3B. 30 

FIGS. 3A and 3B depicts one embodiment of a method for 
generating an approximation of a distribution function for use 
with the method depicted and described with respect to FIG. 
2. As indicated above with respect to FIG. 2, in one embodi 
ment method 300 of FIGS.3A and 3B may be used as step 210 35 
of method 200 of FIG. 2. Although primarily depicted and 
described as being performed serially, at least a portion of the 
steps of method 300 may be performed contemporaneously, 
or in a different order than depicted and described with 
respect to FIGS. 3A and 3B. 40 

At step 302, method 300 begins. 
At step 304, a counter associated with the quantile points is 

initialized to one (i-1, 1 sisK, where K is the number of 
estimated quantiles of the new distribution function). 

At step 306, a pair of adjacent quantile points is deter- 45 
mined. The pair of adjacent quantile points is determined 
based on the current value of the counter i. The pair of adja 
cent quantile points includes a first quantile point (S(i). 
p(i)) and a second quantile point (S (i+1), p(i+1)). 

At step 308, a monotonicity value (denoted as A(i)) is 50 
computed for the pair of adjacent quantile points. 
The monotonicity value A(i) is computed Such that the 

right quantile point and the left quantile point are non-de 
creasing, i.e., Such that: 

55 

S(i)+A(i)s.S. (i+1)-A(i), and 

p.(i)+f (i)A(i)sp(i+1)-f(i+1)A(i), 

which indicate that: 60 

(S-1 (i+1)- S-1 (i) p. (i+1)-p, (i)) A.(i) = mir 2 f_1(i)+ f_1(i+ ..) 
65 

The monotonicity value A(i) may be selected in any Suit 
able manner. In one embodiment, for example, the monoto 

6 
nicity value A(i) is selected as the maximum possible value 
determined from the right-hand side of the above equation for 
monotonicity value A(i). 
At step 310, the right quantile point (denoted as right(i)) 

and the left quantile point (denoted left(i+1)) are defined. 
The right quantile point is a point to the right of the first 

quantile point, and is defined as follows: right(i)=(S, (i)+A 
(i), p.(i)+f (i)A(i)), which is a point in the new distribution 
function F that is to the right of the first quantile point (S(i). 
p(i)) with a slope off (i). 
The left quantile point is a point to the left of the second 

quantile point, and is defined as follows: left(i+1)=(S, (i+ 
1)-A,(i), p.(i+1)-f(i+1)A,(i)), which is a point in the new 
distribution function F, that is to the left of the second quantile 
point (S (i+1), p(i+1)) with a slope off (i+1). 
At step 312, the first quantile point, the right quantile point, 

the left quantile point, and the second quantile point are 
connected to form a portion of the approximation of the new 
distribution function. The first quantile point, the right quan 
tile point, the left quantile point, and the second quantile point 
are connected in a piecewise linear fashion such that the first 
quantile point is connected to the right quantile point, the 
right quantile point is connected to the left quantile point, and 
the left quantile point is connected to the second quantile 
point. 
At step 314, a determination is made as to whether counter 

i is equal to K-1. If the counteri is not equal to K-1, method 
300 proceeds to step 316. If the counter i is equal to K-1, 
method 300 proceeds to step 318. 
At step 316, the counter i is incremented by one (i-i-1), 

and, from step 316, method 300 returns to step 304 so that the 
process can be repeated for the next pair of adjacent quantile 
points in the new distribution function F. 
At step 318, the approximation of the new distribution 

function is extended beyond the two boundary quantile points 
until it reaches the extreme y-axis values of Zero and one (i.e., 
the approximation of the new distribution function is 
extended to the left of the quantile point (S. (1), p.(1)) until 
it reaches the y-axis value of Zero and is extended to the right 
of quantile point (S. (K).p,(K)) until it reaches the y-axis 
value of one). 
At step 320, method 300 ends. Although depicted and 

described as ending (for purposes of clarity), in an embodi 
ment in which method 300 is used as step 210 of method 200 
of FIG. 2, processing will proceed to step 212 of method 200 
of FIG. 2. 

FIGS. 4A and 4B depict an approximation of a distribution 
function for one pair of adjacent quantile points using method 
300 depicted and described with respect to FIGS. 3A and 3B. 
As depicted in FIGS. 4A and 4B, the approximation of the 

new distribution function is depicted for the portion of the 
new distribution function that is between first quantile point 
(S (1), p.(1)) and second quantile point (S. (2), p.(2)). As 
described hereinabove, similar approximations are per 
formed for each of the other adjacent quantile points in the 
new distribution function (e.g., for second quantile point 
(S. (2), p. (2)) and third quantile point (S, (3), 
p. (3)), . . . . for next-to-last quantile point (S. (K-1), p. 
(K-1)) and last quantile point (S. (K), p(K))) for purposes 
of generating the complete approximation of the new distri 
bution function. 

In FIGS. 4A and 4B, the depicted portion of the approxi 
mation of the new distribution function is plotted using a 
Cartesian coordinate system in which the X-axis indicates the 
values of the initial quantile estimates S and the y-axis 
indicates the values of the new probabilities p, associated with 
the initial quantile estimates S. 
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The curve functions 410A and 410B represent the hypo 
thetical smooth approximation of the data distribution of new 
distribution function F, between first quantile point (S. (1), 
p(1)) and second quantile point (S. (2), p.(2)). 
The linear functions 420A and 420B represent the piece 

wise linear approximations of the new distribution function i; 
between first quantile point (S. (1), p.(1)) and second quan 
tile point (S. (2), p.(2)), determined using first and second 
quantile points (S. (1), p.(1)) and (S. (2), p.(2)), initial 
derivative estimates f 1(1) and f 1(2) associated with first 
and second quantile points (S. (1), p.(1)) and (S. (2), p.(2)), 
respectively, and monotonicity value A(1). 

FIGS. 4A and 4B correspond to two different cases for the 
monotonicity value A(1). FIG. 4A illustrates an exemplary 
case in which monotonicity value A(1) takes the second value 
in the monotonicity equation. FIG. 4B illustrates an exem 
plary case in which monotonicity value A(1) takes the first 
value in the monotonicity equation. 

Returning now to FIG. 2, new quantile estimates, based 
upon the new data value X, are determined using the approxi 
mation of the new distribution function. 
At Step 212, new quantile estimates (denoted as S(i)) are 

determined from the approximation of the new distribution 
function. The new quantile estimates S(i) are determined 
from the approximation of the new distribution function as 
follows: F.(S.(i)) p. 
At Step 214, the new quantile estimates S(i) and the new 

probabilities p,(i) of the approximation of the new distribu 
tion function are stored. The new quantile estimates S(i) and 
the new probabilities p,(i) may be stored in any suitable man 

. 

In one embodiment, for example, the new quantile esti 
mates S(i) and the new probabilities p.(i) may be stored as 
respective sets of data values (namely, as a set of new quantile 
estimates S(i)={S,(1),..., S.(K) and a set of new probabili 
ties p,(i)={p,(1), . . . , p,(K)}. 

In one embodiment, for example, the new quantile esti 
mates S(i) and the new probabilities p(i) may be stored by 
storing the approximation of the new distribution function. 
The storage of new quantile estimates S(i) and new prob 

abilities p(i) of the new distribution function enables queries 
for quantile estimates S(i) to be answered. A method accord 
ing to one embodiment for responding to queries of quantile 
estimates using the approximation of the new distribution 
function is depicted and described with respect to FIG. 6. 

At step 216, new derivative estimates (denoted as f(i)) 
associated with new quantile estimates S(i) are determined. 

In one embodiment, new derivative estimates f(i) may be 
determined as follows: f(i) (1-w)f(i)+w,I(X-S,(i)lsc/ 
{2c), where c is a tunable parameter representing the win 
dow size around each of the new quantile estimates S(i) for 
which the respective new derivative estimates f(i) are deter 
mined. The window sizes c may be set to any suitable values. 
In one embodiment, for example, the window sizes c each are 
a fraction of the estimated inter-quantile range, and the win 
dow sizes care the same for all quantiles. In another embodi 
ment, for example, the values of window sizes care set Such 
that the window sizes care not uniform across all quantiles. 

It will be appreciated that, since the new derivative esti 
mates f(i)are not required for use in responding to queries for 
quantile estimates S(i), determining the new derivative esti 
mates may be viewed as an extraneous step performed for 
purposes of executing method 200 for each received data 
value. In one embodiment, as depicted in FIG. 2, this step may 
be considered as a post-processing step (e.g., performed after 
the approximation of the new distribution function is deter 
mined in order to obtain the derivative estimates associated 
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8 
with current timet which are to be used as the initial derivative 
estimates the next time method 200 is executed). In one 
embodiment, not depicted in FIG. 2, this step may be consid 
ered as a pre-processing step (e.g., performed before the 
initial distribution function is determined in order to obtain 
the derivative estimates associated with current time t which 
are to be used as the initial derivative estimates the next time 
method 200 is executed). 
At step 218, method 200 ends. 
Although depicted and described as ending (for purposes 

of clarity), it will be appreciated that method 200 may be 
executed for each new insertion record that is received for 
purposes of incrementally updating quantile estimates. 
The SA-based incremental quantile estimation capability 

depicted and described herein enables incremental tracking 
of multiple quantiles over time for data with stationary dis 
tributions and data with non-stationary distributions. Addi 
tionally, the SA-based incremental quantile estimation capa 
bility depicted and described herein may utilize multiple 
types of weights w, in updating the initial distribution func 
tion to form the new distribution function. For example, the 
weights w, may be diminishing (e.g., w, 1?t) or constant 
(w, w), or set in any other suitable manner. 

For stationary data (i.e., F, is stationary), simple SA-based 
algorithms, in which each of the quantile estimates is updated 
individually in isolation, will lead to convergence for both of 
the types of weights w, described above. For diminishing 
weights w, set as w, 1?t, convergence using simple SA-based 
algorithms is to the true quantile in probability one. For con 
stant weights w, set as w, w, convergence using simple SA 
based algorithms is in distribution to a random variable with 
mean of the true quantile. These convergence results also are 
true for the SA-based incremental quantile estimation capa 
bility depicted and described herein in which each of the 
quantile estimates is updated for each received data record. 
For weights w, set as w, 1?t, as t approaches infinity, the 
SA-based incremental quantile estimations depicted and 
described herein will converge to true quantiles. For weights 
w, set as w, w, as tapproaches infinity, the SA-based incre 
mental quantile estimations depicted and described herein 
will converge in distribution to a random variable with mean 
of the true quantile. In one embodiment, for non-stationary 
data (i.e., F, is non-stationary), the SA-based incremental 
quantile estimations depicted and described herein will use 
constant weights (w, w) as opposed to diminishing weights 
(w, 1?t). 

It will be appreciated that the weights w, used in updating 
the initial distribution function to form the new distribution 
function, as depicted and described with respect to FIG. 2, 
may be set in any other Suitable manner. 

Although primarily depicted and described herein with 
respect to an embodiment in which estimated quantiles are 
updated for each new insertion record that is received (i.e., 
method 200 is executed for each new data value x, that is 
received), in other embodiments estimated quantiles may be 
updated using a batch of M insertion records (i.e., a batch of 
M data values {x}). In one such embodiment, steps 204 
208 are performed for each of the M data values, and then 
steps 210-214 are performed once for the batch of M data 
values using the new distribution function that reflects the M 
data values. It will be appreciated that method 200 of FIG. 2 
may be modified in other ways to Support batch processing of 
data records. 
The SA-based incremental quantile estimation capability 

uses an incremental distribution approximation by interpolat 
ing at the updated quantile points. As a result, local to the 
quantile points the incremental distribution approximation is 
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the same linear function as in existing SA-based quantile 
estimation algorithms in which each quantile point is updated 
individually in isolation from other quantile points, whereas 
globally the incremental distribution approximation is an 
increasing function. 
The SA-based incremental quantile estimation capability 

opens up the possibility of using other more elaborate inter 
polation or approximation schemes given the local approxi 
mations at the quantile points. The SA-based incremental 
quantile estimation capability also opens up the possibility of 
using an asymptotic model to overcome some of the insta 
bilities of SA-based incremental quantile estimation schemes 
in dealing with extreme tails (e.g., due to very small deriva 
tives associated with extreme tails). It will be appreciated that 
care must be taken to ensure that utilizing Such interpolation 
or approximation schemes does not lead to biases in quantile 
estimates (e.g., such as where using linear interpolation by 
connecting quantile points directly without using the local 
derivatives provides convergence for stationary data, but with 
a bias). 
The SA-based incremental quantile estimation capability 

enables the updated quantile estimates to be computed rela 
tively efficiently, while at the same time providing good 
approximations of quantile estimates. 

It will be appreciated that, since the distribution approxi 
mation is piecewise linear, finding the quantile points of the 
function for updating (as in step 212) is relatively simple (e.g., 
by determining which line segment each probability p(i) falls 
into and then Solving p(i) for that line segment). 

It will be further appreciated that the estimated derivative f, 
is a vector of estimated derivatives (density) and that it is not 
crucial to obtain exact values of the derivatives. For example, 
if estimated derivative f, is replaced by a vector of fixed 
positive constants, the quantile estimates derived using the 
SA-based incremental quantile estimation capability still pro 
vide good approximations; however, it is more efficient to use 
a value of estimated derivative f, that is close to the actual 
derivatives of the distribution function since the quantile esti 
mates will stabilize faster around the true value. 

Although primarily depicted and described herein with 
respect to embodiments in which the SA-based incremental 
quantile estimation capability is utilized for incrementally 
approximating a distribution function F(.) that is a strictly 
increasing continuous distribution, other embodiments of the 
SA-based incremental quantile estimation capability may be 
utilized for incrementally approximating a distribution func 
tion F(.) that is a discrete distribution. In such embodiments, 
the SA-based incremental quantile estimation capability may 
be modified in order to prevent the derivative estimates from 
becoming infinite. The SA-based incremental quantile esti 
mation capability may be modified in any Suitable manner 
(e.g., by adding a small random noise to the data, where the 
Small random noise may be chosen in a data dependent fash 
ion). 

Although primarily depicted and described herein with 
respect to embodiments in which the SA-based incremental 
quantile estimation capability is used for a set of data records 
including only one specific record type (namely, for insertion 
records), the SA-based incremental quantile estimation capa 
bility also may be used for a set of data records including only 
one specific record type where the one specific record type is 
different (e.g., using deletion records, update records, and the 
like) and/or for a set of data records including multiple record 
types (e.g., using a combination of two or more of insertion 
records, deletion records, update records, and the like). A 
description of such embodiments follows. 
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10 
In one embodiment, the SA-based incremental quantile 

estimation capability is used for a set of data records includ 
ing multiple record types. As described herein, the SA-based 
incremental quantile estimation capability is, in general, 
based on performing incremental approximations to a distri 
bution function and, thus, the manner depicted and described 
hereinabove for performing incremental approximations to a 
distribution function for a set of data records including a 
single record type (namely, insertion records) is modified to 
perform incremental approximations to a distribution func 
tion for a set of data records including multiple records types. 
A description of the modification follows. 

In this embodiment, assume that the set of data records for 
which incremental quantile approximation is performed 
includes insertion records, deletion records, and updated 
records. 

In this embodiment, assume that at time t there is always a 
data valuex, inserted, but at the same time there also could be: 
(1) a data value x, from a previous time that will be deleted 
(i.e., the data value is no longer to be considered), or (2) a data 
value x, a previous time that will be updated with a new value 
x', (i.e., the data sample at time t, should be replaced by X'). 

In this embodiment, let w, be a sequence of intended or 
initial weights for the insertion data value x, at time t. The 
weights for the insertion data value x, are deemed to be 
intended or initial, because the actual weights for the insertion 
data value x, will be modified due to deletion. For deletion 
data value x, the intended weight at time t is: d(t)= 
WII's- (1 -w). 

In this embodiment, assume that the approximation of the 
distribution function at time t-1 is denoted as F. Addition 
ally, define total weights value Do-0. The approximation of 
the distribution function at time t-1 is the initial distribution 
function F at time t (similar to step 206 described with 
respect to FIG. 2 in the single-record-type case). The initial 
distribution function F is updated to form the new distri 
bution function F, by updating initial probabilities p (i) to 
form new probabilities p.(i) (similar to step 208 described 
with respect to FIG. 2 in the single-record-type case). Addi 
tionally, the initial total weights value D, is updated to form 
new total weights value D. 
At time t, with the insertion record including insertion data 

value x, updating of the initial distribution function F, and 
the initial total weights value D, may be represented as 
follows: 

(1-w,)(1 - D, 1) F-1(x) + w(x > x.) 
1 - D, 1 (1 - w) 

(1 - w)D 1 

Insert: F(x) - 

D, e 

If there are no deletion or update records at time t, the 
updating of the initial distribution function F. is complete 
(because no further update of the initial distribution function 
F is required at time t). 

If there is a deletion record oran update record at time t, the 
updated distribution function F, that is generated based on the 
insertion record is further updated to account for the deletion 
or insertion. 
At time t, if there is a deletion record indicating deletion of 

data value x, then: (a) the updated distribution function F, 
that is generated based on the insertion data value from the 
insertion record is further updated based on the deletion 
record in order to represent the new distribution function F, 
and (b) the updated total weights value D, that is generated 
based on the weight of the insertion data value from the 
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insertion record is further updated based on the deletion 
record in order to represent the new total weights value D, 
The further updating of the updated distribution function F, 
and the updated total weights value D, based on the deletion 
record may be represented as follows: 

(1 - D) F(x) - dol(X 2 vio) 
1 - D, - d. 
D, + d (t) 

f(x) - 
Delete: 

D, e 

where d(t) is determined as d(t)—w, II" (1-w,). It will 
be appreciated that these deletion equations remove the influ 
ence of deletion data value x, at time t since the weight for X, 
now reduces to d(t). 
At time t, if there is an update record indicating update of 

data value x, timet with a new value x', then: (a) the updated 
distribution function F, that is generated based on the inser 
tion data value from the insertion record is further updated 
based on the update record in order to represent the new 
distribution function F, and (b) the updated total weights 
value D, that is generated based on the weight of the insertion 
data value from the insertion record remains unchanged. The 
further updating of the updated distribution function F, based 
on the update record may be represented as follows: 

(1 - D.)F(x) + d (1(x > y) - (x > x )) 
1 - D, 

remains unchanged 

Update: F(x) - 

D, 

It will be appreciated from these update equations that an 
update record is treated as a combination of a deletion record 
and an insertion record for time t (i.e., the data value to be 
updated is deleted and replaced with the new value). 

In the above-defined equations for insertion, deletion, and 
update records, the total weights value D, represents the total 
of all weights from data values deleted at time t. As such, the 
total weights of data that contributed to updated distribution 
function F, at time t is not one, but, rather, is 1-D, due to 
deletions. 

For the insertion equations, with the arrival of new data 
value x, the updated distribution function F, is the weighted 
Sum I(XaX, ) from insertion data value X, with weight w, and 
initial distribution function F with weight (1-w)(1-D), 
normalized to have a total weight of one. Additionally, the 
weight of the deleted data in F, is updated by a factor 
of (131 w). 
As described hereinabove, from the above-described equa 

tions, the equations adapted for use in updating the initial 
probabilities p (i) to form the new probabilities p.(i) may be 
derived. Namely, the equations adapted for use in updating 
the initial probabilities p (i) to form the new probabilities 
p.(i) may be derived by evaluating the new distribution func 
tion F, at each of the initial quantile estimates S. (i) at time 
t-1. 

The initial probabilities p (i) are updated to form the new 
probabilities p(i) (similar to step 208 described with respect 
to FIG. 2 in the single record type case) as follows (where an 
assumption is made that initial total weights value Do-0). 

At time t, with the insertion record including insertion data 
value X: (a) the initial probabilities p (i)are updated to form 
intermediate probabilities p'(i) and (b) and the initial total 
weights value D, is updated to form an intermediate total 
weights value D'', as follows: 
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p' (i) - (1 - D, 1 (1 - w,) (1 - w; )(1 - D, 1)p, 1 (i)+ 
W. (S 1 (i) > x)) 

D" - (1 - w,) D, 1 
Insert: 

If there are no deletion or update records at time t, the 
intermediate probabilities p?' (i) are denoted as new prob 
abilities p,(i) (because no further update of the probabilities is 
required at time t). 

If there is a deletion record oran update record at time t, the 
intermediate probabilities p?' (i) are further updated, based 
on the deletion or update record, in order to determine new 
probabilities p(i). 
At time t, if there is a deletion record indicating deletion of 

data value x, then: (a) the intermediate probabilities p' (i) 
determined based on the insertion record are further updated 
based on the deletion record in order to determine new prob 
abilities p(i), and (b) the intermediate total weights value 
D,' that is generated based on the weight of the insertion 
data value from the insertion record is further updated based 
on the deletion record in order to determine the new total 
weights value D. The further updating of the intermediate 
probabilities p'(i) and the intermediate total weights value 
D,' based on the deletion record is performed as follows: 

p. (i) - (1 - D - d.) (1-D)pf" (i) - 
do (S-1 (i) > Xto)) 
D, e-Di" + d (t) 

Delete: 

where d(t) is d(t)-WII (1-w,). 
At time t, if there is an update record indicating update of 

data value x, at time t with a new value x', then: (a) the 
intermediate probabilities p'(i) determined based on the 
insertion record are further updated based on the update 
record in order to determine new probabilities p,(i), and (b) 
the updated total weights value D, that is generated based on 
the weight of the insertion data value from the insertion 
record remains unchanged. The further updating of the inter 
mediate probabilities p'(i) based on the update record is 
performed as follows: 

As described herein, the single-record-type case for incre 
mentally tracking estimated quantiles of a data distribution 
(depicted and described with respect to FIG. 2) may be modi 
fied to provide the multiple-record-type case for incremen 
tally tracking estimated quantiles of a data distribution (de 
picted and described with respect to FIG. 5). In one 
embodiment, this is achieved by modifying step 208 of FIG. 
2 for the multiple-record-type case. An exemplary embodi 
ment for updating the initial distribution function to form the 
new distribution function, for the multiple-record-type case, 
is depicted and described with respect to FIG. 5. 

FIG. 5 depicts one embodiment of a method for updating 
an initial distribution function to form a new distribution 
function in the presence of multiple record types. As noted 
above, the exemplary method depicted and described with 
respect to FIG. 5 is suitable for use as step 208 of FIG. 2. 
Although depicted and described as being performed serially, 
at least a portion of the steps of method 208 may be performed 
contemporaneously, or in a different order than depicted and 
described with respect to FIG. 5. 
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As depicted in FIG. 5, method 208 is entered from step 206 
of method 200 (at which point the initial distribution function 
is determined) and exits to step 210 of method 200 (at which 
point an approximation of the determined new distribution 
function is generated using linear interpolation). A descrip 
tion of method 208 follows. 
At step 510, the initial probabilities p (i) associated with 

the initial quantile estimates S (i) of initial distribution 
function F are updated to form intermediate probabilities 
pf'(i) and the initial total weights value D, is updated to 
form an intermediate total weights value D'''. The interme 
diate probabilities p?' (i) and intermediate total weights 
value D'' are determined as follows: 

p: (i) - (1 - D, 1 (1 - w,) (1 - w; )(1 - D, 1)p, 1 (i)+ 
w (S. 1 (i) > x)) 

DiNT 4- (1 w) D-1 

Insert: 

At step 520, a determination is made as to whether a dele 
tion record or an update record has been received along with 
the insertion record. If neither a deletion record nor an update 
record has been received (i.e., only an insertion record was 
received at time t), method 500 proceeds to step 530. If a 
deletion record was received at time t, method 500 proceeds 
to step 540. If an update record was received at time t, method 
500 proceeds to step 550. 

At step 530, since only an insertion record was received at 
time t, the intermediate probabilities p'(i) determined in 
step 510 become the new probabilities p.(i) associated with 
initial quantile estimates S(i) to form thereby new distri 
bution function F, and the intermediate total weights value 
D.'Y' determined in step 510 becomes the new total weights 
value D, 

At step 540, since a deletion record was received in addi 
tion to the insertion record: (a) the intermediate probabilities 
p' (i) determined in step 510 are updated again to become 
the new probabilities p,(i) associated with initial quantile 
estimates S (i) to form thereby new distribution function F, 
and (b) the intermediate total weights value D, determined 
in step 510 is updated again to become new total weights 
value D, The new probabilities p.(i) and new total weights 
value D, are determined as follows: 

p. (i) - (1 - DN7 - d.) (1 - DN)p(i)- 
do (S-1 (i) > v)) 
D, - D + d(t) 

Delete: 

where d(t) is d(t)=WII's 1(1-w). 
At step 550, since an update record was received in addi 

tion to the insertion record, the intermediate probabilities 
pf'(i) that were determined in step 510 are updated again to 
become the new probabilities p.(i) associated with initial 
quantile estimates S. (i) to form thereby new distribution 
function F. As described hereinabove, the intermediate prob 
abilities p'(i) are updated based on the update record as 
follows: 

Update.g.). (ISSEY)-I(S.- (i)ex,)+(l- DANT INT(i)(1-D (NT) 
As depicted in FIG. 5, the result of each of the steps 530, 

540, and 550 is the new probabilities p(i) associated with 
initial quantile estimates S(i). The combination of the ini 
tial quantile estimates S (i) and the associated new prob 
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14 
abilities p,(i) provides the new distribution function F. From 
steps 530, 540, and 550, method 500 ends (i.e., method 500 
exits to step 210 of method 200, at which point an approxi 
mation of the new distribution function F, is generated using 
linear interpolation). 

Although primarily depicted and described herein with 
respect to an embodiment in which the extended version of 
the SA-based incremental quantile estimation capability Sup 
ports a set of data records that includes insertion records, 
deletion records, and updated records, other embodiments of 
the extended version of the SA-based incremental quantile 
estimation capability may support sets of data records that 
include other types and/or combinations of records (e.g., 
where the set of data records includes insertion records and 
deletion records, where the set of data records includes inser 
tion records and update records, and the like). In one embodi 
ment, the types of records that are included in the set of data 
records for which the SA-based incremental quantile estima 
tion capability is implemented may be dependent on the 
application for which the SA-based incremental quantile esti 
mation capability is used (e.g., database applications, net 
working applications, and the like). 
The SA-based incremental quantile estimation capability 

depicted and described herein for multiple-record-type 
implementations may utilize multiple types of weights w, in 
updating the initial distribution function to form the new 
distribution function. For example, the weights w, may be 
diminishing (e.g., w, 1?t) or constant (w, w), or set in any 
other suitable manner. 

For diminishing weights w, set as w, 1?t, it will be appre 
ciated that D, is the ratio of deletes in the data. Assuming that 
this is true for t-1, and further assuming that there are k 
deletions, then, with the arrival of insertion data value x, by 
16, F(x) is the weighted sum of F-1(x) and I(XX) with 
weights (t-k-1)/(t-k) and 1/(t-k), and D, k/(t+1) is actually 
the ratio of deletes in the data up to time t. It also will be 
appreciate that this may be verifies for the deletion and 
updated equations (17 and 18). In one such embodiment, the 
actual weight given to X, is 1/(t-k), not the intended weight 
1 ft. 
For constant weights w, set as w w (where w is positive). 

lets,<s< ...<s be the index of the data that are deleted until 
time t, where k is the total number of deletes before time t. 
With the arrival of insertion data valuex, it can be shown that 
D=(1-w) 'w--(1-w)'''w--...+(1-w)''w. 

It will be appreciated that the weights w, used in updating 
the initial distribution function to form the new distribution 
function may be set in any other Suitable manner. 

With respect to the SA-based incremental quantile estima 
tion capability depicted and described herein for multiple 
record-type implementations, in the case of deletions and 
updates for stationary data that will result in equilibrium, for 
example, when the deletes occurs at a lag with a stationary 
random distribution, the estimated quantiles converge to the 
true quantiles. A heuristic understanding of this convergence 
is that our insertion, deletion, and update equations depicted 
and described herein are designed in such away that the effect 
of deleted data is diminished in the functional approximation 
of F(X), and thus quantiles of the remaining data will have the 
correct quantiles. 

It will be appreciated that the modified/additional embodi 
ments that are described with respect to the single-record 
type implementations of the SA-based incremental quantile 
estimation capability also apply to the multiple-record-type 
implementations of the SA-based incremental quantile esti 
mation capability (e.g., batch processing of insertion records, 
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support for both continuous and discrete distribution func 
tions, and the like, as well as various combinations thereof). 

FIG. 6 depicts one embodiment of a method for responding 
to queries using a distribution function for which the quantile 
estimates are incrementally tracked. Although primarily 
depicted and described herein as being performed serially, at 
least a portion of the steps of method 600 may be performed 
contemporaneously, or in a different order than depicted and 
described with respect to FIG. 6. 

At step 602, method 600 begins. 
At step 604, a quantile query request is received. 
The quantile query request may be any quantile query 

request. For example, the quantile query request may be a 
request for a quantile for a specific value, a request for a 
quantile for a range of values (e.g., for a portion of a bin, 
multiple bins, a range of values spanning multiple bins, and 
the like, as well as various combinations thereof). 

The quantile query request may be received from any 
Source. For example, the quantile query request may be 
received locally at the system performing incremental quan 
tile estimation, received from a remote system in communi 
cation with the system performing incremental quantile esti 
mation, and the like, as well as various combinations thereof. 
The quantile query request may be initiated in any manner. 

For example, the quantile query request may be initiated 
manually by a user, automatically by a system, and the like, as 
well as various combinations thereof. 

At step 606, a quantile query response is determined using 
a distribution function. As described herein, the distribution 
function is being updated in real time or near real time as data 
values are being received and, thus, the distribution function 
provides an accurate estimate of the current view of the quan 
tile distribution. Thus, the quantile query response provides a 
current value of the quantile of the data value(s) for which the 
quantile query request was initiated. 

At step 608, method 600 ends. 
Although primarily described herein such that the distri 

bution functions are said to include a plurality of quantile 
estimates and an associated plurality of probabilities, it will 
be appreciated by those skilled in the art and informed by the 
teachings herein that the distribution functions also may be 
said to be represented by a plurality of quantile estimates and 
an associated plurality of probabilities (as well as the associ 
ated derivative estimates associated with the quantile esti 
mates). 

Although depicted and described as ending (for purposes 
of clarity), it will be appreciated that method 600 of FIG. 6 
may be executed as often as desired/necessary for the appli 
cation for which the incremental quantile estimation capabil 
ity is being used. 

FIG. 7 depicts a high-level block diagram of a general 
purpose computer Suitable for use in performing the functions 
described herein. As depicted in FIG. 7, system 700 com 
prises a processor element 702 (e.g., a CPU), a memory 704, 
e.g., random access memory (RAM) and/or read only 
memory (ROM), a incremental quantile estimation module 
705, and various input/output devices 706 (e.g., storage 
devices, including but not limited to, a tape drive, a floppy 
drive, a hard disk drive or a compact disk drive, a receiver, a 
transmitter, a speaker, a display, an output port, and a user 
input device (such as a keyboard, a keypad, a mouse, and the 
like)). 

It should be noted that the present invention may be imple 
mented in Software and/or in a combination of Software and 
hardware, e.g., using application specific integrated circuits 
(ASIC), a general purpose computer or any other hardware 
equivalents. In one embodiment, the incremental quantile 
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estimation process 705 can be loaded into memory 704 and 
executed by processor 702 to implement the functions as 
discussed above. As such incremental quantile estimation 
process 705 (including associated data structures) of the 
present invention can be stored on a computer readable 
medium or carrier, e.g., RAM memory, magnetic or optical 
drive or diskette, and the like. 

It is contemplated that some of the steps discussed hereinas 
software methods may be implemented within hardware, for 
example, as circuitry that cooperates with the processor to 
perform various method steps. Portions of the functions/ele 
ments described herein may be implemented as a computer 
program product wherein computer instructions, when pro 
cessed by a computer, adapt the operation of the computer 
such that the methods and/or techniques described herein are 
invoked or otherwise provided. Instructions for invoking the 
inventive methods may be stored in fixed or removable media, 
transmitted via a data stream in a broadcast or other signal 
bearing medium, and/or stored within a memory within a 
computing device operating according to the instructions. 

Although various embodiments which incorporate the 
teachings of the present invention have been shown and 
described in detail herein, those skilled in the art can readily 
devise many other varied embodiments that still incorporate 
these teachings. 

What is claimed is: 
1. A method, comprising: 
generating, using a processor, an approximation of a quan 

tile distribution function by connecting a pair of adjacent 
quantile points using linear interpolation; 

wherein the pair of adjacent quantile points comprises: 
a first quantile point having a first quantile estimate and 

a first probability associated therewith; and 
a second quantile point having a second quantile esti 

mate and a second probability associated therewith: 
and 

wherein generating the approximation of the quantile dis 
tribution function comprises: 
defining a right quantile point to the right of the first 

quantile point in the quantile distribution function; 
defining a left quantile point to the left of the second 

quantile point in the quantile distribution function; 
and 

connecting the first quantile point, the right quantile 
point, the left quantile point, and the second quantile 
point using linear interpolation. 

2. The method of claim 1, wherein the right quantile point 
is defined using right(i) (S(i)+A(i), p.(i)+f (i)A(i)). 
wherein: 
S (i) is the first quantile estimate associated with the first 

quantile point; 
p(i) is the first probability associated with the first quantile 

estimate of the first quantile point; 
f(i) is a density estimate associated with the first quantile 

estimate of the first quantile point; and 
A(i) is a monotonicity value. 
3. The method of claim 1, wherein the left quantile point is 

defined using left(i+1)–(S (i+1)-A(i), p(i+1)-f(i+1)A, 
(i)), wherein: 
S (i+1) is the second quantile estimate associated with 

the second quantile point; 
p(i+1) is the second probability associated with the second 

quantile estimate of the second quantile point; 
f(i+1) is a density estimate associated with the second 

quantile estimate of the second quantile point; and 
A(i) is a monotonicity value. 
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4. The method of claim 1, wherein the first quantile point 
and the right quantile point are connected linearly, the right 
quantile point and the left quantile point are connected lin 
early, and the left quantile point and the second quantile point 
are connected linearly. 

5. The method of claim 1, wherein generating the approxi 
mation of the quantile distribution function comprises: 

computing a monotonicity value A(i) using: 

A: (i) = mill -- t -S 1 (i) p(i+ 1) - p (i)) ) 
f. 1 (i) + f_1(i+ 1)) 

wherein: 
S(i) is the first quantile estimate associated with the 

first quantile point; 
p(i) is the first probability associated with the first quan 

tile estimate of the first quantile point: 
f(i) is a first density estimate associated with the first 

quantile estimate of the first quantile point; 
S (i+1) is the second quantile estimate associated with 

the second quantile point; 
p(i+1) is the second probability associated with the 

second quantile estimate of the second quantile point; 
and 

f(i+1) is a second density estimate associated with the 
second quantile estimate of the second quantile point. 

6. The method of claim 1, further comprising: 
prior to generating the approximation of the quantile dis 

tribution function: 
generating the quantile distribution function by updating 

an initial quantile distribution function based on a 
received data value. 

7. The method of claim 6, wherein the initial quantile 
distribution function comprises a first initial quantile estimate 
having a first initial probability associated therewith, wherein 
updating the initial quantile distribution function comprises: 

determining a second initial probability associated with the 
first initial quantile estimate. 

8. The method of claim 7, wherein determining the second 
initial probability associated with the first initial quantile 
estimate comprises: 

evaluating p(i)=(1-w,) p (i)+WI(S(i)ax) for the first 
initial quantile estimate, wherein: 
X, is the received data value; 
w, is a weight associated with the received data value; 
S (i) is the first initial quantile estimate; 
p. (i) is the first initial probability associated with the 

first initial quantile estimate; 
I(S(i)ax,) is an indicator function; and 
p(i) is the second initial probability associated with the 

first initial quantile estimate. 
9. The method of claim 1, further comprising: 
determining an updated first quantile estimate associated 

with the first probability based on the approximation of 
the quantile distribution function. 

10. The method of claim 9, wherein determining the 
updated first quantile estimate associated with the first prob 
ability based on the approximation of the quantile distribution 
function comprises: 

evaluating the approximation of the quantile distribution 
function using the first probability as an input. 

11. The method of claim 9, wherein determining the 
updated first quantile estimate associated with the first prob 
ability based on the approximation of the quantile distribution 
function comprises: 
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evaluating F.(S.(i)) p. wherein 
Fis the approximation of the quantile distribution func 

tion; 
S(i) is the updated first quantile estimate; and 
p, is the first probability. 
12. The method of claim 1, wherein the quantile distribu 

tion function has a first density estimate associated therewith, 
wherein the first density estimate is associated with the first 
quantile point, wherein the method further comprises: 

updating the first density estimate of the quantile distribu 
tion function to form a second density estimate using 
f(i)=(1-w,)f(i)+w,I(x,-S,(i)lsc /{2c), wherein: 

X, is a received data value; 
w, is a weight associated with the received data value; 
S(i) is the first quantile estimate associated with the first 

quantile point; 
f(i) is the first density estimate associated with the first 

quantile point; 
I(X-S (i)sc) is an indicator function; 
c is a tunable parameter representing a window size; and 
f(i) is the second density estimate. 
13. The method of claim 1, further comprising: 
prior to generating the approximation of the quantile dis 

tribution function: 
generating the quantile distribution function by updating 

an initial quantile distribution function based on a 
received data value, wherein the initial quantile dis 
tribution function comprises a first initial quantile 
estimate having a first initial probability associated 
therewith, wherein updating the initial quantile distri 
bution function comprises determining a second ini 
tial probability associated with the first initial quantile 
estimate. 

14. A non-transitory computer-readable storage medium 
storing instructions which, when executed by a computer, 
cause the computer to perform a method, the method com 
prising: 

generating an approximation of a quantile distribution 
function by connecting a pair of adjacent quantile points 
using linear interpolation; 

wherein the pair of adjacent quantile points comprises: 
a first quantile point having a first quantile estimate and 

a first probability associated therewith; and 
a second quantile point having a second quantile esti 

mate and a second probability associated therewith: 
and 

wherein generating the approximation of the quantile dis 
tribution function comprises: 
defining a right quantile point to the right of the first 

quantile point in the quantile distribution function; 
defining a left quantile point to the left of the second 

quantile point in the quantile distribution function; 
and 

connecting the first quantile point, the right quantile point, 
the left quantile point, and the second quantile point 
using linear interpolation. 

15. An apparatus, comprising: 
a processor and a memory communicatively connected to 

the processor, the processor configured to: 
generate an approximation of a quantile distribution 

function by connecting a pair of adjacent quantile 
points using linear interpolation; 

wherein the pair of adjacent quantile points comprises: 
a first quantile point having a first quantile estimate 

and a first probability associated therewith; and 
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a second quantile point having a second quantile esti 
mate and a second probability associated there 
with; and 

wherein the processor is configured to generate the 
approximation of the quantile distribution function 
by: 
defining a right quantile point to the right of the first 

quantile point in the quantile distribution function; 
defining a left quantile point to the left of the second 

quantile point in the quantile distribution function; 
and 

connecting the first quantile point, the right quantile 
point, the left quantile point, and the second quan 
tile point using linear interpolation. 

k k k k k 
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