Title: CORRELATING PUPIL POSITION TO GAZE LOCATION WITHIN A SCENE

Abstract: Correlating pupil position to gaze location within a scene. Illustrative embodiments may include correlating pupil position of a user to gaze location within a scene viewed by the user. The correlating may include: illuminating an eye of the user, the eye containing the pupil, and the illuminating with light; creating a first video stream depicting the eye; creating a second video stream depicting the scene in front of the user; determining pupil position within the first video stream; and sending an indication of the gaze location in the second video stream to a computer system.
CORRELATING PUPIL POSITION TO GAZE LOCATION WITHIN A SCENE

BACKGROUND

[0001] Eye and/or gaze position tracking systems have many beneficial uses. For example, gaze position tracking systems may help disabled persons with cursor position control when using computer systems. Gaze position tracking may also find use in computer gaming, military applications, as well as assisting advertisers in gauging advertising placement effectiveness.

[0002] Many gaze position tracking systems require the user's head to be held steady. As a result the uses of gaze position tracking systems may not be efficient in real-world situations, and/or may not provide a sufficient range of tracking situations.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] For a detailed description of exemplary embodiments, reference will now be made to the accompanying drawings in which:

[0004] Figure 1 shows a system in accordance with at least some embodiments;

[0005] Figure 2 shows a perspective view of a headset in accordance with at least some embodiments;

[0006] Figure 3 shows a side elevation view of a headset in accordance with at least some embodiments;

[0007] Figure 4 shows a front perspective view of a headset in accordance with at least some embodiments;

[0008] Figure 5 shows an overhead aerial view of a headset in accordance with at least some embodiments;

[0009] Figure 6 shows a perspective view of a headset on a user in accordance with at least some embodiments;

[0010] Figure 7 shows, in block diagram form, electronics of a headset system in accordance with at least some embodiments;

[0011] Figure 8 shows example calibration features in accordance with at least some embodiments.
[0012] Figure 9 shows a flow diagram of calibration steps in accordance with at least some embodiments;

[0013] Figure 10 shows an example monitor located within a scene in accordance with at least some embodiments;

[0014] Figure 11 shows an example monitor located within a scene in accordance with at least some embodiments;

[0015] Figure 12 shows a flow diagram of an example method of correlating pupil location to gaze location in accordance with at least some embodiments; and

[0016] Figure 13 shows a flow diagram of moving a cursor based on gaze location in accordance with at least some embodiments.

NOTATION AND NOMENCLATURE

[0017] Certain terms are used throughout the following description and claims to refer to particular system components. As one skilled in the art will appreciate, different companies may refer to a component by different names. This document does not intend to distinguish between components that differ in name but not function.

[0018] In the following discussion and in the claims, the terms "including" and "comprising" are used in an open-ended fashion, and thus should be interpreted to mean "including, but not limited to... ." Also, the term "couple" or "couples" is intended to mean either an indirect or direct connection. Thus, if a first device couples to a second device, that connection may be through a direct connection or through an indirect connection via other devices and connections.

[0019] "Real-time" with respect to cursor movement responsive to pupil position movement shall mean the cursor movement takes places within two seconds or less of movement of the pupil position movement.

[0020] "Light" shall mean electromagnetic radiation regardless of whether the light resides within visible spectrum or outside the visible spectrum (e.g., infrared).

[0021] "Central axis" shall mean an imaginary straight line extending along the center of an object (e.g., an elongate body) or the center of a real or theoretical surface (e.g., viewing direction, light beam), but shall not require the object or surface to define rotational symmetry about the central axis.
"About" shall mean within five percent (5%) of the recited value.

DETAILED DESCRIPTION

The following discussion is directed to various embodiments of the invention. Although one or more of these embodiments may be preferred, the embodiments disclosed should not be interpreted, or otherwise used, as limiting the scope of the disclosure, including the claims. In addition, one skilled in the art will understand that the following description has broad application, and the discussion of any embodiment is meant only to be exemplary of that embodiment, and not intended to intimate that the scope of the disclosure, including the claims, is limited to that embodiment.

Various embodiments are directed to aspects of an eye tracking headset system. Other example embodiments are directed to an eye tracking headset with related cursor control (including related software). Various embodiments may also be directed to a novel calibration method and system that relates pupil position to gaze location in a scene (including gaze location on a computer monitor within the scene). The specification first turns to a high level overview.

HIGH LEVEL OVERVIEW

Figure 1 shows a system in accordance with at least some embodiments. In particular, the system of Figure 1 comprises a headset system 102 illustratively coupled to the user 104, and a computer system 106 communicatively coupled to the headset system 102. The headset system 102 comprises a headset 108 configured to couple to the head of the user 104, along with belt pack 110 configured to couple to the belt or waistband of the user 104. The belt pack 110 houses electronic devices (discussed more below) which perform various functions, such as pupil identification, pupil position tracking, gaze location determination, and calibration procedures. The headset 108 is illustratively shown to couple to the belt pack 110 by way of cable 112, but wireless communication between the headset 108 and belt pack 110 is also contemplated.

The example headset system 102 is communicatively coupled the computer system 106, and as shown the communicative coupling may be by way of a wireless communication protocol or system (e.g., IEEE 802.11 wireless
network, a Bluetooth network). In other situations, however, the belt pack 110, and thus the headset system 102, may communicatively couple to the computer system 106 by way of a wired or optical connection.

[0028] The headset system 102 has a plurality of cameras (not specifically shown in Figure 1, but discussed more below) that facilitate pupil position tracking and gaze location determination. Using an eye camera that creates a video stream of the user’s eye, the headset system 102 (and particularly programs executing on a processor in the belt pack 110) determine a series of pupil center positions. The headset system 102 then applies a homography that relates pupil center position in the video stream of the user’s eye to the gaze location in a video stream produced by a forward looking scene camera. The headset system 102 then sends the gaze location information (along with other information) to the computer system 106.

[0029] In the example case of cursor control, the computer system 106 moves or places the cursor 114 at location on the display device 116 indicated by the gaze location. That is, the headset system 102 enables the user 104 to visually control position of the cursor 114 on the display device 116. In the example case of using the headset system 102 to gauge advertising placement, the headset system 102 sends the gaze location information to the computer system 106 such that the computer system 106, or an operator of the computer system, may evaluate the objects within the scene that garnered the attention of the user, and for how long. The specification now turns to a more detailed description of the headset 108.

[0030] **HEADSET**

[0031] Figure 2 shows a perspective, partial cut-away, view of a headset 108 in accordance with example embodiments. In particular, headset 108 comprises an adjustable head strap 200 defining a parabolic shape, as well as a first distal end 202 and a second distal end 204. Distal end 202 defines an aperture 206 within which a first ear piece member 208 (hereafter just ear piece 208) is disposed. In Figure 2, the aperture 206 defines a "tear-drop" shape, though the aperture 206 may be any shape and size which enables coupling of the ear piece 208. For example, the aperture 206 may be circular, oval, or square.
Similarly, the second distal end 204 defines an aperture 210 within which a second ear piece member 212 (hereafter just ear piece 212) is placed. Like aperture 206, the aperture 210 in the example system defines a "tear-drop" shape, though the aperture may be any suitable shape and size.

[0032] Thus, the example headset 108 comprises two ear pieces 208 and 212; however, in other cases the headset 108 may comprise only one ear piece (such as ear piece 208). In cases where only one ear piece is used, the distal end of the head strap 200 which does not couple to an ear piece may be configured to rest against the side of the head of user 104 to aid in holding the headset 108 in place.

[0033] In some example systems, the length of the head strap 200, as measured between the ear pieces 208 and 212 along the head strap 200, may be adjustable. In particular, in the example system outer portions of the head strap 200 may telescope into the center portion of the head strap 200. For example, outer portion 214 may telescope into and out of the center portion of the head strap 200, as shown by double-headed arrow 216. Likewise, outer portion 218 may telescope into and out of the center portion of the head strap 200, as shown by double-headed arrow 220. The adjustable length of the head strap 200 thus enables the user 104 to adjust the headset 108 so that the ear pieces 208 and 212 fit over the user's ears and the head strap 200 abuts the top of the user's head. Adjustment of the head strap 200 enables a single headset 100 to be usable for a plurality of user of different ages and/or head sizes.

[0034] Each of the ear pieces 208 and 212 may be of a circular shape. In the example systems, each ear piece is approximately three inches in diameter and one inch thick; however, the ear pieces may be any diameter, thickness, and/or design that enables operation of the methods as described herein. Each ear piece may comprise a padded portion on the inside surface (closest to the user's head) for wearing comfort and to reduce ambient noise. Thus, ear piece 208 has a padded portion 222 (only partially visible), and ear piece 212 has padded portion 224. Referring to padded portion 224 as representative of both padded portions, the padded portion 224 defines an internal aperture 226, within which the user's ear resides during use.
In the example system, each ear piece 208 and 212 comprises a speaker such that audible sounds may be conveyed to the ears of the user (e.g., sounds generated by programs executing on computer system 106). The speakers are not specifically shown in Figure 2, but the speaker associated with ear piece 212 resides directly behind apertures 228. A similar arrangement regarding a speaker may exist for ear piece 208.

Still referring to Figure 2, the headset 108 may further comprise an arm member 230 (hereafter just arm 230). The arm 230 is coupled to the head strap 200, and in example situations (and as shown) the arm couples to the head strap 200 by way of ear piece 208. While the example arm 230 couples to the "right" ear piece 208, the arm 230 may equivalently couple to the "left" ear piece 212 (with the arm 230 of appropriately mirrored construction). The arm 230 defines a proximal portion 232, a medial portion 234, and a distal portion 236. The proximal portion 232 couples to the example ear piece 208. Two cameras are disposed at the medial portion 234, an eye camera and a scene camera, though only the forward looking scene camera 238 is visible in Figure 2. A reflective surface 240 is disposed at the distal end 236. In the example system the reflective surface 240 couples to the arm 230 by way of a ball and socket arrangement 242 such that the orientation of the reflective surface 240 with the respect to the eye of the user may be adjusted. As will be discussed more below, the eye camera is also "forward looking", and the eye camera captures video of the eye of the user as a reflection in the reflective surface 240. In the example system shown, the ball portion of the ball and socket arrangement 242 is rigidly coupled to the arm 230, while the socket portion of the ball and socket arrangement 242 is rigidly coupled to the reflective surface 240, but the locations may be equivalently reversed.

Figure 2 shows cable 112 extending from the ear piece 208 to the belt pack 110 (the belt pack 110 not shown in Figure 2). In some example systems, the cable 112 is a HDMI cable, and thus the cable 112 may have a HDMI connector 244 that mates with a corresponding connector defined in the ear piece 208. In other cases, the cable 112 may be hardwired to the ear piece 208, and thus no connector need necessarily be present.
Finally with respect to Figure 2, in some cases various electronic devices may be housed within an interior volume of one or both the of the ear pieces 208 and/or 212. Ear piece 208 is shown in partial cut-away view to show that ear piece 208 defines an internal volume 246 within which various devices may be placed. In the example system, the interior volume 246 may house head movement measurement devices, such as a six-axis gyroscope 248. As will be discussed more below, the six-axis gyroscope is not needed for the gaze location determination in accordance with some example systems, but the six-axis gyroscope may enable useful features in some situations, such as computer gaming. In yet still other embodiments, the various devices within the belt pack 110 may be combined and/or miniaturized such that the various electronics can be housed in one of the ear pieces (or split between the ear pieces), thus eliminating the need for the belt pack in yet still other example systems.

Turning now to Figure 3, Figure 3 shows a side elevation view of the headset 108 in order to discuss physical relationships of various components of the headset 108. In particular, though the parabolic shape of the head strap 200 is not visible in Figure 3, any consistent portion of the parabolic shape of the head strap 200 may be considered to reside in and thus define a plane. In the view of Figure 3, the plane defined by the head strap 200 is perpendicular to the page, and thus the plane in the view of Figure 3 would appear as a line. Using a center of the head strap 200 as the consistent feature, the plane defined by the headset is shown as plane 300 (shown as a dashed line).

At least the proximal portion 232 and medial portion 234 of arm 230 define an elongate body with a central axis 302. The central axis 302 of the arm 230 intersects plane 300. Thus, the arm 230 extends away from the plane 300 defined by the head strap 200. The length L of the arm 230 from the center 304 of the ear piece 208 (or, alternatively, from the intersection of the central axis 302 with the plane 300) to the outermost extent may be about six inches, although the length may be as short as five inches or as long as eight inches in other cases.

Still referring to Figure 3, in various embodiments the angle formed between the plane 300 and the central axis 302 of the arm is adjustable, as
shown by arrow 306. In some cases, the angle between the plane 300 and the central axis 302 of the arm 230 is adjustable in only one degree of freedom. Thus, for embodiments where the arm 230 is adjustable with respect to the plane 300 in only one degree of freedom, the arm 230 may adjust within the plane of the page of Figure 3. The range of motion may be approximately 120 degrees, and the arm 230 may be moved upwards or downward a number of degrees in order to arrange the reflective surface 116 with respect to the location of the user's eye. For example, starting initially with the arm 230 in a horizontal orientation (arbitrarily assigned the 0 degree position), in example embodiments the arm 230 may be moved upwards (i.e., toward the head strap 200) as much as 60 degrees or downward (i.e., away from the head strap 200) as much as 60 degrees.

[0042] In accordance with some operational philosophies, the arm 230 may be adjusted such that the user's eye (in the example systems the right eye) looks through the reflective surface 240 toward distant objects. However, in other cases the arm 230 may be adjusted such that the reflective surface is outside the center of the user's line of sight (e.g., below the user's line of sight) when looking forward. In either event, the eye camera (again, not visible in Figure 3) is designed, placed, and constructed to capture video of the eye as a reflection on or from the reflective surface 240.

[0043] As shown in Figure 3, the viewing direction of scene camera 238 is away from the plane 300, and the viewing direction can be thought of as defining a central line 308 (i.e., the optical center of the viewing direction of the scene camera 238). If the central line 308 of the scene camera 238 is conceptually extended behind the scene camera 238 (as shown by dashed portion 310), in example embodiments the angle a between the central line 308 and the central axis 302 of the arm may be between 0 degrees (e.g., user looks through the reflective surface) and 30 degrees, and more particularly about 10 degrees. In the example system of Figure 3, dashed line 310 intersects the center 304 of the ear piece 208, but such is not strictly required. In at least some embodiments, the angle a between the central line 308 of the scene camera 238 and the central
axis 302 of the arm is not adjustable; rather, the angle \( \alpha \) between the central line 308 and the central axis 302 is constant for a particular headset 108 design.

[0044] Figure 4 shows a partial perspective view of the headset 108 to describing various components not shown in the previous views. In particular, Figure 4 shows that ear piece 208 likewise defines an aperture 400 in the padded portion 222. As with the aperture 226 associated with ear piece 212 (both shown in Figure 2), the aperture 400 in the padded portion 222 is the location within which the user's ear will reside during use of the headset 108. A speaker (not specifically shown) in the ear piece 208 is provided such that audible sounds may be conveyed to the ear of the user (e.g., sounds generated by a program executing on an attached computer system).

[0045] Also visible in Figure 4 is the eye camera 402. The example eye camera 402 is disposed on the medial portion 234 of the arm 230, and more particularly the eye camera 402 is disposed on the inside surface 404 of the arm (i.e., on the portion closest to the use's face when the headset is being worn). The scene camera 238, by contrast, is medially disposed but on an upper surface 406 of the arm 230. The eye camera 402 has viewing direction toward and that includes the reflective surface 240. As mentioned above, the eye camera 402 creates a video stream depicting the eye of the user as captured in a reflection on or from the reflective surface 240.

[0046] In situations where the user's line of sight looks through the reflective surface 240, the reflective surface may be transparent plastic or transparent glass. In situations where the reflective surface 240 is outside the center of the user's line of sight (e.g., below) when looking forward, the reflective surface 240 may be transparent plastic, transparent glass, or a glass mirror, and thus in some cases the reflective surface 240 may be referred to as a "hot mirror". In one embodiment, and as shown, the reflective surface 240 is circular in shape and may have a diameter ranging from about 0.5 inches up to about 1.25 inches. In some cases, the reflective surface 240 may be at least 95% translucent, particularly embodiments where the user looks through the reflective surface.

[0047] Based on operation of the ball and socket arrangement 242, the reflective surface 240 may be adjusted in order to position the reflective
surface 240 in such a way that the eye camera 402 captures reflections of the user's eye from the reflective surface 240.

[0048] Figure 5 shows an overhead view of a portion of the headset 108 in order to describe further structural relationships of the various components of the headset 108. In particular, visible in Figure 5 is a portion of the head strap 200 and ear piece 208, including the padded portion 222. The arm 230 is visible, along with the scene camera 238, the eye camera 402, and the reflective surface 240. The reflective surface 240 may reside in and thus define a plane (and in the view of Figure 5 the plane is perpendicular to the page). Moreover, the reflective surface 240 defines a central axis 500 perpendicular to the plane (i.e., the central axis perpendicular to the plane defined by the reflective surface 240). In accordance with example embodiments, the distance D between the central axis 302 of the arm and the central axis 500 of the reflective surface 240 is about 1.5 inches. In other embodiments, the distance D may range from about one (1) inch to about (3) inches. That is, in the design of a headset 108 the distance D may be designed to fall within the range. In the embodiments shown in Figure 5 the reflective surface 240 is not adjustable in the ranges provided, but in other cases the distance D may be adjustable.

[0049] Figure 5 also shows that in some embodiments the headset 108 may comprise a light system 502. That is, in order to help capture a video stream of the user’s eye the eye may be illuminated by at least one light source, such as a light emitting diode (LED) 504. In some cases, the light system 502 may comprise two or more LEDs, but in the view of Figure 5 only one LED 504 is visible. As shown, the light system 502 is disposed on the distal portion 236 of the arm 230, and more particularly between the central axis 302 of the arm 230 and the central axis 500 of the reflective surface 240. Each LED of the light system 502 has a beam direction that shines toward the user's eye (and thus toward the head strap 200, or toward the plane 300 defined by the head strap 200). The beam pattern created by each LED has a central axis, such as central axis 506 of the beam pattern for LED 504 (the beam pattern itself is not specifically delineated in Figure 5).
In example embodiments, the light system 502 produces infrared light. In some cases, the infrared light created may have a center frequency of about 850 nanometers, but other wavelengths of infrared light may also be used. In other cases, the light system may create visible light, but infrared light is less distracting to the user. In some cases, the light system 502 may create between about 50 and about 250 milliwatts of luminous power, with each LED carrying a respective portion of the overall luminous power output.

Figure 6 shows a perspective view of the headset 108 as worn by user 104. In particular, visible in Figure 6 is the head strap 200, ear piece 212, as well as the arm 230 and components associated therewith. Although the LEDs are not visible in the view of Figure 6, Figure 6 does illustrate the beam patterns associated with an example two LEDs. In particular, one LED of the light system 502 creates a first beam pattern 600 on the user's face, and likewise another LED of the light system 502 creates a second beam pattern 602 on the user's face. In most cases, the upper or first beam pattern 600 is created by an LED of the light system 502 that is at a higher elevation, and the lower or second beam pattern 602 is created by a LED of the light system 502 at a lower elevation, but the relationship of elevation of a beam pattern and elevation of a respective LED is not constrained to be so related.

Each beam pattern defines a central axis. Thus, one beam pattern defines central axis 506, while the example second beam pattern defines a central axis 604. In accordance with example embodiments, the angle \( \lambda \) between the central axes of the two example beam patterns may be about 45 degrees. In some cases, LEDs are selected and mounted in the arm 230 such that the beam patterns define sufficient spot size that the two beam patterns overlap on the user's face. Moreover, the headset 108 is preferably designed and constructed, and/or adjusted if needed, such that the overlapping areas of the beam patterns correspond to the location of the user's eye, as shown in Figure 6. However, so long as the eye resides within one or both the example beam patterns 600 and 602, there should be sufficient illumination for the eye camera to capture video of the eye (and the pupil) in the reflection on or from the reflective surface.
[0053] **HEADSET ELECTRONIC DEVICES AND CONNECTIONS**

[0054] Figure 7 shows an electrical block diagram of various components of the headset system 102. In particular, Figure 7 shows the headset 108 and belt pack 110 coupled by way of cable 112. Within the headset 108 resides a host of electrical and/or electronic components, some of which have been previously introduced. Headset 108 comprises the light system 502, scene camera 238, eye camera 402, right speaker 700, left speaker 702, and gyroscope 248. Data flows from headset 108 to the belt pack 110, and in the example embodiments the data are routed through and handled by the headset communication control board 704 (hereafter just control board 704). Communication from the belt pack 110 to the headset is also contemplated (e.g., camera control commands, audio for the speakers), and thus the control board 704 likewise handles receiving any such commands and data from the belt pack 110.

[0055] Right speaker 700 and left speaker 702 may be any suitable set of speakers for delivering audio to the user, such as circular speakers with eight or four ohm characteristic impedance.

[0056] Scene camera 238 in the example embodiments is a digital camera that produces a video stream at a frame rate of about 30 frames per second. As discussed above, the scene camera is arranged on the headset 108 to produce a video stream of the scene in front of the user. In some example systems, the scene camera 238 has 720 lines of vertical resolution and is progressive scan (i.e., a 720p camera), but other resolutions and frame rates may be equivalently used. The scene camera in various embodiments is designed to capture and record light from the visible spectrum, and thus either the camera array is designed to be responsive only to the light in the visible spectrum, or the camera array has optical filters that only allow from the visible spectrum to reach the camera array. In accordance with the example embodiments, the scene camera sends the video stream to the belt pack 110 in the form of a stream of JPEG encoded files, one JPEG image per frame.

[0057] Eye camera 402 in the example embodiments is a digital camera that produces a video stream at a frame rate of about 60 frames per second. As discussed above, the eye camera 402 is arranged on the headset 108 to produce
a video stream of the eye of the user, and as illustrated the right eye of the user. Further in the embodiments shown, the eye camera 402 is arranged to capture the images to produce the video stream as the reflection of the eye in the hot mirror or reflective surface 240. In other embodiments, the eye camera 402 may be arranged to capture the images to produce the video stream directly (i.e., a direct capture, not as a reflection).

[0058] In the example system the eye camera 402 has a resolution of 640x480 pixels. Inasmuch as the light system 502 shines infrared light on the user's eye, the eye camera 402 in such embodiments is designed to capture infrared light, and thus either the camera array is designed to be responsive only to infrared light, or the camera array has optical filters that only allow infrared light to reach the camera array. In accordance with the example embodiments, the eye camera sends the video stream to the belt pack 110 in a raw image format in the form of RGB encoded information, sometimes referred to as Bayer RGB. In cases where the light system 502 illuminates the eye with visible light, or perhaps the headset system 102 is operated in an environment where sufficient visible ambient light exists, the eye camera 402 may instead capture and record visible light.

[0059] Light system 502 has been previously discussed to contain one or more LEDs, and in some cases two LEDs, that illuminate the eye with infrared light. In other cases, different type light sources may be used (e.g., incandescent bulbs), and light other than infrared may also be used (e.g., visible light).

[0060] Optional gyroscope 248 resides within the headset (e.g., in the ear piece 208 as shown in the Figure 2) and communicatively couples to the belt pack 110 by way of the control board 704. Gyroscope 248 may be present to determine head movement of the user 104, but again it is noted that head movement measurements are not required to relate pupil center position the video stream of the eye camera to gaze location in the video stream of the scene camera in at least some embodiments. In an example system, the headset 108 comprises a six-axis gyroscope (e.g., a combination accelerometer and gyroscope). In this way, head orientation and movement, including yaw, pitch and roll, may be ascertained. In other cases, head movement may be determined, with less
accuracy, with a three-axis accelerometer. Likewise, while possible to determine head movement in a broad sense with a gyroscope alone, using a six-axis gyroscope, very precise head movement changes can be detected and quantified.

[0061] Turning now to the belt pack 110, belt pack 110 may comprise an electronics enclosure 707 defining an interior volume within which the various components are housed. Within the enclosure 7070 may reside the belt pack communication control board 706 (hereafter just control board 706), processor board 708, and battery 710. Battery 710 provides operational power for all the components of the headset system, including the components of the belt pack 110. By way of one or more conductors 712 in the cable 112, the electrical components of the headset 108 are provided power from the battery 710 as well. The battery 710 may take any suitable form, such as one or more single use batteries, or a rechargeable battery or set of batteries (e.g., lithium-ion batteries).

[0062] Control board 706 is a companion board to the control board 704 in the headset 108, and the control boards 704 and 706 work together to exchange data and commands between the headset 108 and the belt pack 110. In particular, by way of conductors 714 within the cable 112, the control board 704 may send to control board 706: frames of the video stream captured by the scene camera 238; frames of the video stream captured by the eye camera 402; roll, pitch, and yaw measurements made by the gyroscope 248. Moreover, the control board 706 may send to the control board 704: control commands to the cameras 238 and 402; and audio for the right and left speakers 700 and 702. In example systems, the control boards may be communicatively coupled by way of a cable 112 being an HDMI cable, and thus the control boards 704 and 706 may be coupled by conductors 714 in the cable 112, with the number of conductors being up to 19 conductors.

[0063] Processor board 708 is communicatively coupled to the control board 706. The processor board 708 comprises a processor 716 coupled to nonvolatile memory 718, volatile memory 720, and a wireless transceiver 722. Nonvolatile memory 718 may comprise any suitable nonvolatile memory system capable of holding programs and data for an extended period of time, such as
battery backed random access memory (RAM) or read only memory (ROM) (e.g., flash memory). Volatile memory 720 may be the working memory for the processor 716. In many cases, programs and data stored on the non-volatile memory 718 may be copied to the volatile memory 720 for execution and access by the processor 716. In some cases, the volatile memory 720 may be dynamic RAM (DRAM), or synchronous DRAM (SDRAM). One or both the nonvolatile memory or the volatile memory may be a computer-readable medium upon which computer program instructions and data may be stored. Other examples of computer-readable mediums include CDROM, DVDs, magnetic storage disks, and the like.

Still referring to Figure 7, the example processor board 722 further comprises a wireless transceiver 722 coupled to the processor 716. The wireless transceiver 722 enables the processor board 708, and thus programs executing on the processor 716, to communicate wirelessly with other computer systems, such as computer system 106 (Figure 1). In example systems, the wireless transceiver 722 implements a wireless communication protocol, such as one of the IEEE 802.11 family of wireless protocols. The wireless transceiver 722 may appear as a wireless router operating under the IEEE 802.11 protocol, and to which the computer system 106 may communicatively couple and exchange data with the programs executing on the processor 716. Other wireless communication protocols are also contemplated, such as a Bluetooth protocol connection system.

In the example system, the processor board 708 is an i.MX 6 series development board (also known as a Nitrogen6X board) available from Boundary Devices of Chandler, Arizona. Thus, the example processor 716 may be a 1 Giga Hertz ARM® core processor integrated with the i.MX 6 series development board running a Linux operating system. Likewise, the i.MX 6 series development board may come with volatile memory 718, nonvolatile memory 720, and the wireless transceiver 722. However, other implementations of the processor board 708 are contemplated, such as integrating the components from various manufacturers, or creation of an application specific integrated circuit to implement the various features.
SOFTWARE OPERATION

The specification now turns to operational aspects of the headset system 102. Since the functionality is implemented, at least in part, by way of software executing on the processor 716, description of the operational aspects are thus a description of the software operation. The discussion begins with a discussion of calibration of the system.

CALIBRATION

A first example step in using headset system 102 is a calibration procedure. That is, a procedure is performed from which a homography is created, where the homography relates pupil center position to gaze location in the scene. In this example procedure, the head position of the user need not be known or measured, and thus the presence of gyroscope 248 is not strictly required.

Figure 8 shows an example set 800 of calibration points or calibration features. During a calibration procedure, calibration features are sequentially displayed in the scene in front of the user, and the user is asked to look at each of the calibration features as they are displayed. For example, calibration feature 802 may be initially displayed, and the user looks at the calibration feature 802 as it exists in the scene. After a predetermined period of time (e.g., five seconds), in the example calibration method the calibration feature 802 is removed from the scene, calibration feature 804 is displayed, and the user looks at calibration feature 804. The cycle is repeated for each calibration feature, and in the example shown in Figure 8 nine such calibration features are ultimately shown.

In some cases, the calibration features may be displayed on the display device 116 of the computer system 106. That is, programs executing in the belt pack 110 may communicate with the computer system 106 and cause the computer system 106 to show the calibration features. However, calibration using calibration features shown on a display device of a computer system is not strictly required, even when the ultimate goal is cursor control. That is, in some cases the calibration features are not shown on a display device of a computer system. The calibration features may be shown in the scene in front of the user
in any suitable form, such as on the display device of a computer system different than the one on which cursor control is desired, or by displaying a poster board in front of the user and sequentially revealing the calibration features.

[0072] Moreover, while the example calibration implements nine calibration features, fewer calibration features (e.g., two calibration features at opposing corners of the scene, or four calibration features at the four corners of the scene) may be used. Likewise, greater than nine calibration features may be used. Further still, sequentially revealing the calibration features may not be required. That is, all the calibration features may be simultaneously displayed, and the user sequentially looks at each calibration features in a predetermined order (e.g., upper left to upper right, then middle left to middle right, etc.).

[0073] Figure 9 shows, in block diagram form, an example calibration method, some of which may be implemented by programs executing on a processor 716. The example method starts by displaying calibration features in the scene in front of the user (block 900). As shown, the example method has two parallel paths, one associated with the scene camera (the left branch), and one associated with the eye camera (the right branch). The discussion starts with the branch associated with the eye camera.

[0074] In particular, during the period of time that the calibration features are being displayed, the eye camera 402 creates a video stream comprising a plurality of frames. In some cases, the eye camera 402 produces about 60 frames per second, and each frame is provided to the software executing on the processor 716 within the belt pack 110. For each frame, the program executing on the processor determines the pupil position, and more particularly pupil center position, within the frame. Any suitable method to determine pupil center position may be used, such as those described in the co-pending and commonly assigned patent application serial number 13/339,543 titled "System and method of moving a cursor based on changes in pupil position" (published as US Pub. No. 2013/0169532), which application is incorporated by reference herein as if reproduced in full below. Based on the pupil center position determination within each frame, the program creates a list of pupil center position coordinates (i.e., X,Y coordinates), and associated with each X,Y coordinate is a frame number.
(block 902). The frame number for each sequential frame is a sequentially assigned number by the eye camera 402. The frame number provides a time-like reference for each X,Y coordinate within the series of frame numbers, but may not provide an indication of actual local time. As will be discussed more below, the frame numbers may help logically relate the X,Y coordinates to the sequence of calibration features.

[0075] Once all the calibration features have been shown, and the processor 716 has created the list of pupil center position coordinates (and frames numbers) (again block 902), the next step in the illustrative method is applying the data from the list to a clustering algorithm to identify clusters (block 904). That is, the data from the list of X,Y coordinates is clustered by the processor 716 based on the X,Y coordinates (e.g., distance-based clustering) to identify groups or clusters within the data. Any suitable clustering algorithm may be used to perform the clustering. For example, the clustering algorithm may be the K-means++ algorithm, where the K-means++ algorithm may take as input the list of coordinates and a target number of clusters (e.g., nine).

[0076] Though in the example method nine calibration features are shown, in most cases more than nine clusters will be identified in the data by the clustering algorithm. The additional clusters may be present for any number of reasons, such as inattention or distraction of the user during the calibration procedure, errors in pupil center position determination, and/or inefficiencies in the clustering algorithm itself. Regardless, the next step in the illustrative method may be to remove outlier clusters (e.g., remove based on the number of points in the cluster, assuming clusters created from the user looking at features other than calibration features will have fewer members) until the target number of clusters remain (block 906). Again, for calibration procedures using nine calibration features, nine clusters would be expected.

[0077] Turning now to the left branch of the example method, the branch associated with the scene camera. In particular, during the period of time that the calibration features are being displayed, the scene camera 238 creates a video stream comprising a plurality of frames. In some cases, the scene camera 402 produces about 30 frames per second, and each frame is provided to the
software executing on the processor 716 within the belt pack 110. For each frame, the program executing on the processor determines the center position of the calibration feature within the frame. Any suitable method to determine center position of the calibration features may be used. In the case of calibration features in the form round dark colored dots sequentially presented, the pupil center position determination algorithms may be used.

[0078] Based on the center position determination within each frame, the program creates a list of calibration feature center position coordinates (i.e., X,Y coordinates), and associated with each X,Y coordinate is a frame number (block 908). The frame number for each sequential frame is a sequentially assigned number by the scene camera 238. The frame number provides a time-like reference for each X,Y coordinate within the series of frame numbers, but may not provide an indication of actual local time. Moreover, there may be no numerical relationship between frame numbers as assigned by the scene camera 238 and frame numbers assigned by the eye camera 402 as discussed above. Again as will be discussed more below, the frame numbers may help logically relate the X,Y coordinates to the sequence of calibration features.

[0079] Once all the calibration features have been shown, and the processor 716 has created the list of center position coordinates (and frames numbers) (again block 908), the next step in the illustrative method is applying the data from the list to a clustering algorithm to identify clusters (block 910). That is, the data from the list of X,Y coordinates is clustered by the processor 716 based on the X,Y coordinates to identify groups or clusters within the data. Any suitable clustering algorithm may be used to perform the clustering, such as the K-means++ algorithm mentioned above.

[0080] Though again in the example method nine calibration features are shown, in most cases more than nine clusters will be identified in the data by the clustering algorithm. The additional clusters may be present for any number of reasons, such as the background on which the calibration features are shown not spanning the entire scene captured by the scene camera 238, errors in center position determinations, and/or inefficiencies in the clustering algorithm. Regardless, the next step in the illustrative method may be to remove outlier
clusters until the target number of clusters remains (block 912). For calibration procedures using nine calibration features, nine clusters would be expected in the data created from the scene camera frames.

[0081] Still referring to Figure 9, the next step in the illustrative method is to correlate the calibration location clusters (i.e., clusters created from the frames of the scene camera) with pupil center location clusters (i.e., clusters created from the frames of the eye camera) (block 914). In some example methods, the correlation of the clusters may be in a time-like manner. That is, the data created with respect to both the eye camera and the scene camera includes not only center position coordinates, but also frame numbers assigned by the respective cameras. While no absolute time information is necessarily included or embedded in the frame numbers, the frame numbers will imply a time order at least within the frames numbers themselves. That is, the frame numbers created and assigned by the eye camera imply an order of the frames, and likewise frame numbers created and assigned by the scene camera imply an order of the frames. Thus from the frame numbers an order of appearance of the calibration location clusters may be determined, and likewise an order of appearance of the pupil center location clusters may be determined. From the order of appearance, and the knowledge of the order of presentation of the calibration features, the relationship of the clusters within each data set may be determined.

[0082] From the relationship of the clusters, a homography is created which correlates pupil center position in the frames of the eye camera to gaze location in the frames of the scene camera (block 916). That is, data in the form of pupil position is applied to the homography, and the homography mathematically transforms the pupil center location to a pixel position in the frames of the scene camera - the gaze location of the user. Note that the example system can determine the gaze location of the user within the scene in front of the user regardless of where the user is looking. If the user is looking at a scene within the room (that does not include a computer monitor), the processor 716, determining pupil center positions and applying the homography, can determine where in the room the user is looking in real-time. Inasmuch as the example eye camera produces about 60 frames per second, and the example scene camera
produces about 30 frames per second, each gaze location within frame of the scene camera may be based an average of two or more pupil center positions.

[0083] **GAZE DIRECTION DETERMINATION**

[0084] A headset system 102 calibrated as described above may have many beneficial uses. For example, a user wearing a headset system 102 calibrated as above may be a test subject regarding placement of advertising. With the eye and scene cameras operational, and the processor 716 in the belt pack 110 determining gaze location within the scene in real-time, the user may be allowed to shop (e.g., in a grocery store). Viewing patterns and habits of the user 104 may be determined. For example, the processor 716 may make the gaze location determination, and send the gaze locations determined along with the video stream from scene camera (the sending by the wireless transceiver 722) to a researcher in proximity. The researcher may then glean information about viewing patterns, and how to improve product placement. Other example uses are possible.

[0085] **CURSOR POSITION CONTROL**

[0086] In many cases, however, the gaze location determination of the headset system 102 is used in the context of a computer display device. Not only might the gaze location determinations be useful from a research standpoint (e.g., determining hot zones for advertising placement on display devices of computer systems), but the gaze location determinations may also find use in cursor position control, particularly for the disabled.

[0087] In an absolute sense, the headset system 102 can determine gaze location within a scene whether or not there is a computer display device in the scene. However, in order to use the gaze location determinations for cursor control on the display device of the computer system, additional information may be needed. In accordance with example embodiments, in order to relate gaze location within a scene that includes a display device to gaze location on the display device, programs executing on the processor 716 in the belt pack 110 also identify the display device within the scene. The specification now turns to example methods of identifying the display device within the scene in reference to Figure 10.
[0088] Figure 10 shows a frame 1000 of the video stream created by the scene camera. Within the frame 1000 resides a display device 1002. In accordance with example methods, the location/size of the display device 1002 may be identified within the scene by the processor 716. For example, the display device 1002 within the scene may show a border 1004 of predetermined color (e.g., blue). In one example embodiment, the border 1004 may be created within the active area of the display device. In another example embodiment, the border 1004 may be placed around the active area of the display device 1002 (e.g., blue tape placed on the case around the active area of the display device). The border 1004 (regardless of form) may be identified using machine vision software running on the processor 716 of the headset system 102. Figure 10 illustratively shows a gaze location 1006 within the display device 1002.

[0089] Figure 11 shows a frame 1100 of the video stream created by the scene camera to depict an alternate method of identifying the display device within the scene. In particular, within the frame 1100 resides a display device 1102. In accordance with example methods, the display device 1102 may show a plurality of indicia of corner locations (labeled 1104A, 1104B, 1104C, and 1104D). In the example of Figure 11, the indicia of corner locations are shown as "+" symbols, but any identifiable symbol may be used, and in fact each indicia of a corner location may be a different symbol. In one example embodiment, the indicia of corner locations 1104 may be created within the active area of the display device. In another example embodiment, the indicia of corner locations 1104 may be placed around the active area of the display device 1102 (e.g., decals placed on the case around the active area). The indicia of corner locations (regardless of form) may be identified using machine vision software running on the processor 716 of the headset system 102. Figure 11 illustratively shows a gaze location 1106 within the display device 1002.

[0090] Figure 12 shows a method in accordance with example embodiments implementing cursor control, where some of the example steps may be performed by software executing on the processor 716 of the headset system 102. In particular, the method starts by the processor receiving, from the eye camera, a video stream comprised of multiple frames, the video stream
depicting the eye of the user (block 1200). Further, the processor receives, from
the scene camera, a video stream comprised of multiple frames, the video stream
depicting the scene in front of the user (block 1202). The processor determines
pupil center position within each frame (block 1204), and calculates the gaze
location within the scene based on the user’s pupil center position (block 1206).
That is, in block 1306 the processor 716 applies the homography determined in
the calibration phase.

[0091] Next, the processor 716 identifies a display device visible in the scene
(block 1208). Identifying the display device may take any suitable form, such as
identifying the border 1004 of predetermined color (discussed with respect to
Figure 10), or identifying the indicia of corner locations (discussed with respect to
Figure 11). Once the location of the display device within the scene is has been
determined, the processor 716 of the headset system 102 sends an indication of
the location of the display device within the scene to a second computer system
(i.e., the computer system on which the cursor is to be controlled) (block 1210).
For example, the processor 716 may send four pixel locations representing the
four corners of the display device within the scene. Next, the processor 716
sends an indication of the resolution of the scene camera to the second computer
system (block 1212), and sends an indication of the gaze location within the
scene to the second computer system (block 1214). In most cases sending of
the information to the second computer system is in real-time with creation and/or
receiving of the frames from the eye camera and/or the scene camera. In most
cases, the example method then begins anew with receiving frames of the video
stream of the eye camera (again block 1200). The balance of the cursor control
may be implemented on the computer system on which the cursor is to be
controlled.

[0092] Figure 13 shows a method that may be implemented on a second
computer system (i.e., the computer system on which the cursor is to be
controlled), and which method may be implemented in software executing on the
processor of the second computer system. In particular, the example method
begins by receiving an indication of the location of the display device within a
scene (block 1300). For example, the second computer system may receive the
four pixel locations representing the four corners of the display device sent from processor 716. Next, the example method receives an indication of the resolution of the scene camera of the scene (block 1302), and receives an indication of the gaze location within the scene (block 1304). From the information provided from the headset system 102, the example method may then comprise transforming gaze location in the scene to the coordinate system of the second computer system (i.e., the coordinate system of the display device) by performing a perspective transformation (block 1306). Finally, the second computer system then moves the cursor to the indicated gaze location on the display device (block 1308). In most cases, the example method then begins anew with receiving information from the headset system 102 (again blocks 1300, 1302, etc.) In example systems, the combination of the headset system 102 making gaze location determinations, and the second computer system receiving gaze the gaze location data (and other information) may implement cursor movement control in real-time with the pupil movement of the user.

Before proceeding, it is noted that the order of the various method steps in Figures 12 and 13 may be changed without adversely affecting operation of the headset system 102 and related second computer system (e.g., computer system 106). The various pieces of information used to perform the perspective transformation may be sent and/or received in any order, and thus Figures 12 and 13 shall not be read to imply a precise order of the steps.

HEAD POSITION DETERMINATION

The specification now turns to a discussion regarding calibration and measuring a user’s head movement. In the example systems, in addition to eye movement (e.g., pupil center position tracking), head movement is may also be tracked. In example systems the headset 108 may comprise a six-axis gyroscope 248 (e.g., a combination accelerometer and gyroscope). Thus, head orientation and movement, including yaw, pitch and roll, may be ascertained.

In example systems, a user undergoes the calibration of gaze location as discussed above, and a homography is created. For purposes of the discussion from this point forward in the specification, the homography related to gaze location will be referred to as the gaze location homography. With the gaze
location homography created, the user is next asked to perform head movement while continuing to keep gaze at a calibration feature on the display device for a period of time (e.g., five seconds). In one embodiment, the calibration feature may be the last of the calibration features discussed above. During the time the user is gazing at the calibration feature and performing head movement, the system collects two-dimensional directional vector data indicating head movement (e.g., collects from the six-axis gyroscope 248).

[0097] After the head movement data is collected, the processor 716 calculates a second homography, termed herein a head homography, which relates head position to pupil center position. The head homography is created from two sets of values comprising five two-dimensional head directions and the corresponding two-dimensional pupil center positions in the image from eye camera 402.

[0098] The five two-dimensional head directions are:

\[
\begin{align*}
X & \quad Y \\
+X & \quad +Y \\
+X & \quad -Y \\
-X & \quad +Y \\
-X & \quad -Y 
\end{align*}
\]

(1) (2) (3) (4) (5)

Where \(X\ Y\) represents the initial head position of the user; \(-X\) is a minimum value for \(X\); \(+X\) is a maximum value for \(X\); \(-Y\) is a minimum value for \(Y\); and \(+Y\) is a maximum value for \(Y\).

[0099] The example systems implementing a gyroscope 248 may find use with computer programs that implement a first-person camera view on the display device, such as in a first-person shooter game. In particular, the processor 716 may periodically (e.g., once each frame of the eye camera) measure head movement by recording data from the six-axis gyroscope 248. The measurement consists of three angles: yaw, pitch, and roll. The measurement is first subtracted from the value of an earlier measured three-dimensional head direction value that was recorded during calibration. The difference between the earlier measured three-dimensional head direction value and the last recorded measurement (i.e., the previously recorded frame) is calculated. If
there is no last recorded measurement, then the current frame calculation is the measured value.

[0100] The processor 716 may then send a value or set of values to the second computer system representing the change or difference in head position. Based on the head position, or change in head position) determined, the second computer system implementing the first-person camera may move the first-person camera view on the display device based on the difference between the earlier measured three-dimensional head direction value and the last recorded measurement. Stated more directly, when using the described system with computer programs showing first-person camera views on a display device, head movement by the user alone (and independent of eye movement) causes changes in the camera view on the display device. Other modes of first-person camera control may augment the head movement. For example, in a first-person shooter game environment, a player may wish to turn 180 degrees in the game without turning around in real life. Making a mouse movement, in addition to moving his eyes and head, may help accomplish this. In another embodiment, a supplementary instruction may be mapped to a key on an input device, such as a keyboard.

[0101] EYE MOVEMENT MAPPING TO IN-GAME AIM

[0102] As discussed above, the combination of the headset system 102 and the example computer system 106 can determine an absolute gaze location on the display device (independent of head position). The absolute gaze location on the display device may be translated into an aiming point for an in-game weapon, and if a player then shoots the weapon, it will "shoot" towards the user's absolute gaze location on the display device. In other words, the center point of an aim need not be the center point of the in-game camera view.

[0103] In the specification and claims, certain components may be described in terms of algorithms and/or steps performed by software that may be provided on a non-transitory storage medium (i.e., other than a carrier wave or a signal propagating along a conductor). The various embodiments also relate to a system for performing various steps and operations as described herein. This system may be a specially-constructed device such as an electronic device, or it
may include one or more general-purpose computers that can follow software instructions to perform the steps described herein. Multiple computers can be networked to perform such functions. Software instructions may be stored in any computer readable storage medium, such as for example, magnetic or optical disks, cards, memory, and the like.

[0104] From the description provided herein, those skilled in the art are readily able to combine software created as described with appropriate general-purpose or special-purpose computer hardware to create a computer system and/or computer sub-components in accordance with the various embodiments, to create a computer system and/or computer sub-components for carrying out the methods of the various embodiments and/or to create a non-transitory computer-readable medium (i.e., not a carrier wave) that stores a software program to implement the method aspects of the various embodiments.

[0105] References to "one embodiment," "an embodiment," "some embodiment," "various embodiments," or the like indicate that a particular element or characteristic is included in at least one embodiment of the invention. Although the phrases may appear in various places, the phrases do not necessarily refer to the same embodiment.

[0106] The above discussion is meant to be illustrative of the principals and various embodiments of the present invention. Numerous variations and modifications will become apparent to those skilled in the art once the above disclosure is fully appreciated. It is intended that the following claims be interpreted to embrace all such variations and modifications.
What is claimed is:

1. A method comprising:
correlating pupil position of a user to gaze location within a scene viewed by the user, the correlating by:
   illuminating an eye of the user, the eye containing the pupil, and the illuminating with light;
   creating a first video stream depicting the eye;
   creating a second video stream depicting the scene in front of the user;
   determining pupil position within the first video stream;
   calculating gaze location in the second video stream based on pupil position in the first video stream; and
   sending an indication of the gaze location in the second video stream to a computer system.

2. The method of claim 1 wherein the illuminating further comprises shining infrared light directly on the eye from a source of infrared light, the source of infrared light coupled to a headset worn by the user.

3. The method of claim 2 wherein shining infrared light further comprises:
   shining a first beam of infrared light onto the user's face, the first beam defines a first illumination area;
   shining a second beam of infrared light onto the user's face, the second beam defines a second illumination area that partially overlaps the first illumination area.

4. The method of claim 2 wherein shining the infrared light further comprises shining between about 50 and about 250 milli-Watts of luminous power.
5. The method of claim 1 wherein creating the first video stream further comprises capturing the first video stream as a reflection of the eye from a reflective surface associated with a headset worn by the user.

6. The method of claim 5 wherein capturing the first video stream as a reflection further comprises capturing the first video stream as a reflection of the eye, the reflection from a reflective surface outside the user's gaze direction.

7. The method of claim 1:
   wherein creating the first video stream further comprises creating by way of a first camera coupled to a headset worn by the user; and
   wherein creating the second video stream further comprises creating by way of a second camera coupled to the headset worn by the user.

8. The method of claim 1:
   wherein determining pupil position further comprises determining by a first processor within a belt pack coupled to a headset worn by the user, the first processor distinct from a processor of the computer system; and
   wherein calculating gaze location further comprises calculating by the first processor.

9. The method of claim 1 wherein sending the indication of gaze location further comprises sending the indication of gaze location wirelessly to the computer system.

10. The method of claim 1 further comprising reading changes in head movement by way of a gyroscope associated with the a headset worn by the user.

11. A headset system comprising:
a strap member that defines a parabolic shape, the strap member comprising a first distal end and a second distal end, and the parabolic shape of the strap member resides within a first plane; a first ear piece member coupled to the first distal end of the strap member, and the first ear piece member comprising a speaker; an arm member coupled to the strap member, the arm member defines a proximal portion, a medial portion, a distal portion, and a central axis, the arm member extends away from the first plane and an angle formed between the central axis and the first plane is adjustable; a reflective surface disposed on the distal portion of the arm member; an eye camera coupled to the medial portion of the arm member, the eye camera viewing direction toward the reflective surface; a scene camera coupled to the arm member, the scene camera viewing direction away from the plane defined by the parabolic shape; and a light system disposed on the distal portion of the arm, the light system having a beam direction toward the first plane within the parabolic shape of the strap member.

12. The headset system of claim 11 further comprises: an electronics enclosure that defines an interior volume; a processor disposed within the interior volume; a memory coupled to the processor and disposed within the interior volume; a battery coupled to the processor and disposed within the interior volume; a cable that communicatively couples the eye camera and scene camera to the processor.

13. The headset system of claim 11 further comprising the arm member coupled to the first ear piece, and the angle formed between the central axis and the first plane adjustable in only one degree of freedom.
14. The headset system of claim 11 further comprising the reflective surface defines a second plane and defines a center of the reflective surface, and wherein a distance between the central axis of the arm member and a line normal to the second plane at the center of the reflective surface is between about 1 to 3 inches.

15. The headset system of claim 11 wherein the reflective surface is circular and has a diameter of between 0.5 and 1.25 inches.

16. The headset system of claim 11 wherein the reflective surface is at least one selected from the group consisting of: transparent plastic; transparent glass; and glass mirror.

17. The headset system of claim 11 wherein the scene camera viewing direction defines a center line, and a relationship between the central line and the central axis of the arm member is at least one selected from the group consisting of: parallel; between 0 degrees and about 30 degrees; about 10 degrees.

18. The headset system of claim 17 wherein an area of view of the scene camera does not include the reflective surface.

19. The method of claim 17 wherein the scene camera is disposed on the medial portion of the arm member.

20. The headset system of claim 11 wherein the light system further comprises at least one light emitting diode that produces light at a wavelength of about 850 nanometers.

21. The headset system of claim 11 wherein the light system further comprises at least one light emitting diode that produces light having between about 50 to about 250 milliwatts of luminous power.
22. The headset system of claim 11 wherein the light system further comprises:
   a first light emitting diode (LED) that, when activated, defines a first beam pattern with a first center line; and
   a second LED co-located with the first LED, the second LED, when activated, defines a second beam pattern with a second center line; wherein an angle formed between the central axis of the arm member and each of the first and second center lines is about 45 degrees.

23. The headset system of claim 22 wherein an angle formed between the first center line and the second center line is about 45 degrees.

24. The headset system of claim 22 further comprising a gyroscope disposed within the first ear piece member.
FIG. 9

DISPLAY CALIBRATION FEATURES IN SCENE IN FRONT OF USER
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CORRELATE CALIBRATION LOCATION CLUSTERS WITH PUPIL LOCATION CLUSTERS BASED ON THE SEQUENCE IN WHICH THEY WERE RECORDED

CREATE HOMOGRAPHY
1200 RECEIVING, FROM AN EYE CAMERA, A VIDEO STREAM COMPRISED OF MULTIPLE FRAMES, DEPICTING THE USER'S EYE

1202 RECEIVING, FROM A SCENE CAMERA, A VIDEO STREAM COMPRISED OF MULTIPLE FRAMES, DEPICTING THE SCENE IN FRONT OF THE USER

1204 DETERMINING PUPIL POSITION WITHIN EACH FRAME DEPICTING THE USER'S EYE
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1208 IDENTIFYING A DISPLAY DEVICE VISIBLE IN SCENE

1210 SENDING INDICATION OF LOCATION OF THE DISPLAY DEVICE TO SECOND COMPUTER SYSTEM

1212 SENDING RESOLUTION OF SCENE CAMERA TO SECOND COMPUTER SYSTEM

1214 SENDING THE GAZE LOCATION TO THE SECOND COMPUTER SYSTEM

FIG. 12
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RECEIVING INDICATION OF LOCATION OF THE DISPLAY DEVICE IN A SCENE

1302
RECEIVING FROM A FIRST COMPUTER SYSTEM THE RESOLUTION OF A SCENE CAMERA

1304
RECEIVING AN INDICATION OF GAZE LOCATION IN THE SCENE

1306
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