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(57) Abstract: To determine depth of an object within a volume, structured light is projected into the volume. The structured light
comprises a pattern over which intensity of the light varies, A sensor detects light from the volume and uses variations in intensity of
the detected light to correlate the detected light with the pattern. Based on the correlation, depth of objects within the volume is de -
termined.
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USING INTENSITY VARIATIONS IN A LIGHT PATTERN FOR DEPTH MAPPING

OF OBJECTS IN A VOLUME

BACKGROUND

{8601} This disclosure relates generally to depth mapping and, more particularly, to a
method of depth mapping using optical projections mto a volume, allowing detection and
tracking of an object in three dimensions
10002} Various methods allow users to remotely control certain devices. For example,
predetined gestures or postures of a user’s body parts (¢.g., arms, legs) may control a device.
In methods using gestures or postuies for device control, a gesture is identified when a user’s
body part aligns with a specified position, and a computer or other device performs a function
or performs an action corresponding to the identified gesture.
EEIRY In some embodiments, gestures by a user are identified by capturing images or
video of the user via an image capiure device and analyzing multiple pixels in the images or
in the video data. Conventional gesture detection methods analyze a pixel in an image by
comparing the pixel’s color values with color values of other pixels in proximity to the pixcl.
Hence, these conventional methods are dependent on a sigmficant difference n color values
between a body part of the user and objects in the background of the image.
[3004] Other methods for gesture detection form a skeleton model of one or more body
parts of the user (¢.g., a three dimensional model of a user’s hand) and analyze the skeleton
model to identify gestures by the user. Alternative methods for gesture detection use a three-
dimensional depth map where each pixel includes a distance between a depth camera and a
portion of an obiect corresponding to a pixel. A depth map may be calculated using a vanety
of methods. For example, depth mapping of scenery is done by projecting a known light
pattern {(1.¢., a structured Light pattern) onto the scenery, and an image capture device captures
mmages of the scenery when the known light pattern is projected onto the scenery. Because
the light patiern is fixed and known in advance, sub-portions or unique features of the light
pattern may be wdentified. Distance between portions of the scenery and the image capture
device (Le., “depth” of portions of the scenery) is calculated based on shifis of identified
features of the light pattern in images captured by the image capture device. However,
capturing images of a light pattern projected onto scenery mvolves analysing larger amounts
of a captured image to wdentify a feature of the light pattern m the captured mmage that can be
correlated with the features of the known light pattern.  Additionally, a relatively large

separation between the image capture device and a projector projecting the known light
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pattern is nocessary o provide higher-resolution depth detection by creating a farger shift of
the image of the known light pattern with respect to a depth shift of an object in the scenery.
HEEIRY However, these conventional methods of determining a depth map are
computationally expensive and do not produce results that allow accurate determination of
certain objects. For example, conventional depth mapping methods do not allow accurate
detection of fingers or body parts to distinguish between closely related gestures or postures.
SUMMARY
[0006] A light pattern 1s projected into a volume and provides identifiable intensity
variations used to map depth in the volume. In some embodiments, two or more variations of
the light pattern are projected into at least one dimension. For example, two intensity
variations of the light pattern are projected into a vertical axis. Measuring the different
variations against cach other allows determination of depth information at different positions
of the volume. Additionally, using different variations of the light pattern allow relative and
absolute indexing of the patiem.
{007] For example, the patiern inchudes multiple stripes, or lines, of light, with different
stripes having unigue intensity-based features when projected into the volume. From the
different intensity-based features, cach stripe in the patterm may be uniquely dentified,
allowing triangulation of individoal locations in the volume from shifts in an identified stripe.
This ailows generation of a depth map for the area that allows gestures or postures 1o be
dentified.
[3008] In some embodiments, an object within a volume 1s three-dimensionally mapped
by projecting a structured light pattern into the volume. The structured light pattern is a hight
pattern having multiple features and baving a predefined structure. For example, the
structured light pattern inchides striping extending in a dimension with each feature being a
predefined variation. For example, a feature is an imtensity level. In some embodiments, the
structured light pattern is formed using multiple ditfractive elements. Additionally, the
structured light pattern may have a variation along a dimension and an additional variation
along another dimension; the additional vanation varies along the dimension i some
embodiments. For example, the variation or the additional variation 15 a cyclical intensity
variation, which may be one or more oft a binary variation, a threg-level variation, a four
fevel variation, a five level vanation, a six level variation, a seven level vanation, and an
cight level variation. Alternatively, the additional variation is a distribution of uniform peak
mitensities that vary along the dimension. in an embodiment, the variation is a cycle of

mtensities 1n the dimension, where the structured light pattern comprises a group of stripes in
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the cycle that are projected with a respective intensity. A relative index of the stripes relative
to the cvclical vanation may be established in some embodiments.  The additional variation
may comprise miensity variations along the stripes so locations of respective peak miensifics
for different stripes are different for different stripes in the group, and locations of the
respective peak intensities may be used to obtamn depth information for objects m the volume
i some embodiments. In some embodiments, a light beam 1s projected through an optical
clement and an additional element to generate a structured hight pattern where the optical
clement defines stripes along a the other dimension, while the additional optical element
specifies the additional vanation in a grid that has an axis offset with respect to the other
dimension, providing respectively different locations of peak intensitics on each stripe.
[(009] Light reflected by one or more objects n the volume is detected, with the detected
light including one or more of the features. Hence, the detected light includes one or more
variations of the structured hight pattern. A variation of the structured light pattern in the
detected light 18 correlated with the predefined structure of the structured hight pattern, and
the correlation is used to index the vanation of the structured hight pattern in the detected
light to determine a depth of an object associated with the variation of the stractured light
pattern in the detected light. For example, the variation of the structured light patiern in the
detected light is compared with a corresponding position in a detection image that includes
objects in the volume to objects to obtain depth information for the object associated with the
variation of the structured light pattern, as well as depth information for objects associated
with other variations of the structured light pattern in the detected light. In some
embodiments, foatures of the structured light pattern are orthogonally indexed according to
the structured light pattern.

[06616] Depth information for objects in the volume may be used to provide three-
dimensional depth mapping of various objects in the volume. In an erabodiment where the
structured light pattern has a vanation and an additional variation, depth information for the
object is determined by calculating a depth in the volume from a ratio of a local value of
mtensity of the structured light pattern from the variation and a locally measured peak
miensity of the additional variation. If the structured light pattern has a variation along a
dimension and an additional variation along another dimension, depth mformation about one
or more objects in the volume may be determined using the vanations and the additional
variation,

{06611} In other embodiments, a light pattern having a variation in a dimension and an

additional variation in an additional dimension 1s projected into a volume. For example, the
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variation is a cvchical intensity variation and the additional variation 1s a distribution of
uniform peak intensities along the additional dimension that varies with the dimension. In
some embodiments, the light pattern comprises stripes exiending in the dimension. The
variation in the dimension is projecting different stripes in the pattern with different
mtensities and repeating the different intensities for at feast an additional group of stripes.
Additionally, the addinonal varnation may be Gaussian vanations along the stripes in the
pattern paving peak itensities. Object segmentation may be used to determine a relative
mdex of the stripes relative to the cyclical vanation 1n some embodiments. The additional
variation may be generated by projecting the stripes through an optical element that detining
the second variation in a grid baviog an axis offset with respect to the additional dimension {o
provide different stripes with respectively different locations of the peak miensities; the
stripes n the light pattern may be formed by projecting hight through an additional optical
clement in some crubodiments

[06012] At least one location in the volume reflecting the light pattern 1s found, and a ratic
between an intensity according to the varation and an intensity according to the additional
variation is determined at the location. Based on the determined ratio. a depth at the location
is determined. In some embodiments, a relative index of stripes in the light pattern relative to
the cvelical varation is cstablished by segmenting obijects in the volume. Locations of the
respective peaks from the relative index may be used to determine to establish a depth map
wdentifying depth information of objects n the volume.

{0661 3] To project a light pattern into a volume, a light source is contfigured to product a
hight beam with an intensity that varies 1n a direction. The light beam 1s projected from the
light source to an optical element that is configured apply intensity features to the light beam
m an additional direction that is orthogonal to the direction in which the imtensity of the light
beam varies; hence, light output from the optical element has varving intensity features. In
some embodiments, an additional optical element is configured to apply additional intensity
features to the hight beam that overly intensity features applied by the optical element. For
example, the additional optical clement applics the additional mtensity features in a grid
tayout. The additional optical element 15 offset with respect to the direction, so the additional
mtensity features are at different locations of differcut portions of a light pattern. fn some
embodiments, the light pattern comprises multiple stripes, with the additional intensity
features at different locations in each stripe.

{0661 4] In some embodiments, a projector is configured to project a light pattern into a

volume. The light pattern compnses a cyclical intensity variation along a dimension and an
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additional variation in an additional dimension that compiises distributed peak intensities of
wniform brightness. A collimator 1s configured to colhimate the projected hight beam.
Additionally, a detector 1s configured to obtaining an image of the hight pattern, and a depth
calculator is configured to calculate depths at locations in the fight pattern, where a depth ata
location in the light pattern 18 determined from a ratio between an intensity of the hight
pattern at the location due to the cvclical intensity vanation and a peak intensity of the light
pattern at the location from the distributed peak ntensity of uniform brightness.
01 5] The projector may comprise an optical element configured to superimpose paraliel
stripes n a first direction onto a source beam, and an additional optical clement, offset with
respect to the direction, configured to generate notations to be superimposed on the parallel
stripes, the notations provided in a gnd layout. Offsetting the additional optical clement with
respect to the direction causcs the notations to be at different locations in cach strpe. A
plurality of light sources are configured to produce the scurce beam for projection through
the optical clement and the additional optical mto the volume, with the light sources powered
to vary in intensity in a direction orthogonal to the direction.
08016} In other embodiments, an apparatus for determining depth information of a
volume includes a light source configured to produce a pattern of featured light for projecting
mto the volume. An optical clement is configured to apply a signature 1o cach feature of the
hight projecied into the volume. In some embodiments, a unique signature 1s applied to cach
feature. As another example, a signature 1s at least one cyclic vanation applied over groups
of teaturcs. Additionally a signature may comprise a cyclic variation and an additional cyclic
variation apphied over the features. The cyelic variation and the additional cyclic vanation
may have different phases in some embodiments. Additionally, a camera is configured to
detect light from the volume, while a processor is coupled to the camera and 1s configured to
calculate depth information within the volume using positions of the features identitied from
the hght detected by the camera.

BRIEF DESCRIPTION OF THE DRAWINGS
{8617} FIG. 1A is a simplified schematic diagram showing the use of hand gestures to
enter text at a computer interface mvolving a soft kevboard shown on a screen, in accordance
with an embodiment.
[0018] FIG. 18 itlustrates a virtual reality svstem, in accordance with an embodiment.
{6619} FIG. 1C iHlustrates a virtual reality apparatus, in accordance with an embodiment
[6020] FIG. 2 1s a simplified block diagram iHlustrating a detecting apparatus, in

accordance with an embodiment.
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{80621} FIG. 3 1s a simplified line diagram illustrating translation of detected angles from
an identificd light pattern into depth information, in accordance with an embodiment.

[6022] FIG. 4 is a simplified block diagram showing light transmitted 1nto a volume and
reflected from an object towards a receiver, i accordance with an embodiment.

{0023} FIG. 5A shows a binary hight pattern, in accordance with an embodiment.

06024} FI(:. 5B shows vartous examples of light features, 1n accordance with an
embodiment.

[8025] FIG. 5C shows various examples of signatures incorporated into a light pattern
meluding stripes of light, in accordance with an embodiment.

{6026] FIG. 3D is a simplified diagram showing iHumination of a hand by a light pattera
using intensity to provide signatures, in accordance with an embodiment.

[B6027] FIG. 6A illustrates iHumination of a hand using a feature intensity which varies
cychically a direction, in accordance with an embodiment,

{0628} FIG. 6B shows a detail of the directional varation of FIG. 6A, in accordance with
an embodiment.

{029} FIG. 7 15 a flowchart iftustrating a method for calculating depth 10 a volume, in
accordance with an embodiment.

18030} FIG. 8 13 a flowchart of a method for producing a light pattern, in accordance with
an embodiment.

{06031} FIG. 9 is a flowchart of a method for obtaining a three-dimensional depth map
from a light pattern, according to an embodiment.

[6032] FIG. 10 15 an example arrangement of optical components for producing a light
pattern, in accordance with an embodiment.

{6633} FIG. 11 is an example of an altemative arrangement of optical components for
producing a light pattemn, in accordance with an embodiment.

(034} FIG. 12 15 a conceptual diagram of example notations added to a stripe feature of
a light pattemn, in accordance with an embodiment.

[8035] FIG. 13 s a conceptual diagram llustrating use of notations to provide stripes in a
light pattern with signatures, in accordance with an embodiment.

8036} FIG. 14A 15 an example intensity diagram for a senes of notations on stripes of a
light pattern, 1n accordance with an embodiment.

{6637} FIG. 14B is a conceptual diagram illustrating movement of a detector to obtain

additional depth mformation, in accordance with an embodiment.
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8038} FIG. 15 18 a conceptual diagram of a series of irregularly spaced notations on a
stripe of a light pattern, in accordance with an embodiment.
{039] FIG. 16 1s a conceptual diagram of varving brightoess ievels in adjacent stripes in
a light pattern, in accordance with an embodiment.
{0040] The figures depict various cmbodiments for purposes of ithustration ondv. One
skilled in the art will readily recognize from the following discussion that altemative
embodiments of the structures and methods iHustrated herein may be emploved without
departing from the principies described herein.

DETAILED DESCRIPTION
{0041} Various emabodiments allow depth mapping of a volume using optical projoctions
into the volume, allowing generation of a skeletal model of a user, implementation of a user
mterface for controlling a device {e.g., a computer, a virtual reality system, etc.}. Patterned
light is protected into the volume and used to obtain a depth map of the volume, from which
objects or movement of objects is identified, allowing identification or postures or gestures.
The disclosed embodiments may be used by any device tracking movements or gestures of a
body or of an object.
{00642} A light pattern, also referred to as “structured light,” is projected into a volume. A
camera or other detector detects hight from the volume that includes a distorted version of the
original structured tight that includes shifts and other distortions caused by depth. The shifts
or other distortions are identified by comparing the distorted version of the structured hght
that 1s captured to the original structured light or by identifving parts of the structured light
and used to generate a depth map of the volume. Hence, the depth map may be obtained by
correlating the distorted version of the structured light to the structured ght Features
mcladed in the structured light may be individualized to aid in correlation between the
captured distorted version of the structured light and the structured light, allowing a sequence
of adjusted features to determing correlation between the captured distorted version of the
structured light and the structured light. The depth map obtained from correlating the
distorted version of the structured hight to the structured light allows depths to be deternuned
for objects in the volume. In various embodiments, the correlation between the distorted
version of the structured hight and the structured light 1s based on the overall structured hight,
based on mdividual features of the structured hight, or based on individual features of and
parts of the stractured light in various embodiments.
[(043] In one embodiment, the structured light (or “hght pattern™) mcludes one or more

different variations in orthogonal directions, allowing more accurate identification of specific
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features of the structured light for depth mapping. The variations may be intensity variations
and may give unique signatures different parts of the features of the structured light.
Alternatively, the variations may be cvclic, with ditferent variations having different phases.
to allow identification of unique features reducing computing resources used to wdentify
vniguie featarcs. I two or more variations are included in the stractured hight, different
variations may be measured agamnst each other to give depths at different positions.

{0044} For example, features of the structured light are stripes in one dimension. A
unigue or a cvclically unigue signature 1s applied to each stripe in a dimension, such as along
a vertical axis. Based on shifting of cach stripe in a captured distorted version of the
structured light relative to positions of corresponding stripes in the original structured light, a
depth map may be determined. In some embodiments, a ratio between miensity of a stripe
and peak intensity of the stripe is also used when determining the depth map. To determine
shifting of the stripes, different stripes in the structured light are individually identified based
on the signature applied to the different stripes. For example, cach stripe is identified based
on a signature applied to cach stripe. For example, if a signature 1s an intensity vaniation
along stripes, each stripe may have differing intensitics from a weak intensity, a mediim
mtensity, and a strong mtensity; for example, a detected stripe includes a weak intensity, a
strong intensity, and a medium intensity in that order, and a particular location in the
structured light inclades a strip having the order of the weak ntensity, the strong inteunsity,
and the mediom intensity, allowing indexing of the detected stripe. However, in other
embodiments, any suttable features may be included in the structured hight. For example, in
another embodiment the structured light includes squares having differing intensities,

[(045] In some embodiments, two intensity vanations of the structured fight are used.
The two intensity variations may be cvehical, for example based on available gray levels that
may be set for mdividual pixels to more efficiently use electronic and optical components, I
the two cyehical vanations are out of phase, a relatively large overall cyvcle of the vanations
may be provided. Hence, at lcast two vanations of the structured light allow absolute
mdexng of the structured light. For example, the structured hight (or “light patiern™)
comprises parallel stripes, which may vary i a base intensity n a cyvele along a direction
{c.g.. in a direction orthogonal to orientation of the stripes). Additionally, cach stripe may
mehude notations along a direction in which a strp is oniented. Notations are arranged
differently on different stripes to allow individueal stripes or clusters of stripes to be identified
and indexed. In some embodiments, the notations have a peak intensity that is kept constant.

Different intensitics and different notation distributions on different stripes allow
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wlentification of mndividual stripes, as well as identification of individual sectors of a strip,
mmproving depth mapping accuracy. In some embodiments, the notations are constructed
from Gaussian brightness distributions. While intensitics appear to dim as distance between
a light source and a detector increases, decreased detected intensity of stripes provides an
mdication of depth; however, absolute brightness also depends on the surface from which
hight was reflected, making 1t unable to accurately determine depth without additional
mformation. However, a ratic between a base intensity of a stripe and a peak intensity of the
strip allows for more accurate depth calculation, particularly when combined with
segmentation or triangulation results.

{0046} A light patiern 1s projecied having one or morg distinctive infensity variations,
with each intensity vanation having a unigque mtensity alteration function over distance. For
exaraple, the light pattern comprises continuous stripes with intensity along a stripe having a
Gaussian distance. While the inteunsity of the stripe lincarly degrades as distance between a
source of the light pattern increases (e.g., as a horizontal distance to the source of the light
patiom increascs when the source of the light patiem is horizontally oriented), the peak
mtensity of the stripe when captured by a detector remains constant. Hence, a distance to an
object reflecting the light patter to the detector (e.g., a camera} may be extracted by
comparing the peak imtensity of the stripe to the intensity of the stripe.

{8047} Muitiple imtensity functions vary intensity of the light pattern gver distance may
be provided by creating multiple phase functions differently propagate over distance, which
create different infensity ratios over different ranges. For example, an intensity function
creates the stripe features from mput light and an additional intensity function creates the
Gaussian distribution of intensity along the siripes. In general, intensity of light reflected
from an object is inversely proportional to a square of a distance between the objectand a
detector (i.e., as 1/2”, where z is the distance between the object and the sensor), as the
reflected hight 1s sphenically spread back to the detector. Because a stripe 1s collimated along
a single axis and physical coverage of cach pixcl 1n the detector is angular, the collimated
stripe 13 captured by fewer pixels on the detector, which increases the intensity of the stripe.
Hence, the intensity of a stripe 1s reduced by =/ 7*. or 1/z, where z is the distance between the
object reflecting the stripe and the detector.

{6048} Using diffractive optics, the additional intensity function changing ntensity along
a stripe m the hight patiern may be created using an independent phase function, allowing the
mtensitics along the stripe to be radially collimated Gaussians. Therefore, pixels in a

detector sampling the Gaussian intensity distribution is reduced along axes parallel to and
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perpendicular to the detector {¢.g., along both a horizontal and a vertical axis if the detector is
horizontally oriented), resulting in a peak intensity at a location of a stripe of z'/z", where z is
a distance between an object reflecting the stripe, which is a constant. The ratio of the
mtensity of peak mtensity of the stripe to to the stripe’s brighiness changes as a distance
between an object reflecting the stripe and the detector changes as the intensity of the stripe
changes based on 1/z, while the peak intensity remains constant. As the nature of the
reflective surface of the object reflecting the stnip equally affects both the intensity of the
stripe and the peak mtensity of the stripe the ratio, unlike the absolute mitensities, is not
substantially affected.

{0649} Referring now to the drawings, FIG. 1A is a conceptual diagram of a computer
user 1 performing gestares with the hands 2 of the computer user 1 to type on a soft keyboard
4 presented on a screen 6. To detect the gestures, structured light {also referred to as a “light
pattern”)y may be projected onio the hands 2, with light reflected from the hands 2 is detected.
Triangulating the detected structured light may allow generation of a depth map of the
volume including the hands 2. FIG 1B is a conceptual diagram of a user 8 of a virtual reality
systern. o the example of FIG. 1B the user wears virtual reality glasses and controls the
virtual reality system through gestures of hands 10 m the air. FIG. 1€ illustrates a head
mounting apparatus 200 for use in a virtual reality syvstem, such as described above n
conjunction with FIG. 1B. The apparatus 200 is mounted on the user’s head using a head
band 230 and projects an image into the user’s eyes.

{6650] FIG. 2 15 a block diagram of an embodiment of a virtual reality apparatus, which
may detect structared light in a volume. The virtual reality apparatus may alsc provide a
virtual reality display for a user in a virtual reality system, such as the virtual reality svstem
described in conjunction with FIGS. 1B and 1C. In the virtual reality apparatus, block 400
provides an IR light beam using an illununator 442, Light from the tuminator 442 is
detected by an IR camera 406, and the detected light 1s processed by preprocessor 404,
Similarty, block 410 provides visible light that 1s detected by a visible light camera 412 A
processor 414 processes visible light captured by the visible light camera 412, and also
processes mmtormation trom the preprocessor 404, so the processor 414 further processes
detected light from the IR camera 406 afier processing by the preprocessor 404, The
processor 414 also execoutes nstructions 416 stored in a memory o provide various
functionality. Additionally, the virtual reality apparatus includes a near eve display 420

configured to provide a virtual reality display to the user.

- 10~



WO 2016/138143 PCT/US2016/019375

{6651} FIG. 3 shows a light source, shown as a laser 300 in FIG. 3, projecting a light
pattern into a volume 305, Light from the laser 300 15 retlected from objects at different
depths in the volume 3035, illustrated as depth 21, depth 72, and depth Z3 in the example of
Fi. 3. A camera 310, or ancther image capture device, detects light from the light pattern
reflected from the objects. A difference between hight reaching the camera 310 at the same
angle from depth 21 and from depth Z2 is a different part of the light pattern. Thus,
detection of a part of the pattem allows a depth of an object from which light comprising the
part of the pattern was reflected.

[6052] FIG. 4 is a block diagram of a transmitter 11 and a receiver 12, In various
embodiments, the transmmitter 11 is a laser ight source 13 followed by one or more optical
clements 14.1, 14.2 that form a light pattern from light transmitted by the laser hight source
13. The transmitter 11 emits the resulting light pattern into a volume 15, where the light
pattern is reflected by various objects in the volume 15, such as object 16, The reflected hight
is detected by a receiver 12 which may be a charge coupled device (CCD), a complementary
metal-oxide semiconductor (CMOS) detector, or other suitable type of detector. According
to one embodiment, portions of the detected light pattern are detected light pattems are
analyze to determine if they are from an object of interest; for example, a segmentation
process is used to determine if an object reflecting a portion of the light pattemn is an object of
mterest. For example, an object of interest 1s a portion of a human body in embodiments
where command gestures are wdentified, although anything may be an object of interest in
various embodiments. However, in other embodiments, the light detected light patterns are
not analyzed to determine if objects of interest reflect portions of the light pattern. Different
portions of the reflected light pattern are analvzed to determine depths from which they were
reflected (2.5, to determine depths of objects in the volume that reflected different portions
of the reflected hight pattern} Based on different depths determined from different portions of
the reflected light pattern, a depth map is generated that includes depth information of
various objocts 1n the volume 13, as further described below.

[8053] FIG. SA is an example of a binary light pattern (also referred to as “structored
light™) used to detect a human. In the example of FIG. 3A, the binary light pattern comprises
multiple stripes, which may be enhanced by adding signatures to different stripes. For
example, signatures added to a stripe are one or more of the features shown m FIG. 5B, In
one embodiment, different stripes i the binary light pattern have different intensities
arranged in difforent patterns (a); for example, different patierns of siripes having different

mtensities relative to each other comprise the binary light pattern. In other embodiments,
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squares (b}, triangles (¢}, {d) or other shapes may be superimposed on deferens strpes.
Different shapes superimposed on stripes may include internal variations in intensity or in
other characteristics as shown by the different triangles (¢}, (d}. Signatures may be added to
stripes 1n a regular pattern {e} or in addition to regular or iregular intensity variations (f).
Irregular mtensity vanations along a length of a stripe (g) mayv be added to the stripe as a
signature. In some embodiments, any combination of the signatures shown in FIG. 5B may
be added to different stripes to allow different stripes to be distinguished from each other.
[(054] It is noted that the signatures, or features, may have uniform intensity or may have
mtensity variations in different portions of a strip. For example, a feature in different
locations in the binary light pattern may have a different uniform intensity or may have
different variations in mtensity. FIG. 5C illustrates an example of a square intensity variation
across a width of a stape, a Gaussian intensity variation across the width of the stripe, and an
irregular intensity vanation across the width of the stripe.

[B055] FIG. 5D 15 an example of a light pattern comprnising multiple stripes having
different intensitics projecied onto a hand. The differont intensitics provide reforences within
the pattern. FIG. 6A shows another example of a light pattern having an altemative variation
m intensity between different stripes than the example shown i FIG. 3D, Additionally, FIG.
6B shows an alternative varation of intensities across a width of a stripe in the light pattern.
[8056] FIG. 7 13 a flowchart of one embodiment of a method for calcudating depth in a
volume. In other embodiments, the method may include different or additional steps than
those described 1n conjunction with FIG. 7. Additionally, in some embodinments, steps of the
method may be performed m different orders than the order deseribed in conjunction with
FIG. 7.

[B057] Initially, light is projected 21 into the volume. In one embodiment, the projected
light comprises a light pattern having multiple stripes parallel to each other mn a direction,
with differcnt stripes having difforent inteusities or different brightnesses; intensity or
brightness of different stripes may vary according tc a cvcle repeated along a direction
orthogonal to the direction in which the multiple stripes are parallel to each other, as further
described above in conjunction with FIG. 5B. However, in other embodiments, the light
pattern of the projected light includes any suitable feature or features may be included in the
light pattern of the projected light. Additionally or alternatively, each stripe may include a
Gaussian intensity distribution across a width of a strpe in a direction orthogonal to the
direction in which the stripes are paralle!l to each other or another intensity variation across

the stripe in the direction orthogonal to the direction i which the stripes are parallel, such as
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shown in above in FIGS. 5B and 5C. The intensity variations in the direction orthogonal to
the direction in which the stripes are parallel to cach other are referred to herein as a
“signature” or a “notation.” The different intensities for different stripes allow identification
of mdividual stripes, and the notations included on different stripes provide an additional
method for identifving individaal stripes {or viee versa). The variation in the notations or
signatures on different stripes is not cyclical or follows a different cycle than the vanation of
mtensities of different stripes, so a combination of an ntensity of a stripe and notations on a
stripe allows identification of each individual stripe. In some embodiments, the notations on
different stripes may be cyclical so the notations appear differently on each stripe.

{0058} A camera or other image capture devices acquires 22 light from the light pattern
reflected by objects in the volume. When the sinipes from the light patiern are projected onto
an object of interest, edges of the object of interest are indicated by discontinuitics in the
stripes, as shown 1 FIG. 38, Hence, segmenting captured mmages of the volume allows rapid
wdentification of objects in the volume and selection of objects of interest, such as hands and
fingers, in the volume. Scgmentation may also allow relative mndexing of the stripes.
Segmenting a captured image of the volume ehiminates background objects so depth
mformation for objects of interests rather than background objects 1s sabsequently
determined.

8059} Features of the light patiern, stripes of the hight pattern appeanng across the object
of mterest, and absolute mdexing of teatures of the light pattern are used to analvze 24 depth
of various {(¢.g., cach) feature of the light pattern from the light acquired 22 by the camera.
Initially, mdexing of the stripes of the light pattern is relative, which identifies depths within
the object of mterest rather than depth information relative to volume. However, the pattern
of notations on particular stripes is compared to a reforence pattorn to identify different
stripes based on the notations. An absoclute index may be provided based on notations,
miensities of stripes, or a combination of notations and intenstties of stripes. From the
absolute index, depth of the object of interest in the volume 1s caleulated 28, as further
described below.

(3060} FIG. 8 15 a flowchart of a method for producing a light pattern projected into a
volume. In some embodiments, the method inchudes different or additional steps than those
described in conjunction with FIG. 8. Additionally, in some embodiments, steps of the
method are performed 1n different orders than the order described in conjunction with FIG. 8.
[061] Initially, a beam of light is obtained 30 from a source, such as a laser. in some

embodiments, the source s an array of semiconductor lasers, for example a vertical cavity

-3~



WO 2016/138143 PCT/US2016/019375

surface emitting laser (VCSEL} array. The lasers in the array may be operated individually
or in rows, and intensity of the beam of hght in a dimension is varied 32 by varying
mtensities of lasers in different rows of the array to provide a cvclic variation n intensities
between rows of the array.

(062} An additional varnation to the beam of light 1s provided 34 along an additional
dimension. The additional varation may be a varation of intensity. For example, the
additional variation is a series of notations, such as Gaussian peaks of intensity, along the
additional dimension. The distribution of Gaussian intensity may vary along the dimension.
For example, spacing between peaks of intensity may increase or decrease as distance from
the source of the beam of light increases, the Gaussian spacing may be irregular, or positions
of notations is shifted, as further described above m comunction with FIG. 2. In some
embodiments, a pre-stored pattern is used to identify individual stripes or other portions of a
light pattern generated from the beam of light based on notations included in different stripes
or other portions of the light pattern. The light pattern produced by varying 32 the intensity
of the light along the dimension and providing 34 the additional varation to the light is then
projected 36 the volume.

(3063} In one embodiment, an optical component producing the Gaussian intensity
variations along the additional dimension has a regular shape but may have its angle offset 1o
the dimension, so each stripe has Gaussian intensity variations that are slightly offset from
each other. However, in other emnbodiments, any suitable configuration may be used to
displace the Gaussian mtensity vanations relative o cach other in different stripes, allowing
cach stripe to be individually dentified.

j3364] In various embodiments, infensity of the beam of light 1s vaned 32 in the
dimension and the additional variation in the additional dimension is also provided 34. Other
embodiments either vary 32 intensity of the beam of light in the dimension or provide 34 the
additional variation m the additional dimension. For example, mtensity of the beam of hght
1s not varied 32 in the dimension, but provides 34 the additional vanation in the additional
dimension to include a unique signatare for each stripe i the additional dimension. When
cach stripe mcludes a different signature from the additional variation in the additional
dimension, a depth map may be directly provided from the unigue signature of cach stripe.
Hence, providing unigue notations for each stripe in the light pattern allows exact
determination of depth of objects in the volume. An example of viquely distributing
notations to each stripe in the light pattern is further described below in conjunction with

FIG. 15,
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{8065} Alternatively, the intensity of the beam of hght 18 varied 32 in the direction, but
the additional vanations in the additional dimension are not provided 34 to the beam of light.
For example, a cyele of uttensitics is applied to different stripes to vary 32 the intensity in the
direction. However, varying 32 intensity of the beam of light in the dimension without
providing 34 the additional vanations in the additional dimension results m multiple cyeles of
mtensities of stripes, allowing each stripe to be ndexed with respect to a cyele of intensities
mchiding the stripe rather than to be absolutely indexed. As shown in the example of FIG.
5C, when a relatively smali number of stripes are projected onto an object of interest,
mdexing the stripes is difficult when the intensities of the stripes are vaned 32 using a binary
cyvele,

[3066] In another embodiment, the intensity of the beam of light 1s vaned 32 m the
direction and the additional variations in the additional dimeusion are also provided 34 to the
beam of light. For example, a eycle of mmtensities is applied to different stripes to vary 32 the
miensity in the divection, while notations in stripes are shitted in the additional direction.

The intensity variation and the shift in notations may cach be cyclic, but having difforent
periods, which allows wnique wdentification of each stripe, at least to the precision of a larger
cvcle. Ifthe indexing cycle 1s not sufficient, which prevents full indexing of each stripe,
object segmentation also used to humit consideration to stripes within the object of interest.
Additional accuracy may be obtained by comparing peak itensities of siripes with mtensities
of different stripes, as further described below.

[6067] Hence, the method described above in conjunction with FIG. 8 produces a hight
pattern where intensity of a beam of light varies in a direction and also additionally varies m
an additional direction. The method further described above 1 conjunction with FIG. 4 may
be used in various embodiments to vary intensity of the beam of light in the direction to allow
mdexing of each stripe in the hight pattern.

[0068] FIG. 9 15 a flowchart of an embodiment of a method for obtaining a three-
dimensional depth map of an object of interest from a light pattern. In some embodiments,
the method may include additional steps than those described in conjunction with FIG. 9.
Additionally, in some embodiments, the method may perform the steps in different orders
than the order described i conjunction with FIG. 9.

0069} A light sensor, such as a camera, detects 38 light from a volume. In some
embodiments, mukltiple cameras or light sensors detect 38 light from the volume.

Alternatively, a single camera or light sensors detect 38 light from the volume.
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{18078} In some embodiments, an mmage including the detected light is segmented 40 to
wdentify the object of interest from objects in the volume. Segmenting 40 to identify the
objects of interest allows for relative indexing, where depths are obtained relative to other
portions of the object of interest. Variations in intensity between different stripes in the light
pattern are used to identify 42 each stripe as a particular component of one of the infensity
cycles in some embodiments. However, varations 1n intensity between stripes in the light
pattern do not allow unique identification of a stripe, so cach stripe is identified 44 using
notations included in different stripes as well as the relative indexing to allow identification
of individual strips {i.c , absolute mdexing of cach stripe}. For example, absolute indexing of
cach stripe is based on intensities of notations in different stripes.

{071} Absolute indexing of the stripes allows determination of a depth from the actual
position of each stripe in an mmage of the detected light from the volume. Depth information
is further determined 46 based on spacing between notations or intensity rations between
miensity of a stripe and a peak brightness of a notation in the stripe fo more accurately
determine depth mformation based on stripe posttions. Based on depth information for
various points in the volume {(e.g., various points of the object of interest), a depth map of the
volume 13 determined 48, allowing three-dimensional movement of objects of inferest {e.g.,
hands) within the volume to be traced. Hence, the depth map may be used to recognize
gestures within the volame; for example, gestures recognized in part using the depth map
correspond to commands for interfacing with a device, such as a computer or a virtual reality
systen.

[6672] FIG. 10 s a conceptual diagram of an example serigs of elements for generating a
light pattern for projection.  For purposes of illustration, FIG. 10 shows the clements in a side
view. A light source 50, such as an array of lasers, provides a beam of light to a coliimator
52, which collimates the beam of light. The collimated beam of light s directed to an optical
clement 54, which may be a diffractive optical element or any other suitable optical element,
produces stripes in the collimated beam of light. The hight is directed from the optical
clement 54 to an additional optical clement 36, which may also be a diffractive element or
any other suitable optical element. The additional optical element 56 superimposes Gaussian
peaks of mtensity onto the stripes. In various embodiments, the additional optical element 56
is shightly offset with respect to the optical clement 54 so peaks of intensity are produced at
different positions in different stripes. Thus, the additional optical element 54 may cyclically

shift the notations on different stripe as further described below in conjunction with FI1G. 13.
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A duplicator 38 causes repetition of the pattera produced by the optical element 54 and the
additional optical element 56.

{6673} In some embodiments, the light source 50 comprises rows of lasers that are
mdividually controilable so as to produce differcnt intensitics. As further discussed above,
miensity of a stripe dimunishes as the distance from the hight source 30 increases (1.¢, the
mtensity is proportional to 1/z, where z s the distance from the light source 30}, However,
the peak intensity within a stripe is remains constant as distance from the light source 50
mereases, $o a ratio between a peak miensity of a stripe and the average intensity of the stripe
mtensity provides an estimate of the depth of the stripe.

8074} The collimator 52, the optical clement 54, and the additional optical element 56
may be in different orders than the order shown in FIG. 10 in vanious embodiments. For
exarple, the output of the collimator 50 is nitially directed to the additional optical element
54 to provide Gaussian peaks of mtensity, and the output of the additional optical element 54
is directed to the optical element 52 to gencrate stripes. Additionally, in some embodiments,
clements comprising a combination of the collimator 52, the optical clement 54, and the
additional optical element 56 may be used rather than the individual components.

[B075] FIG. 11 s an alternative configuration of clements for generating a hight pattermn.
For purposes of illustration. FIG. 11 shows an overhead view of the configuration of
clements.. In the example of FIG. 11, an ¢lement 60 comprises a multi-emitter light soarce
and an optical element configured to produce stripes in light from the multi-ematter light
source. A Collimator 62 is positioned after the element 60, and collimated light from the
collimator 62 is directed to an additional optical element 56, which superimposes Gaussian
peaks of intensity onto the stripes produced by the clement 60, as further described above.
Hence, optical clements may be combined or separated or may have different orders refative
to cach other in varicus embodiments..

[6076] FIG. 12 15 a conceptual diagram of example notations added to a stripe feature of
a light pattern. The light pattern shown 1 FIG. 12 may be generated via elements configured
as described above in conjunction with FIGS. 10 and 11, For purposes of illustration, FIG.
12 shows the light patiern projected onto a hand 18, The light pattern comprises stripes 19,
with cach stripe 19 comprising spaced notations 20, In the example of FIG. 12, the notations
20 are regularly located with a constant shift between the notations 20, which may be caused
bv angular shifting of optical clements producing the light pattemn relative to cach other. For
exarple, notations 20 are Gaussian intensity distributions having peak intensities at the

centers of the distributions. In other embodiments, the notations 20 are irregularly spaced.
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{8677} Using the light pattern described in conpunction with FIG. 12, edges of the hand
18 are identified as locations where there 1s a discontinuity 1o the hight patiemn.

Segmentation, or finding the outline of an object, is based on identifving the discontimuity in
the light patiern, and is further described 1n U.S. Patent Application No. 13/497 389, filed on
September 19, 2010, which 1s hereby incorporated by reference in its entirety.

{6678] A depth may be obtained by determuning locations of individual stripes in the
Lght pattern, allowing monitoring of a three-dimensional shape of an object relies on
determining the locations of individual stripes and therefrom obtaining a depth. Determining
depths from different stripes in the light pattern allows generation of a depth map that allows
wlentification of movement of the object for identifying one or more gestures of the object.
For example, at locations where a surface of the object curves, the stripes 19 also appear to
curve, Similarly, at locations where the surface of the object recedes, the stripes 19 tend
towards a vanishing point. These behaviors of the stripes 19 allow generation of the depth
map by identifying individual stripes 19. As shown in FIG. 12, when the notations 20 on
cach stripe 19 are slightly shifted relative to other stripes 19, mmdividual stripes 19 may be
wentified from the notations 20, allowing depth at different locations to be determined from
shifting of an individual stripe 19 towards a vanishing pomnt. A relative depth map may be
generated from segmenting the object, and an absolute depth mayv be generated from the
depth of each stripe by indexing each line m an image mecluding the light pattern and the
object. In more detail, the light pattemn comprises multiple of siripes 19 each extending in a
dimension, with different stripes 19 having different intensities in an additional dimension.
Intensity of a stripe 19 may vary based on a distribution of uniform peak intensitics along the
stripe 19, which may be superimposed on the stupe 19, The peak intensity of a stripe 19 may
be the peak of a Gaussian intensity distribution that provides a notation 20 on the stripe 19,
and thus provide a notation along cach stripe.

{079} To locate the object, such as the hand 18 1n FIG. 12, within a volume,
segmentation of one or more images of the volume is performed and used to identify an
obiect of interest. Ag further discussed above, relative depth within the object of intercst may
be obtained. In an embodiment, a further depth calculation is obtained from the distance
between the notations 20. Additional depth calculation may be determined based on a ratio
between a local value of intensity of a stripe 19 and a locally measored peak intensity of a
notation 20 within the stripe 19, Further depth calculation may be based on the distance

between stripes 19,
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e Variations in an intensity of a stripe 19 and a peak intensity of a notation 20 i the
stripe 19 each have a unique function for ntensity alteration based on distance from a hight
source. While the intensity of a stripe 19 degrades lincarly as distance from a source of the
light pattern incloding the stripe 19 increases, measured peak intensity of each notation 20 in
the stripe 19 remains constant. The distance to an object reflecting the light pattern fo a
sensor, such as a camera, may be extracted from a ratio of the peak intensity of a notation 20
to an intensity of a stripe 19 including the notation 20, Although the absohute reflected
miensity of a stripe 19 depends on a surface of the object reflecting the strp 19, the ratio
between a peak intensity of a notation 20 in the stripe and an intensity of the stripe 19 may
generally be preserved.

{081} Muitiple phase functions differently propagating over distance from a light source
causes multiple wntensity functions that vary with distance from the light source, creating
different intensity ratios over different range of distance from the light source. Embodiments
previously discussed above mclude a function creating the stripe features and an additional
function creating the Gaussian intensity peaks along the stnpes. Generally, intensity of hight
reflected from an object degrades at a rate of 1/2°, where z is a distance from the object to the
light source emitting the light, as the reflected light spreads as a sphere back to the sensor.
However, a stripe feature is collimated 1 a single axis and because the physical coverage of
cach pixel in the sensor is angular, the collimated stripe s viewed by fower pixels on the
sensor, increasing brightness of the stripe. Hence, the mtensity of a stripe degrades at a rate
of z/7", or 1/z, where z is the distance from the object to the light source from which the
stripe is emitted.

{082} Using diffractive optics, the additional function creating the itensity peaks along
the strips may be created using an independent phase function allowing the intensity peaks to
comprise radially collimated Gaussians. Because of radial collimation, a number of pixels
sampling the Gaussian throughout the distance between the object and the light source 1s
reduced in both horizontal and vertical axes, resulting in an intensity at a location of an
intensity peak of z°/z’, where z is the distance from the object to the light source from which
the stripe is emitted, which 1s a constant. The ratio of the intensity of each mntensity peak to
the overall intensity of a stripe including an intensity peak changes as the distance of an
obiect reflecting the stripe and a light source emitting the stripe changes because the overall
miensity of the stripe varies according to a factor of 1/z, where z 15 the distance from the
object to the light source from which the stripe is emitted, while the mtensity peak remains

constant.
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{8083} Referring now to FIG. 13, a hand 70 1s shown with honzontal coordinates, vertical
coordinates, and depth coordinates. As the hand moves vertically or relative to a position of
a light source, edges of the hand 70 move along or across the grain of stripes in a light
pattern projected onto the hand. The light pattern is transmitted by a beam sowrce 72 and
received at a camera 74, or another sensor. In FIG. 13, an image 76 shows the strpes in the
fight pattern and another image 78 shows an example nusalignment of the notations along
succeeding lines. Thus, the camera 74 follows the hornzontal and vertical movement of the
hand, and the distance between the stnipes and notations and the mtensity ratios of peak
mtensity of a notation m a stape and intensity of the strip remain unchanged.

{6084} FIG. 14A 15 a conceptual diagram of obtaining depth information from movement
of notations 80 in a light pattem. For example, distance between the hand 70 and a sensor
capturing hight from the light pattern reflected by the hand 70, causing positions of the
notations 80 to shift as shown by the arrows in FIG. 14A. If the hand 70 moves away from
sensor, the notations 80 shift towards a vanishing pomnt for stripes m the light pattern.
However, if the hand 70 moves towards the sensor, the notations 80 shift away from the
vanishing potnt for stripes in the light pattern.  Altematively, as shown in FIG. 14B, the
notations 80 may shift when the hand 70 remains stationary and the sensor or a light source
emitting the light patiern 1s repositioned relative to the hand 70, For example, the source 72
is repositioned along axis 75 relative to the camera 74 m the example of FIG. 14B, while the
hand 70 remains stationary, causing shifting of the notations 80 as shown 1n FIG. 14A.

{085] FIG. 15 is a conceptual diagram showing an irregular distribution of notations 82
in a stripe 81. In the example of FIG. 15, notations proximate 82 to one end of the stripe 81
are widely spaced, and spacing between notations 82 decreases as distance from the end of
stripe 81 increases.

{6686} Reference 1s now made to FIG. 16, is a conceptual diagram of an example of
varying brightness levels in adjacent strips in a light pattern.  In some embodiments, the
example shown in FIG. 16 1s produced by a line generator followed by an amplifier operating
on certain stripes and not on other stripes. The line generator produces stripes 90, 92, 94, and
06 that are evenly distributed and have an even intensity. Subsequently, an amplifier clement
amplifics line 94 to an increased intensity 98, so line 94 has an increased intensity relative o
stripes 90, 92, and 96, providing the pattern of stripes having a unique signature.

Summary

{087} The foregoing description of the embodiments has been presented for the purpose

of iltustration; it is not mntended to be exhaustive or to limit the patent nghts to the precise
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formg disclosed. Persons skilled 1o the relevant art can appreciate that many modifications
and vartations are possible in light of the above disclosure.

{06088] Some portions of this description describe the embodiments in terms of algorithms
and symibolic representations of operations on information. These algorithmic descriptions
and representations are commonly used by those skilled in the data processing arts to convey
the substance of their work effectively to others skilled in the art. These operations, while
described functionally, computationally, or logically, are understood to be implemented by
computer programs or equivalent ¢lectrical circuits, microcode, or the hike. Furthermore, it
has also proven convenient at times, to refer to these arrangements of operations as modules,
without loss of generality. The described operations and their associated modules may be
embodied in software, firmware, hardware, or any combinations thereof,

{(6089] Any of the steps, operations, or processes described herein may be performed or
mmplemented with one or more hardware or software modules, alone or in combination with
other devices. In one embodiment, a software module is roplemented with a computer
program product comprising a computer-readable medivm containing computer program
code, which can be executed by a computer processor for performing any or all of the steps,
operations, or processes described.

{6090] Embodiments may also relate to an apparatus for performing the operations
herein. This apparatus may be specially constructed for the required purposes, and/or it may
comprse a general-purpose computing device selectively activated or reconfigured by a
computer program stored in the computer. Such a computer program may be stored ina
non-transitory, tangible computer readable storage medium, or any type of media suitable for
storing electronic instructions, which may be coupled to a computer system bus.
Furthermore, any computing systems referred to in the specification mav include a single
processor or may be architectures employing multiple processor designs for increased
computing capability.

[6091] Embodiments may also relate to a product that is produced by a computing
process described herein. Such a product may comprise information resulting from a
coraputing process, where the information is stored on a non-transifory, tangible computer
readable storage medivm and may include any embodiment of a computer program product
or other data combination described herein.

{6092} Finally, the language used in the specification has been principally selected for
readability and mstructional purposes, and it may not have been selected to delineate or

circumscribe the patent rights. 1t 1s therefore intended that the scope of the patent nights be
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hmited not by this detailed description, but rather by any ¢laims that issue on an application
based hereon. Accordingly, the disclosure of the embodiments is mtended to be illustrative,

but not limiting, of the scope of the patent nghts, which is set forth in the following claims.
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What is claimed is:
i A method comprising:

projecting a structured hight pattern into a volume, the structured hight pattem
comprising a predefined structure having a plurality of featares, each
feature comprising a predefined variation;

detecting light reflected from one or more objects in the volume, the detected light
including one or more of the features of the predefined structure of the
structured light pattern;

correlating the one or more features in the detected hght with the predefined
structure; and

determining depth information for objects associated with each of the one more
features in the detected light based on the correlating,

2. The method of claim 1, wherein determining depth information for objects
associated with cach of the one more features i the detected hight based on the correlation
COMPIISES:

comparing said at lcast some features in the detected light with corresponding
positions mn a detection image including objects meluded in the volume to
obtain depth information for objects associated with the one or more
features in the detected light based on the correlating.

3 The method of claim 1, wherein the depth information for an object comprises
three-dimensional depth information for the object.

4. The method of claim 1, wherein the one or more features of the predefined
structure of the structured light patters are orthogonally indexed.

3. The method of claim 1, wherein the one or more features of the predefined
structure of the structured light pattorn comprise intensity levels.

6. The method of claim 1, wherein the predefined variation of the structured hight
pattern is along a dimension and the structured light pattern further comprises an additional
variation across an additional dimension, the additional vanation also varving along the
dimension.

7. The method of claim 6, wherein the variation or the second vanation
corprses a cyclical iiensity variation.

8. The method of claim 7, wherein the cyclical mtensity is selected from a group
congisting of a binary variation, a three-level vartation, a four level vaniation, a five level

variation, a six level variation, a seven level vanation, and an eight level variation.
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9, The method of claim 6, wherein the variation comprises a distribution of
wniform peak intensities varving along the dimension.

10. The method of claim 6, wherein determining depth information for objects
associated with each of the one more features in the detected light based on the correlating
COMPriscs:

calculating depth information for an object associated with a feature in the
detected light based on a ratic between a value of an mtensity of the
feature from the predefined feature and a peak intensity of the additional
second varnation within the feature,

1. The method of claim 1, wherein the predefined structure of the structured light
pattern comprises striping extending in a dimension.

12. The method of claim 11, wherein the vanation comprises a cycle of intensitics
in an additional dimension, each stripe of a group of stripes in the cycle projected with a
respective intensity,

13. The method of claim 12, wherein the predefined structure further comprises an
mtensity variation along cach of the stripes so peak udensitics of different stripes are in
different locations relative to each other.

14, The method of claim 13, wherein determining depth information for objects
associated with cach of the one more features in the detected light based on the correlating
COMPIiSes:

determining the depth information for the objects based on the locations of peak
miensities of different stapes.

15, The method of claim 12, wherein deternuning depth information for objects
assoctated with each of the one more features n the detected light based on the correlating
COMPIiSSs:

determining a relative index of the stripes relative to the cyele of intensities; and
determuning the depth information for the objects based on the relative index.

16.  The method of claim 12, wherein determuning depth information for objects
associated with cach of the one more features n the detected light based on the correlating
comprises:

determining a relative index of the stripes relative to the cycle of intensities; and
determining the depth information for the objects based on the relative mdex and
the locations of peak intensities of different stripes.

17. A method comprising:
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projecting a light pattern into a volume, the light pattern comprising a cyclical
mtensity variation in 8 dimension and a distribution of uniform peak
intensities along an additional dimension, the distabution along the
additional dimension also varving with the dimension;

finding a location in said volume that reflects the hght pattern;

determining a ratio between an mtensity at the location according to the cvclical
intensity variation and an intensity at the focation according to the
distribution of uniform peak intensitics;

determuning a depth at the location using the determined ratio.

18.  The method of claim 17, wherein the light pattern comprises stripes extending
in the additional dimension.

19. The method of claim 18, wherein the cyclical mtensity variation comprises
projecting cach stripe of a group of stripes with a different intensity and repeating the
different intensities for at least an additional group of stripes.

20, The method of claim 19, wherein the distnibution of uniform peak ntensities
along the additional dimension comprises Gaussian variations in intensity along the stripes
having peak intensities.

21. The method of claim 19, wherein determining the depth at the location using
the determined ratio comprises:

determining a relative index of the stripes relative to the cyehical intensity
variation using object segmentation; and

determining the depth at the location based on the relative index and locations of
the peak intensities in one or more stripes, as well as the determined ratio

22, An apparatus comprismg:

a light source configured fo vary i intensity in a direction to produce a light beam
having features of varving mtensities; and

an optical element configured to apply intensity features in a direction orthogonal
to the direction to the light beam.

23, The apparatus of claim 22, further comprising:

an additional optical element configured to apply additional mtensity features to
the light beam that overly the intensity features applied by the optical
clement, the additional mtensity features applied in a gnd layout, the
additional optical element offsct with respect to the direction to cause said

the additional intensity features to be at different locations in each feature.
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24, The apparatus of claim 22, wherein the features comprise stripes.
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