Title: ACCESSING RESOURCES ACROSS MULTIPLE TENANTS

Abstract: Examples relate to accessing resources across multiple tenants. One example enables determination, from a list of requests, a request to perform which accesses a resource, responsive to a determination that the resource on a server is available for use for an application. The request to be performed may be determined, for example, by determining a first priority score for a first tenant associated with a first request based on usage of the resource by the first tenant, wherein the first tenant comprises a first set of users, determining a second priority score for a tenant associated with a second request based on usage of the resource by the second tenant, wherein the second tenant comprises a second set of users, and, responsive to the first priority score being lower than the second priority score, selecting the first request as the request to be performed.
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ACCESSING RESOURCES ACROSS MULTIPLE TENANTS

BACKGROUND

[0001] Computing systems may allow multiple users to access resources via a single server. These computing systems may receive requests from the multiple users to access a resource via a server. For example, for an application executing on the server, a computing system may receive numerous requests to perform functionality via the application from multiple users, where each request may require access to a resource via the server.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] The following detailed description references the drawings, wherein:
[0003] FIG. 1 is a block diagram of an example system for accessing resources across multiple tenants;
[0004] FIG. 2 is a flowchart of an example system for accessing resources across multiple tenants;
[0005] FIG. 3 is a flowchart of an example system for accessing resources across multiple tenants;
[0006] FIG. 4 is a flowchart of an example method for accessing resources across multiple tenants;
[0007] FIG. 4A is a flowchart of an example method for determining a priority score for each tenant;
[0008] FIG. 4B is a flowchart of an example method for determining a priority score for each tenant.

DETAILED DESCRIPTION

[0009] The following detailed description refers to the accompanying drawings. Wherever possible, the same reference numbers are used in the drawings and the following description to refer to the same or similar parts. While several examples are described in this document, modifications, adaptations, and other implementations are possible. Accordingly, the following detailed description does not limit the disclosed
examples. Instead, the proper scope of the disclosed examples may be defined by the appended claims.

[0010] A computing system may provide access to a set of resources from a server executing an application used by multiple tenants. The computing system may manage performance of requests received by multiple tenants to ensure that a single tenant does not monopolize a resource or cause a long wait time for another tenant attempting to access the same resource. For example, responsive to a resource not being immediately available to perform a request received from a tenant, the computing system may maintain a list of pending requests for the resource.

[0011] The computing system may determine a request to perform from the list responsive to the resource becoming available. The system may determine the request to perform based on the tenants associated with the requests in the list. For example, the computing system may determine a request to perform based on usage of the resource by the tenants with requests in the list. The computing system may perform a request associated with a tenant calculated to have the least usage of the resource for the past predetermined number of time intervals. In some examples, the computing system may perform a request associated with a user of the tenant with the least usage of the resource. For example, the computing system may select a request to perform associated with a user calculated to have the least usage of the resource from a set of users associated with the tenant calculated to have the least usage of the resource.

[0012] As also noted below, each tenant may comprise an entity that includes a set of users (often multiple users). Each tenant (and each user of a tenant) may access the application via a respective tenant computing system (and user computing device). As such, discussion of functionality performed by a tenant (and/or user) may comprise functionality performed by a respective tenant computing system (and/or user computing device).

[0013] Referring now to the drawings, FIG. 1 is a block diagram of an example system 100 for accessing resources across multiple tenants. In the example depicted in FIG. 1, system 100 includes a non-transitory machine-readable storage medium 120 and a processor 110.
Referring now to the drawings, FIG. 1 is a block diagram of an example system 100 for accessing resources across multiple tenants. System 100 may comprise a cloud server, a mainframe, notebook, desktop, tablet, workstation, mobile device, and/or any other device suitable for executing the functionality described below. In the embodiment of FIG. 1, system 100 includes a non-transitory machine-readable storage medium 120 and a processor 110.

Processor 110 may be one or more central processing units (CPUs), microprocessors, and/or other hardware devices suitable for retrieval and execution of instructions stored in machine-readable storage medium 120. Processor 110 may fetch, decode, and execute program instructions 121, 122, 123, and/or other instructions to enable accessing resources across multiple tenants, as described below. As an alternative or in addition to retrieving and executing instructions, processor 110 may include one or more electronic circuits comprising a number of electronic components for performing the functionality of one or more of instructions 121, 122, 123, and/or other instructions.

In one example, the program instructions 121, 122, 123, and/or other instructions can be part of an installation package that can be executed by processor 110 to implement the functionality described herein. In this case, memory 120 may be a portable medium such as a CD, DVD, or flash drive or a memory maintained by a computing device from which the installation package can be downloaded and installed. In another example, the program instructions may be part of an application or applications already installed on system 100.

Machine-readable storage medium 120 may be any hardware storage device for maintaining data accessible to system 100. For example, machine-readable storage medium 120 may include one or more hard disk drives, solid state drives, tape drives, and/or any other storage devices. The storage devices may be located in system 100 and/or in another device in communication with system 100. For example, machine-readable storage medium 120 may be any electronic, magnetic, optical, or other physical storage device that stores executable instructions. Thus, machine-readable storage medium 120 may be, for example, Random Access Memory (RAM), an Electrically-Erasable Programmable Read-Only Memory (EEPROM), a storage drive, an optical
disc, and the like. As described in detail below, machine-readable storage medium 120 may be encoded with executable instructions for accessing resources across multiple tenants. As detailed below, storage medium 120 may maintain and/or store the data and information described herein.

[0018] Request determination instructions 121, when executed by processor 110, may determine, from a list of requests, a request to perform. The request determination instructions 121, when executed by processor 110, may determine the request to perform responsive to a resource on a server becoming available for use for an application. The application may be, for example, any application executing on a server in the system 100. The application may be executed on the server and may access other resources in the system via the server. In some examples, the application may be a cloud-based application, with an instance of the application being executed on the server in the system 100. The resources accessed by the application may comprise, for example, a database connection pool, a thread pool, a NoSQL connection pool, a file system, another computing device, and/or other resource that may be used by the application.

[0019] In some examples, the request determination instructions 121, when executed by processor 110, may receive a request to access the application from a tenant. A tenant may comprise, for example, an entity that accesses the application. A tenant may comprise a set of users, such that each user of the tenant may independently access the application. A set of independent accesses of the tenant may be performed based on a respective set of requests associated with the tenant. The respective set of requests associated with the tenant may be received from multiple users of the tenant, such that each request is associated with a user from the set of users of the tenant.

[0020] A request may comprise, for example, information related to one or more of: a request identifier, a tenant identifier of a tenant associated with the request, a user identifier of a user of the tenant associated with the request, an identification of a set of resources to be accessed by the request, data to be processed during performance of the request, a set of instructions associated with the request, an application priority associated with the request, and/or other information associated with the request.

[0021] Responsive to receiving a request to access the application from a tenant, the request determination instructions 121, when executed by processor 110, may determine
whether a resource to be accessed by the request is available to perform the request. In examples in which multiple resources are to be accessed by the request, the request determination instructions 121, when executed by processor 110, may determine whether each resource is available in the order in which the resource would be accessed by the request.

[0022] Responsive to determining that the resource (or set of resources) to be accessed by the request is (are) available, the request determination instructions 121, when executed by processor 110, may perform the request.

[0023] Responsive to determining that the resource to be accessed by the request is not available, the request determination instructions 121, when executed by processor 110, may place the request in a list of requests associated with that resource. For example, the request determination instructions 121, when executed by processor 110, may place the request in the list by appending information related to the request at the end of the list of requests. The information related to the request may comprise, for example, information related to the tenant associated with the request, information related to a user associated with the request, a request identifier, an application priority associated with the request, and/or other information related to the request. The list of requests may comprise, for example, a linked list, array, and/or other structure stored in a memory (e.g., the non-transitory storage readable medium 120) that stores the information related to each request in the list.

[0024] In some examples, each resource accessible by the application executing on the server may have associated therewith a list of requests. in some example, the request determination instructions 121, when executed by processor 110, may create a list for a resource responsive to the resource being unavailable to perform a request and having no other pending requests. The request determination instructions 121, when executed by processor 110, may maintain the list of requests for each resource. As such, responsive to a second resource accessible via the server becoming available for use for the application, the request determination instructions 121, when executed by processor 110, may determine a request to perform using the second resource from a list of resources for the second resource.
In some examples, the request determination instructions 121 may comprise priority score determination instructions 122, request selection instructions 123, and/or other instructions for determining a request to perform for the application. In some examples, the request determination instructions 121 when executed by processor 110, may determine priority scores for each request in the list of requests associated with a resource and may select a request to perform responsive to the resource becoming available based on the determined priority scores. In some examples, priority score determination instructions 122, when executed by processor 110, may determine, for each tenant associated with a request in the list of requests, a respective priority score based on usage of the resource by the tenant. In some examples, the request selection instructions 123, when executed by processor 110, may select a request from a tenant with a lowest priority score as the request to be performed.

Priority score determination instructions 122, when executed by processor 110, may determine, for each tenant associated with a request in the list of requests, a respective priority score based on usage of the resource by the tenant. For example, the priority score determination instructions 122, when executed by processor 110, may manage information related to usage of the resource for each tenant. For example, the priority score determination instructions 122, when executed by processor 110, may manage information related to usage of the resource by a tenant for a plurality of predetermined time intervals. In some examples, the priority score determination instructions 122, when executed by processor 110, may manage information related to usage of the resource for a predetermined number of prior time intervals in a first in, first out manner.

Information related to usage of the resource for an individual time interval may comprise, for example, a number of requests from the tenant for the resource, a percentage of processing capability of the resource used by the tenant, an amount of time of the time interval during which processing capability was used by the resource, and/or other metric to measure usage of the resource by the tenant during the time interval.

In some examples, the priority score determination instructions 122, when executed by processor 110, may manage information related to usage of the resource by
each user in a set of users of a tenant in a manner similar to the management of information related to each tenant.

[0029] The priority score determination instructions 122, when executed by processor 110, may determine, for each time interval for which information related to usage of the resource by the first tenant is stored in the storage medium 120, a respective amount of usage of the request by the first tenant. The priority score determination instructions 122, when executed by processor 110, may calculate a priority score for the tenant based on the respective amounts of usage. For example, the priority score determination instructions 122, when executed by processor 110, may use a formula to calculate the priority score for a tenant:

\[ P[T] = T[X1]*N + T[X2]*(N-1) + \ldots + T[Xn]*1. \]

[0030] In the example formula, \( P[T] \) may comprise the priority score for the tenant, while \( N \) may comprise the number of predetermined time intervals over which priority score is calculated. \( T[Xn] \) may comprise, for example, a metric representing usage of the resource by the tenant, where \( X1 \) may be the newest time interval and \( XN \) may be the oldest time interval.

[0031] In some examples, the priority score determination instructions 122, when executed by processor 110, may also consider a number of users in the first set of users while calculating the priority score. For example, a tenant with a larger number of users may have a priority score indicating an increased amount of access to the resource for that tenant as compared to a tenant with a smaller number of users.

[0032] In some examples, the priority score determination instructions 122, when executed by processor 110, may also consider an application priority of the request when calculating the priority score. The application priority of the request may indicate an importance of the request to the application. The application priority associated with the request may be determined from information related to the request, based on a number of resources the request may access, based on information provided by the application, and/or by other manners.

[0033] In some examples, the priority score determination instructions 122, when executed by processor 110, may also consider a user priority associated with a user associated with the request. For example, the user priority may be determined from
information related to the request, based on a role of the Laser as part of the tenant, based on a role of the user in the application, and/or in other manners.

[0034] In some examples, the priority score determination instructions 122, when executed by processor 110, may consider one or more additional factors (e.g., application priority, number of users in the tenant, user priority, and/or other factors) when calculating the priority score for a tenant. For example, the priority score determination instructions 122, when executed by processor 110, may use the following example formula to calculate the priority score for a tenant:

$$P[I] = (\frac{1}{N} X1 + T[X2] + \ldots + T[Xn] + 1) \times (MP+1 - RP) \times ((MT-T8)/1000).$$

[0035] In the example formula, $P[I]$ may comprise the priority score for the tenant, while $N$ may comprise the number of predetermined time intervals over which priority score is calculated. $T[Xn]$ may comprise, for example, a metric representing usage of the resource by the tenant, where $X1$ may be the newest time interval and $Xn$ may be the oldest time interval. $RP$ may comprise an application priority of the request, while $MP$ may comprise a maximum application priority for any request of the application. $TS$ may comprise tenant size of the tenant, while $AS$ may comprise average tenant size.

[0036] In some examples, the priority score determination instructions 122, when executed by processor 110, may only determine priority score for tenants associated with requests in the list of requests for a resource. In these examples, the request selection instructions 123, when executed by processor 110, may select a request associated with a tenant with the lowest priority score. For example, responsive to the list of requests comprising only a single request for the tenant with the lowest priority score, the request selection instructions 123, when executed by processor 110, may select that request to perform. In other examples, responsive to the list of requests comprising multiple requests for that tenant, the request selection instructions 123, when executed by processor 110, may randomly select a request from the multiple requests, may select the newest request, may select the oldest request, and/or may otherwise select a request to perform from the multiple requests associated with that tenant.

[0037] In some examples, the priority score determination instructions 122, when executed by processor 110, may determine a user priority score for users associated with requests of a tenant with the lowest priority score. The request selection instructions 123,
when executed by processor 110, may select a request associated with a user with the lowest priority score from a set of requests associated with the tenant with the lowest priority score.

[0038] For example, responsive to the list of requests comprising only a single request for the tenant with the lowest priority score, the request selection instructions 123, when executed by processor 110, may select that request to perform. In some examples, responsive to the list of requests comprising multiple requests for that tenant, the request selection instructions 123, when executed by processor 110, may select a request randomly, may select the newest request, may select the oldest request, may select a request based on a calculated user priority score for each user associated with a request of the multiple requests, and/or may otherwise select a request to perform.

[0039] In some examples, the request selection instructions 123, when executed by processor 110, may select a request associated with a user with the lowest priority score from a set of requests associated with the tenant with the lowest priority score. The priority score determination instructions 122, when executed by processor 110, may calculate a user priority score associated with each user associated with a request in a manner similar to calculating a priority score for a tenant associated with requests.

[0040] As mentioned above, information related to usage of the resource by each user of the tenant may be managed. For example, the priority score determination instructions 122, when executed by processor 110, may determine usage of the resource by each user for predetermined time intervals. In some examples, the priority score determination instructions 122, when executed by processor 110, may calculate a user priority score using one or more of the formulas and/or considering one or more additional factors as set forth above for calculating priority score for a tenant, using the metrics associated with usage by the user instead of usage by a tenant.

[0041] The priority score determination instructions 122, when executed by processor 110, may determine, for each tenant associated with a request in the list of requests, a respective priority score based on usage of the resource by the tenant in various manners, and is not limited to the examples described herein.

[0042] FIG. 2 is a block diagram of an example system 200 for accessing resources across multiple tenants. As with system 100, system 200 may comprise a cloud server, a
mainframe, notebook, desktop, tablet, workstation, mobile device, and/or any other device suitable for executing the functionality described below. As with processor 110 of FIG. 1, processor 210 may be one or more CPUs, microprocessors, and/or other hardware devices suitable for retrieving and execution of instructions.

[0043] As detailed below, system 200 may include a series of engines 220-240 for accessing resources across multiple tenants. Each of the engines may generally represent any combination of hardware and programming. For example, the programming for the engines may be processor executable instructions stored on a non-transitory machine-readable storage medium and the hardware for the engines may include at least one processor of the system 200 to execute those instructions. In addition or as an alternative, each engine may include one or more hardware devices including electronic circuitry for implementing the functionality described below.

[0044] Resource request determination engine 220 may determine, responsive to a resource on a server becoming available for use for an application, a request to perform from a list of requests, wherein the request comprises access to the resource. In some examples, the resource request determination engine 220 may determine the request to perform in a manner the same as or similar to that of the resource request determination instructions 122 of system 100. Further details regarding an example implementation of resource request determination engine 220 are provided above in connection with resource request determination instructions 121 of FIG. 1.

[0045] In some examples, resource request determination engine may comprise priority score determination engine 230, request selection engine 240, and/or other engines to determine a request to perform.

[0046] Priority score determination engine 230 may determine a respective priority score for each tenant associated with a request in the list based on usage of the resource by the tenant. In some examples, the priority score determination engine 230 may determine the priority scores for tenants in a manner the same as or similar to that of the system 100. Further details regarding an example implementation of priority score determination engine 230 are provided above in connection with priority score determination instructions 122 of FIG. 1.
[0047] Request selection engine 240 may select a request to perform the list of requests, wherein the selected request is associated with a tenant with the lowest priority score. In some examples, the request selection engine 240 may select the request to perform in a manner the same as or similar to that of the system 100. Further details regarding an example implementation of request selection engine 240 are provided above in connection with request selection instructions 123 of FIG. 1.

[0048] FIG. 3 is a block diagram of an example system for accessing resources across multiple tenants. As illustrated in FIG. 3 and described below, system 300 may comprise a processor 310, a non-transitory machine readable storage medium 320, a series of engines 330-350 for accessing resources across multiple tenants, a first resource 311, a second resource 312, and/or other components.

[0049] The system 300 may communicate with tenants via tenant computing systems 390, 393, 396, and/or other tenant computing systems. Each tenant system may comprise multiple user computing devices. For example, tenant computing system 390 for a first tenant may comprise computing devices 391 and 392 for a first user and second user, respectively. Similarly, tenant computing system 393 for a second tenant may comprise computing devices 394 and 395 for a first user and second user, respectively. Tenant computing system 396 for a third tenant may comprise computing devices 397 and 398 for a first user and second user, respectively. The number of tenant computing systems and user computing devices in each tenant system are not limited to the examples described herein.

[0050] As with processor 110 of FIG. 1, processor 310 may be one or more CPUs, microprocessors, and/or other hardware devices suitable for retrieval and execution of instructions. As with machine-readable storage medium 120, non-transitory machine-readable storage medium 320 may be any hardware storage device for maintaining data accessible to system 100. As with engines 220-240, engines 330-350 may generally represent any combination of hardware and programming.

[0051] Non-transitory machine-readable storage medium 320 may store usage history information 321 for resources. The usage history information 321 may comprise, for example, information related to usage of each resource accessible via the server for the application. The information related to usage of an individual resource may comprise, for
example, usage information by each tenant for a predetermined number of time intervals. The usage information for a tenant may be the same as or similar to the usage information described above.

[0052] Resource request determination engine 330 may perform functionality the same as or similar to that of the resource request determination engine 220 of system 200. Further details regarding an example implementation of resource request determination engine 330 are provided above in connection with resource request determination engine 220 of system 200.

[0053] In some examples, resource request determination engine 330 may comprise priority score determination engine 340, request selection engine 350, and/or other engines to determine a request to perform.

[0054] Priority score determination engine 340 may perform functionality the same as or similar to that of the priority score determination engine 230 of FIG. 2. Further details regarding an example implementation of priority score determination engine 340 are provided above in connection with priority score determination engine 230 of FIG. 2.

[0055] Request selection engine 350 may perform functionality the same as or similar to that of the request selection engine 240 of FIG. 2. Further details regarding an example implementation of request selection engine 350 are provided above in connection with request selection engine 240 of FIG. 2.

[0058] The resources 311, 312, and/or other resources of system 300 may comprise, for example, resources similar to the resources described with regard to FIG. 1. The resources 311, 312, and/or other resources may generally comprise a combination of hardware and software for storing information and/or providing functionality for the application.

[0057] As shown in FIG. 3, each tenant computing system (and user computing device) may communicate with system 100 to access resources of system 100 for the application.

[0058] FIG. 4 is a flowchart of an example method for execution by a computing device for accessing resources across multiple tenants.

[0059] Although execution of the methods described below are with reference to system 100 of FIG. 1 system 200 of FIG. 2, and/or system 300 of FIG. 3, other suitable devices for execution of this method will be apparent to those of skill in the art. The
method described in FIG. 4 and other figures may be implemented in the form of executable instructions stored on a machine-readable storage medium, such as storage medium 120, by one or more engines described herein, and/or in the form of electronic circuitry.

[0080] In an operation 400, a request to perform may be determined from a list of requests responsive to a resource on a server becoming available for use via an application, wherein performing the request comprises accessing the resource. For example, the system 100 (and/or the resource request determination instructions 121, the resource request determination engine 220, or other resource of the system 100) may determine the request to perform. The system 100 may determine the request to perform a manner similar or the same as that described above in relation to the execution of the resource request determination instructions 121, the resource request determination engine 220, and/or other resource of the system 100.

[0081] In some examples, operation 400 may comprise operations 410, 420, and/or other operations to determine a request to perform.

[0082] In an operation 410, a respective priority score for each tenant associated with a request in the list may be determined based on usage of the resource by each tenant. For example, the system 100 (and/or the priority score determination instructions 122, priority score determination engine 230, or other resource of the system 100) may determine the priority scores. The system 100 may determine the priority scores in a manner similar or the same as that described above in relation to the execution of the priority score determination instructions 122, priority score determination engine 230 of the system 100.

[0083] In some examples, a priority score for a tenant may be determined in various manners. FIG. 4A is a flowchart of an example method for execution by a computing device for determining a priority score for each tenant.

[0084] In an operation 411, a first amount of usage of the resource by a tenant for a first predetermined time interval may be determined. For example, the system 100 (and/or the priority score determination instructions 122, priority score determination engine 230, or other resource of the system 100) may determine the first amount of usage. The system 100 may determine the first amount of usage in a manner similar or the same
as that described above in relation to the execution of the priority score determination instructions 122, priority score determination engine 230 of the system 100.

[0085] In an operation 412, a second amount of usage of the resource by a tenant for a first predetermined time interval may be determined. For example, the system 100 (and/or the priority score determination instructions 122, priority score determination engine 230, or other resource of the system 100) may determine the second amount of usage. The system 100 may determine the second amount of usage in a manner similar or the same as that described above in relation to the execution of the priority score determination instructions 122, priority score determination engine 230 of the system 100.

[0086] In an operation 413, a priority score for a tenant may be calculated based on the first amount of usage and the second amount of usage. For example, the system 100 (and/or the priority score determination instructions 122, priority score determination engine 230, or other resource of the system 100) may calculate the priority score. The system 100 may calculate the priority score in a manner similar or the same as that described above in relation to the execution of the priority score determination instructions 122, priority score determination engine 230 of the system 100.

[0087] FIG. 4B is a flowchart of another example method for execution by a computing device for determining a priority score for each tenant.

[0088] In an operation 411, a user request related to a user of a tenant may be determined as the request to perform responsive to a priority score of the tenant being the lowest determined priority score. For example, the system 100 (and/or the priority score determination instructions 122, priority score determination engine 230, or other resource of the system 100) may determine the user request. The system 100 may determine the user request in a manner similar or the same as that described above in relation to the execution of the priority score determination instructions 122, priority score determination engine 230 of the system 100.

[0089] Returning to FIG. 4, in an operation 420, a request to be performed may be selected from the list of requests associated with a first tenant with a lowest priority-score. For example, the system 100 (and/or the request selection instructions 123, the request selection engine 240, or other resource of the system 100) may select the request. The system 100 may select the request in a manner similar or the same as that described
above in relation to the execution of the request selection instructions 123, the request
selection engine 240, or other resource of the system 100.

[0070] The foregoing disclosure describes a number of example embodiments for accessing resources across multiple tenants. The disclosed examples may include systems, devices, computer-readable storage media, and methods for accessing resources across multiple tenants. For purposes of explanation, certain examples are described with reference to the components illustrated in FIGS. 1-4B. The functionality of the illustrated components may overlap, however, and may be present in a fewer or greater number of elements and components. Further, all or part of the functionality of illustrated elements may co-exist or be distributed among several geographically dispersed locations. Moreover, the disclosed examples may be implemented in various environments and are not limited to the illustrated examples.

[0071] Further, the sequence of operations described in connection with FIGS. 1-4B are examples and are not intended to be limiting. Additional or fewer operations or combinations of operations may be used or may vary without departing from the scope of the disclosed examples. Furthermore, implementations consistent with the disclosed examples need not perform the sequence of operations in any particular order. Thus, the present disclosure merely sets forth possible examples of implementations, and many variations and modifications may be made to the described examples. All such modifications and variations are intended to be included within the scope of this disclosure and protected by the following claims.
We claim:

1. A non-transitory machine-readable storage medium comprising instructions for accessing resources across multiple tenants, the instructions executable by a processor of a computing device to:
   
   responsive to a resource on a server becoming available for use via an application, determine, from a list of requests, a request to perform which accesses the resource,
   
   wherein determining the request from the list of requests comprises:
   
   determining a first priority score for a first tenant associated with a first request based on usage of the resource by the first tenant, the first tenant comprising a first set of users;
   
   determining a second priority score for a tenant associated with a second request based on usage of the resource by the second tenant, the second tenant comprising a second set of users;
   
   responsive to the first priority score being lower than the second priority score, selecting the first request as the request to be performed.

2. The storage medium of claim 1, wherein the instructions to select the first priority score comprise instructions to:
   
   manage, for a plurality of predetermined time intervals, information related to usage of the resource by a plurality of tenants, the plurality of tenants including the first tenant and the second tenant;
   
   determine, for a first predetermined time interval for which information related to usage of the resource by the first tenant is stored in the storage medium, a first amount of usage of the request by the first tenant;
   
   determine, for a second predetermined time interval for which information related to usage of the resource by the first tenant is stored in the storage medium, a second amount of usage of the request by the first tenant; and
   
   calculate the first priority score based on the first amount of usage and the second amount of usage.
3. The storage medium of claim 2, wherein the instructions to determine the first priority score comprise instructions to:
   calculate the first priority score further based on a number of users in the first set of users.

4. The storage medium of claim 3, wherein the instructions to determine the first priority score comprise instructions to:
   calculate the first priority score further based on a first user priority score determined for a first user of the first set of users of the first tenant associated with the request.

5. The storage medium of claim 4, wherein the instructions to determine the first request comprise instructions to:
   manage, for a plurality of predetermined time intervals, information related to usage of the resource by the first set of users of the first tenant; and responsive to the first priority score being lower than the second priority score, determine a user request from the first set of users of the first tenant as the request to be performed, wherein determining the user request comprises:
   determining, for a first predetermined time interval for which information related to usage of the resource by a first user of the first set of users is stored in the storage medium, a first user amount of usage of the request by the first user;
   determining, for a second predetermined time interval for which information related to usage of the resource by the first user is stored in the storage medium, a second user amount of usage of the request by the first user;
   calculating the first user priority score based on the first user amount of usage and the second user amount of usage;
   calculating a second user priority score based on usage of the resource by a second user of the first set of users; and
responsive to the calculated first user priority score being less than the second user priority score, selecting a first user request associated with the first user as the user request, wherein the first user request comprises the first request.

8. The storage medium of claim 2, wherein the instructions to determine the first priority score comprise instructions to:
calculate the first priority score based on an application priority of the first request, wherein the application priority of the first request indicates an importance of the first request to the application.

7. The storage medium of claim 1, further comprising instructions executable by the processor to:
receive the first request to access the application from the first tenant;
determine whether the resource to be accessed by the first request is available to perform the first request; and
responsive to the resource not being available to perform the first request, place the first request in the list of requests.

8. The storage medium of claim 7, further comprising instructions executable by the processor to:
perform the first request responsive to determining that the resource to be accessed by the first request is available to perform the first request.

9. A system for accessing resources across multiple tenants, the system comprising:
a resource request determination engine to determine, responsive to a resource on a server becoming available for use via an application, a request to perform from a list of requests, wherein the request comprises access to the resource,
wherein the resource request determination engine comprises:

a priority score determination engine to:

determine a first priority score for a first tenant associated with a first set of requests in the list based on usage of the resource by the first tenant, the first tenant comprising a first set of users; and

determine a second priority score for a second tenant associated with a second set of requests in the list based on usage of the resource by the second tenant, the second tenant comprising a second set of users; and

a request selection engine to:

responsive to the first priority score being lower than the second priority score, select a first request from the first set of requests associated with the first tenant as the request to be performed.

10. The system of claim 9, wherein the resource request determination engine determines, responsive to a second resource on the server becoming available for use via the application, a second request to perform from a second list of requests, wherein the second request comprises access to the second resource.

11. The system of claim 9, wherein the priority score determination engine selects the first request from the first set of requests associated with the first tenant by:

managing, for a plurality of predetermined time intervals, information related to usage of the resource by the first set of users of the first tenant; and

determining a user request from the first set of users of the first tenant as the first request, wherein determining the user request comprises:

- determining, for a first predetermined time interval for which information related to usage of the resource by a first user of the first set of users is stored in the storage medium, a first user amount of usage of the request by the first user;

- determining, for a second predetermined time interval for which information related to usage of the resource by the first user is stored in the storage medium, a second user amount of usage of the request by the first user;
calculating the first user priority score based on the first user amount of usage and the second user amount of usage;
calculating a second user priority score based on usage of the resource by a second user of the first set of users; and
responsive to the calculated first user priority score being less than the second user priority score, selecting a first user request associated with the first user as the first request.

12. The system of claim 11, wherein the priority score determination engine:
receives the first request to access the application from the first tenant;
determines whether the resource to be accessed by the first request is available to perform the request; and
responsive to the resource not being available to perform the first request, places the first request in the list of requests.

13. A method for accessing resources across multiple tenants, the method comprising:
responsive to a resource on a server becoming available for use via an application, determine a request to perform from a list of requests, wherein performing the request comprises accessing the resource,
wherein determining the request from the list of requests comprises:
determining a respective priority score for each tenant associated with a request in the list based on usage of the resource by each tenant; and
selecting, as the request to perform, a request from the list of requests associated with a first tenant with a lowest priority score.

14. The method of claim 13, wherein determining a respective priority score for the first tenant comprises:
managing, for a plurality of predetermined time intervals, information related to usage of the resource by each tenant;
determining, for a first predetermined time interval for which information related to usage of the resource by the first tenant is stored in the storage medium, a first amount of usage of the request by the first tenant;

determining, for a second predetermined time interval for which information related to usage of the resource by the first tenant is stored in the storage medium, a second amount of usage of the request by the first tenant; and

calculating the respective priority score for the first tenant based on the first amount of usage and the second amount of usage.

15. The method of claim 13, further comprising:

receiving the request to access the application from the first tenant;

determining whether the resource to be accessed by the request is available to perform the request; and

responsive to the resource not being available to perform the request, placing the request in the list of requests.
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