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Beschreibung

[0001] Die vorliegende Erfindung betrifft ein Verfahren zum Modifizieren einer Bit-Sequenz in einem hybriden
ARQ-Sendewiederholungsvorgang in einem Kommunikationssystem gemal dem Oberbegriff-Teil von An-
spruch 1. Des Weiteren betrifft die Erfindung eine Empfangsvorrichtung und eine Sendevorrichtung, die aus-
geflhrt sind, um das Verfahren der Erfindung durchzufihren.

[0002] Eine allgemeine Technik in Kommunikationssystemen mit unzuverlassigen und zeitvariablen Kanalbe-
dingungen besteht darin, Fehler auf der Basis von automatischen Wiederholanforderungs- (ARQ) Verfahren
zusammen mit einer Vorwartsfehlerkorrektur- (FEC) Technik zu korrigieren, die als hybride ARQ (HARQ) be-
zeichnet wird. Wenn ein Fehler durch eine allgemein verwendete zyklische Blockprifung (CRC) erfasst wird,
fordert die Empfangsvorrichtung des Kommunikationssystems die Sendevorrichtung auf, die fehlerhaft emp-
fangenen Datenpakete erneut zu senden.

[0003] S. Kallel, Analysis of a type Il hybrid ARQ scheme with code combining, IEEE Transactions on Com-
munications, Bd. 38, Nr. 8, August 1990, und S. Kallel, Z. Link, S. Bakhtiyan, Throughput performance of Me-
mory ARQ schemes, IEEE Transactions on Vehicular Technology, Bd. 48, Nr. 3, Mai 1999, definieren drei ver-
schiedene Typen von ARQ-Verfahren:
* Typ I: Die fehlerhaft empfangenen Pakete werden verworfen, und eine neue Kopie des gleichen Pakets
wird erneut gesendet und getrennt decodiert. Es gibt kein Kombinieren von vorher und spater empfangenen
Versionen des Pakets.
* Typ |I: Die fehlerhaft empfangenen Pakete werden nicht verworfen, sondern mit zuséatzlichen wiederholten
Sendevorgdngen zum anschlielenden Decodieren kombiniert. Wiederholt gesendete Pakete weisen
manchmal héhere Codierungs-Raten (Codierungsgewinne) auf und werden an der Empfangsvorrichtung
mit den gespeicherten Soft-Informationen aus vorherigen Sendevorgangen kombiniert.
» Typ lll: Ist derselbe wie Typ Il mit der Einschrankung, dass jedes wiederholt gesendete Paket jetzt
selbst-decodierbar ist. Dies impliziert, dass das gesendete Paket ohne die Kombination mit vorherigen Pa-
keten decodierbar ist. Dies ist nltzlich, wenn einige Pakete so beschadigt sind, dass fast keine Informatio-
nen wiederverwendbar sind. Wenn alle Sendevorgange identifizierte Daten fiihren, kann dies als ein spe-
zieller Fall, der als HARQ-Typ Il bezeichnet wird, mit einer einzelnen Redundanzversion betrachtet werden.

[0004] Die Verfahren des Typs Il und Ill sind offensichtlich intelligenter und weisen in Bezug auf Typ | einen
Leistungsgewinn auf, weil sie die Fahigkeit bereitstellen, Informationen aus vorher empfangenen fehlerhaften
Paketen wiederzuverwenden. Grundsatzlich gibt es drei Verfahren zum Wiederverwenden der Redundanz von
vorher gesendeten Paketen:

* Soft-Kombinieren

» Code-Kombinieren

» Kombination aus Soft- und Code-Kombinieren

Soft-Kombinieren

[0005] Unter Verwendung des Soft-Kombinierens fiihren die Pakete von wiederholten Sendevorgangen iden-
tische Informationen im Vergleich mit den vorher empfangenen Informationen. In diesem Fall werden die meh-
reren empfangenen Pakete entweder auf einer symbolweisen oder bitweisen Basis kombiniert, wie beispiels-
weise offenbart in D. Chase, Code combining: A maximum-likelihood decoding approach for combining an ar-
bitrary number of noisy packets, IEEE Trans. Commun., Bd. COM-33, S. 385 — 393, Mai 1985, oder B.A. Har-
vey und S. Wicker, Packet Combining Systems based on the Viterbi Decoder, IEEE Transactions on Commu-
nications, Bd. 42, Nr. 2/3/4, April 1994. Durch Kombinieren dieser Soft-Decision-Werte aus allen empfangenen
Paketen erhéhen sich die Zuverlassigkeiten der gesendeten Bits linear mit der Anzahl und Leistung von emp-
fangenen Paketen. Von einem Decoder-Standpunkt aus wird das gleiche FEC-Verfahren (mit konstanter Co-
de-Rate) Uber alle Sendevorgange verwendet. Daher muss der Decoder nicht wissen, wie viele wiederholte
Sendevorgange durchgefiihrt worden sind, weil er nur die kombinierten Soft-Decision-Werte sieht. In diesem
Verfahren missen alle gesendeten Pakete die gleiche Anzahl von Symbolen flihren.

Code-Kombinieren
[0006] Code-Kombinieren verkettet die empfangenen Pakete, um ein neues Code-Wort zu generieren (ab-
nehmende Code-Rate bei zunehmender Anzahl von Sendevorgangen). Daher muss der Decoder das

FEC-Verfahren kennen, das auf jeden wiederholten Sendevorgangsmoment anzuwenden ist. Code-Kombinie-
ren bietet in Bezug auf Soft-Kombinieren eine héhere Flexibilitat, da die Lange der wiederholt gesendeten Pa-
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kete geandert werden kann, um an Kanalbedingungen angepasst zu werden. Allerdings erfordert dies, dass in
Bezug auf das Soft-Kombinieren mehr Signalisierungsdaten gesendet werden missen.

Kombination aus Soft- und Code-Kombinieren

[0007] In dem Fall, dass die wiederholt gesendeten Pakete einige Symbole, die mit vorher gesendeten Sym-
bolen identisch sind, und einige von diesen verschiedene Code-Symbole fiihren, werden die identischen Co-
de-Symbole unter Verwendung des Soft-Kombinierens kombiniert, wie in dem Abschnitt mit der Uberschrift
"Soft-Kombinieren" beschrieben, wahrend die restlichen Code-Symbole unter Verwendung des Code-Kombi-
nierens kombiniert werden. Hier sind die Signalisierungsanforderungen ahnlich wie beim Code-Kombinieren.

[0008] Wie in M.P. Schmitt, Hybrid ARQ Scheme employing TCM and Packet Combining, Electronics Letters
Bd. 34, Nr. 18, September 1998 gezeigt worden ist, kann HARQ-Leistung fir trelliscodierte Modulation (TCM)
durch Neuanordnung der Symbolkonstellation fiir die wiederholten Sendevorgange verbessert werden. Dabei
ergibt sich der Leistungsgewinn aus der Maximierung der euklidischen Entfernungen zwischen den (ber die
wiederholten Sendevorgange abgebildeten Symbole, weil die Neuanordnung auf einer Symbolbasis durchge-
fuhrt worden ist.

[0009] Unter Berticksichtigung von Modulationsverfahren héherer Ordnung (mit Modulationssymbolen, die
mehr als zwei Bits fiihren), weisen die Kombinationsverfahren unter Verwendung des Soft-Kombinierens einen
bedeutenden Nachteil auf: Die Bit-Zuverlassigkeiten innerhalb von soft-kombinierten Symbolen stehen tber
alle wiederholten Sendevorgange in einem konstanten Verhaltnis, d.h. Bits, die aus vorher empfangenen Sen-
devorgangen weniger zuverlassig gewesen sind, werden noch weniger zuverlassig sein, nachdem weitere
Sendevorgange empfangen worden sind, und analog werden Bits, die aus vorher empfangenen Sendevorgan-
gen zuverlassiger gewesen sind, noch zuverlassiger sein, nachdem weitere Sendevorgange empfangen wor-
den sind.

[0010] Die variablen Bit-Zuverlassigkeiten entwickeln sich aus der Einschrankung von zweidimensionalem
Abbilden der Signalkonstellation, wobei Modulationsverfahren, die mehr als 2 Bits pro Symbol flhren, nicht die
gleichen mittleren Zuverlassigkeiten fur alle Bits aufweisen kdnnen unter der Annahme, dass alle Symbole
gleich wahrscheinlich (equally likely) gesendet werden. Der Begriff mittlere Zuverlassigkeiten ist demzufolge
gemeint als die Zuverlassigkeit eines bestimmten Bits Uiber alle Symbole einer Signalkonstellation.

[0011] Unter Verwendung einer Signalkonstellation fiir ein 16-QAM-Modulationsverfahren gemaf Fig. 1, die
eine Gray-codierte Signalkonstellation mit einer vorgegebenen Bit-Abbildungsordnung i,q,i,q, zeigt, unter-
scheiden sich die auf die Symbole abgebildeten Bits voneinander in der mittleren Zuverlassigkeit in dem ersten
Sendevorgang des Pakets. In gréBerem Detail weisen die Bits i, und g, eine hohe mittlere Zuverlassigkeit auf,
da diese Bits auf halbe Raume des Signalkonstellations-Diagramms abgebildet werden mit den Auswirkungen,
dass ihre Zuverlassigkeit unabhangig von der Tatsache ist, ob das Bit eine Eins oder eine Null tibertragt.

[0012] Im Gegensatz dazu weisen die Bits i, und g, eine niedrige mittlere Zuverlassigkeit auf, da ihre Zuver-
I&ssigkeit von der Tatsache abhangt, ob sie eine Eins oder eine Null Uibertragen. Beispielsweise werden fur Bit
i, Einsen auf duflere Spalten abgebildet, wahrend Nullen auf innere Spalten abgebildet werden. In &hnlicher
Weise werden fir Bit g, Einsen auf dul3ere Zeilen abgebildet, wahrend Nullen auf innere Zeilen abgebildet wer-
den Fur den zweiten und alle weiteren wiederholten Sendevorgange bleiben die Bit-Zuverlassigkeiten in einem
konstanten Verhaltnis zueinander, das durch die Signalkonstellation definiert wird, die in dem ersten Sende-
vorgang verwendet wurde, d.h. die Bits i, und g, weisen nach beliebiger Anzahl von wiederholten Sendevor-
gangen immer eine héhere mittlere Zuverlassigkeit als die Bits i, und g, auf.

[0013] In der gleichzeitig anhangigen PCT/EP01/01982 und "Enhanced HARQ Method with Signal Constel-
lation Rearrangement" TSG-RAN WORKING GROUP 1 MEETING 19, LAS VEGAS, USA, 27. Februar 2001,
Seite 1 — 11, wurde ein Verfahren vorgeschlagen, dass es zum Verbessern der Decoder-Leistung recht vorteil-
haft wére, gleiche oder nahezu gleiche mittlere Bit-Zuverlassigkeiten nach jeder empfangenen Ubertragung ei-
nes Pakets zu haben. Deshalb werden die Bit-Zuverlassigkeiten Uber die wiederholten Sendevorgange so zu-
geschnitten, dass die mittleren Bit-Zuverlassigkeiten ausgemittelt werden. Dies wird erreicht, indem eine vor-
gegebene erste und wenigstens zweite Signalkonstellation fiir die Sendevorgange so ausgewahlt wird, dass
die kombinierten mittleren Bit-Zuverlassigkeiten fur die jeweiligen Bits aller Sendevorgange nahezu gleich sind.

[0014] Daher fihrt die Signalkonstellations-Neuanordnung zu einer geanderten Bit-Abbildung, wobei die eu-
klidischen Entfernungen zwischen den Modulationssymbolen von wiederholtem Sendevorgang zu wiederhol-
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tem Sendevorgang auf Grund der Bewegung der Konstellationspunkte verandert werden kdnnen. Demzufolge
kénnen die mittleren Bit-Zuverlassigkeiten in einer gewlinschten Weise manipuliert und ausgemittelt werden,
um die Leistung des FEC-Decoders an der Empfangsvorrichtung zu erhéhen.

[0015] In der oben vorgeschlagenen Lésung werden die Vorteile der Konstellations-Neuanordnung durch
eine parametrisierte Bit-zu-Symbol-Mapping-Entity erzielt. Aus Griinden der Komplexitat oder einer effizienten
Implementierung kann es fur ein Kommunikationssystem vorteilhaft sein, eine nicht-parametrisierte standard-
maRige Mapping-Entity zu besitzen.

[0016] Demzufolge besteht die Aufgabe der vorliegenden Erfindung in der Bereitstellung eines hybriden
ARQ-Sendewiederholungsvorgangs mit einer verbesserten Fehlerkorrekturleistung ohne eine parametrisierte
Bit-zu-Symbol-Mapping-Entity.

[0017] Diese Aufgabe wird durch ein Verfahren geldst, das die in Anspruch 1 definierten Schritte umfasst. Der
Gedanke, welcher der vorliegenden Erfindung zu Grunde liegt, besteht dann, die Eingabe-Bit-Sequenz vor der
Eingabe derselben in die Mapping-Entity zu modifizieren. Diese Modifizierung kann erreicht werden, indem ein
Interleaver und ein logischer Bit-Inverter verwendet werden, die Muster verwenden, die fiir den ersten Sende-
vorgang und den wiederholten Sendevorgang unterschiedlich sind. Daher werden die vorteilhaften Auswirkun-
gen einer Konstellations-Neuanordnung erreicht, ohne dass eine parametrisierte Bit-zu-Symbol-Mapping-En-
tity erforderlich ist. Demzufolge ist die Sequenz, die nach der Verarbeitung durch den Interleaver, den logischen
Bit-Inverter und eine nicht-parametrisierte standardmafige Mapping-Entity ausgegeben wird, von der Ausgabe
einer parametrisierten Bit-zu-Symbol-Mapping-Entity nicht unterscheidbar, die verschiedene Konstellati-
ons-Neuanordnungsverfahren verwendet.

[0018] Des Weiteren betrifft die Erfindung eine entsprechende Empfangsvorrichtung und Sendevorrichtung,
die ausgefiihrt sind, um das Verfahren der Erfindung durchzufiihren und einen geeigneten (De)-Interleaver und
logischen Bit-Inverter umfassen.

[0019] Zum besseren Verstandnis der Erfindung werden bevorzugte Ausfihrungsformen im Folgenden unter
Bezugnahme auf die begleitenden Zeichnungen beschrieben.

[0020] Fig. 1 ist eine beispielhafte Signalkonstellation zur Veranschaulichung eines 16-QAM-Modulationsver-
fahrens mit Gray-codierten Bit-Symbolen,

[0021] Fig. 2 zeigt vier Beispiele fur Signalkonstellationen fir ein 16-QAM-Modulationsverfahren mit Gray-co-
dierten Bit-Symbolen, und

[0022] Fig. 3 ist eine beispielhafte Ausfihrungsform eines Kommunikationssystems, in dem das der Erfin-
dung zu Grunde liegende Verfahren verwendet wird.

[0023] Im Folgenden wird das Konzept eines Log-Likelihood-Ratio (LLR) als eine Maf3zahl fir die Bit-Zuver-
I&ssigkeiten beschrieben. Zunachst wird die direkte Berechnung der Bit-LLRs innerhalb der abgebildeten Sym-
bole fiir einen einzelnen Sendevorgang gezeigt. Dann wird die LLR-Berechnung auf den Fall von mehreren
Sendevorgangen erweitert.

Einzelner Sendevorgang

[0024] Das mittlere LLR des i-ten Bits b}, ergibt unter der Einschrankung, dass das Symbol s, fiir einen Sen-
devorgang Uber einen Kanal mit zusatzlichem GauRRschem weilRen Rauschen (AWGN) und gleich wahrschein-
lichen Symbolen Ubertragen wurde,

5 d; _d:.n
]

No ™= No
LLR,, (r,)=log . De —log| >e , (1)

mlb,‘,,:b,‘, ) (mlb:,t bl )
wobei r, = s, das mittlere empfangene Symbol unter der Einschrédnkung bezeichnet, dass das Symbol s, ge-
sendet worden ist (AWGN-Fall), d, > das Quadrat der euklidischen Entfernung zwischen dem empfangenen
Symbol r, und dem Symbol s, bezeichnet, und E//N, das beobachtete Signal-Rausch-Verhaltnis bezeichnet.

[0025] Aus der Gleichung (1) ist ersichtlich, dass das LLR von dem Signal-Rausch-Verhaltnis E//N, und den
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euklidischen Entfernungen d, ,, zwischen den Signalkonstellationspunkten abhangt.
Mehrere Sendevorgange

[0026] Unter Beriicksichtigung von mehreren Sendevorgéngen ergibt das mittlere LLR nach der k-ten Uber-
tragung des i-ten Bits b!, unter der Einschrankung, dass die Symbole s ¥ (iber unabhangige AWGN-Kanale und
gleich wahrscheinlichen Symbolen tbertragen wurden,

G I (k))

m
LIR . R AN
="

t (s} R w (2)
= log Ze _,Zﬂ(f'_:) (d'(‘lz‘)l - log Ze —E(f,_;} (dijg.)z X

(n]bmes") (m[ptes )

wobei j den j-ten Sendevorgang ((j-1)-ten wiederholten Sendevorgang) bezeichnet. Analog zu dem einzelnen
Sendevorgang hangen die mittleren LLRs von den Signal-Rausch-Verhaltnissen und den euklidischen Entfer-
nungen zu jedem Ubertragungszeitpunkt ab.

[0027] Wenn keine Konstellations-Neuanordnung durchgefiihrt wird, sind die euklidischen Entfernungen dn,m(j)
=d, " fir alle Sendevorgange konstant, und daher werden die Bit-Zuverlassigkeiten (LLRs) nach k Sende-
vorgangen durch das beobachtete Signal-Rausch-Verhaltnis zu jedem Ubertragungszeitpunkt und die Signal-
konstellationspunkte aus dem ersten Sendevorgang definiert. Fiir Modulationsverfahren einer héheren Ebene
(mehr als 2 Bits pro Symbol) fiihrt dies zu variablen mittleren LLRs fir die Bits, was wiederum zu unterschied-
lichen mittleren Bit-Zuverlassigkeiten fiihrt. Die Unterschiede in mittleren Zuverlassigkeiten sind Gber alle Sen-
devorgange noch vorhanden und flihren zu einer Verschlechterung der Decoder-Leistung.

[0028] Im Folgenden wird beispielhaft der Fall eines 16-QAM-Systems betrachtet, das zu zwei hohen zuver-
Iassigen und zwei niedrigen zuverlassigen Bits fluhrt, wobei fur die niedrigen zuverlassigen Bits die Zuverlas-
sigkeit vom Senden einer Eins oder einer Null (siehe Fig. 1) abhangt. Daher sind insgesamt 2 Pegel von mitt-
leren Zuverlassigkeiten vorhanden, wobei der zweite weiter unterteilt ist.

[0029] Pegel 1 (Hohe Zuverlassigkeit, 2 Bits): Bit-Abbildung fiir Einsen (Nullen) getrennt in den positiven (ne-
gativen) realen halben Raum fiir die i-Bits und den imaginaren halben Raum der g-Bits. Hier besteht kein Un-
terschied, ob die Einsen auf den positiven oder den negativen halben Raum abgebildet werden.

[0030] Pegel 2 (Niedrige Zuverlassigkeit, 2 Bits): Einsen (Nullen) werden auf innere (aul3ere) Spalten fiir die
i-Bits oder innere (auflere) Zeilen fir die g-Bits abgebildet. Da ein Unterschied fir das LLR abhangig von der
Abbildung auf die inneren (aueren) Spalten und Zeilen besteht, wird der Pegel 2 weiter klassifiziert:

Pegel 2a: Jeweils Abbildung von i, auf innere Spalten und von q, auf innere Zeilen.

Pegel 2b: Invertierte Abbildung von Pegel 2a: Jeweils Abbildung von i, auf duRere Spalten und von q, auf au-
Rere Zeilen.

[0031] Um einen optimalen Mittelwertbildungsprozess Uber die Sendevorgange fiir alle Bits sicherzustellen,
missen die Zuverlassigkeitspegel gedndert werden.

[0032] Es muss berlcksichtigt werden, dass die Bit-Abbildungsordnung vor dem ersten Sendevorgang offen
ist, aber durch wiederholte Sendevorgange hindurch noch vorhanden sein muss, z.B. Bit-Abbildung fir ersten
Sendevorgang: i,q,i,q, = Bit-Abbildung aller wiederholten Sendevorgange: i,q,i,q,.

[0033] Einige Beispiele fiir mogliche Konstellationen werden in Fig. 2 gezeigt. Die sich daraus ergebenden
Bit-Zuverlassigkeiten geman Fig. 2 sind in Tabelle 1 angegeben.
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Konstellation Bit iy Bit g Bit i, Bit g,
1 Hohe Hohe Niedrige Niedrige
Zuverlassigkeit | Zuverlassigkeit | Zuverlassigkeit | Zuverlassigkeit
(Pegel 1) (Pegel 1) (Pegel 2b) (Pegel 2b)
2 Niedrige Niedrige Hohe Hohe
Zuverlassigkeit | Zuverldssigkeit | Zuverldssigkeit | Zuverldssigkeit
(Pegel 2a) (Pegel 2a) (Pegel 1) (Pegel 1)
3 Niedrige Niedrige Hohe Hohe
Zuverlassigkeit | Zuverlassigkeit | Zuverlassigkeit | Zuverlassigkeit
(Pegel 2b) (Pegel 2b) (Pegel 1) (Pegel 1)
4 Hohe Hohe Niedrige Niedrige
Zuverlassigkeit | Zuverldssigkeit | Zuverlassigkeit | Zuverlassigkeit
(Pegel 1) (Pegel 1) (Pegel 2a) (Pegel 2a)
Tabelle 1

[0034] Im Folgenden wird angenommen, dass m den Sendewiederholungsanzahl-Parameter bezeichnet, wo-
bei m = 0 den ersten Sendevorgang eines Pakets in dem ARQ-Kontext bezeichnet. Des Weiteren soll b die
Anzahl von Bits bezeichnen, die ein Symbol in der Mapping-Entity bilden. Typischerweise kann b jede ganze
Zahl sein, wobei die am haufigsten verwendeten Werte flir Kommunikationssysteme eine ganzzahlige Potenz
von 2 sind.

[0035] Ohne Verlust an Allgemeingliltigkeit kann des Weiteren angenommen werden, dass die Anzahl von
Bits n, die als Eingabe in den Interleaving-Prozess verwendet werden, durch b teilbar ist, d.h. n ist ein ganz-
zahliges Vielfaches von b. Der Fachmann wird erkennen, dass, wenn dies nicht der Fall sein sollte, Dum-
my-Bits leicht an die Sequenz von Eingabe-Bits angehangt werden kénnen, bis die oben genannte Bedingung
erfullt ist.

[0036] Wie oben beschrieben, kdnnen fiir eine vorgegebene Modulation mehrere Zuverlassigkeitspegel iden-
tifiziert werden. Der Interleaving-Prozess sollte damit die Zuverlassigkeiten von den b Bits iber die wiederhol-
ten Sendevorgange so ausmitteln, dass alle b Bits im Durchschnitt gleich zuverlassig sind. Dies bedeutet, dass
der Interleaver die Positionen der b Bits innerhalb eines Symbols so dndern muss, dass jedes der urspringli-
chen Bits so oft auf alle Zuverlassigkeitspegel abgebildet wird wie jedes andere der b Bits. Dies bedeutet, dass
das Interleaving ein Intra-Symbol-Bit-Interleaving-Prozess ist.

[0037] Zusatzlich kann es mehrere Bit-Positionen geben, fiir welche die Zuverlassigkeiten von dem logischen
Bit-Wert (niedrig oder hoch) abhangen. Wenn ein Bit nicht zum ersten Mal auf einer derartigen Position abge-
bildet wird, sollte dieses Bit auch logisch invertiert werden.

[0038] Mit diesen Regeln kénnen Muster konstruiert werden, die den Interleaver- und Inverter-Prozess flr
eine Sendewiederholungsanzahl m bestimmen.

[0039] Theoretisch ware eine perfekte Ausmittlung der Zuverlassigkeit nur nach einer unendlichen oder sehr
hohen Anzahl von wiederholte Sendevorgangen maglich. In diesen Fallen konnte es daher mehrere Alternati-
ven geben, die sich in der Sequenz von Interleaver- oder Inverter-Mustern unterscheiden. Welche dieser Al-
ternativen gewahlt wird, bleibt der Wahl des Systemplaners tberlassen, da sie keinen Unterschied in der Leis-
tung bedeuten.

[0040] Wenn die Signalkonstellation wie in Fig. 1 beibehalten werden soll, missen, um aus Konstellation 1
die Konstellation 2 in Fig. 2 zu erhalten, die folgenden Prozesse ausgefiihrt werden, wobei die Reihenfolge
irrelevant ist:

» Positionen der urspriinglichen Bits i, und i, austauschen

» Positionen der urspriinglichen Bits g, und g, austauschen

* logische Bit-Inversion der urspringlichen Bits i, und g, austauschen
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[0041] Alternativ kdnnen diejenigen Bits, die in den Positionen 1 und 2 enden, auch invertiert werden.

[0042] Ein Beispiel, das von der Sendevorgangs-Anzahl abhangt, wird in der folgenden Tabelle angegeben,
wobei sich die Bits immer auf den ersten Sendevorgang beziehen, und ein langer Uberstrich Uber einem Zei-
chen die logische Bit-Invertierung dieses Bits bezeichnet:

Konstellations-Nummer Interleaver- und Inverter-Funktionalitét
1 i1q1i2q2
2 izqzil—q_l oder ;252;‘51
3 ;252i|q1 oder i,q,iq,
4 ilql;zc—lz oder ;151;2‘—12
Tabelle 2

[0043] Die ersten angegebenen Beispiele in jeder Zeile von Tabelle 2 entsprechen den in Fig. 2 angegebenen
Konstellationen.

[0044] Daraus kann zwischen unterschiedlichen Strategien fur (nicht-erschépfende) Sendevorgangs-Anzah-
len gewahlt werden:

Sende- Konstella- Konstella- Konstella- Konstella- Konstella- Konstella-
vorgangs- tions- tions- tions- tions- tions- tions-
Anzahl Nummer Nummer Nummer Nummer Nummer Nummer
1 1 1 1 1 1 1
2 2 2 3 4 4 4
3 3 4 2 2 3 4
4 4 3 4 3 2 2
Tabelle 3

[0045] Fig. 3 zeigt eine beispielhafte Ausfiihrungsform eines Kommunikationssystems, in dem das der Erfin-
dung zu Grunde liegende Verfahren verwendet wird.

[0046] An der Sendevorrichtung 100 wird eine Bit-Sequenz von einem (nicht gezeigten) Fehlervorwartskor-
rektur- (FEC) Codierer erhalten und anschliefend in einen Interleaver 110 und einen logischen Bit-Inverter 120
eingegeben. Der Interleaver 110 und der logische Bit-Inverter sind jeweils abhangig von dem Sendewiederho-
lungsanzahl-Parameter m und modifizieren die Eingabe-Bit-Sequenz. Anschlielend wird die Bit-Sequenz in
den Mapper/Modulator 130 eingegeben, der eine nicht-parametrisierte standardmafRige Mapping-Entity ist.
Der Mapper verwendet typischerweise eine der Signalkonstellationen, die in Fig. 2 gezeigt sind, und bildet die
b Bits auf ein Symbol ab, das tiber den Kommunikationskanal 200 gesendet wird. Der Kommunikationskanal
ist typischerweise ein Funkkommunikationskanal, der unzuverlassigen und zeitvariablen Bedingungen unter-
liegt.

[0047] Die Interleaving/Invertierungs-Muster werden entweder an der Sendevorrichtung und der Empfangs-
vorrichtung gespeichert, oder an der Sendevorrichtung gespeichert und an die Empfangsvorrichtung signali-
siert.

[0048] An der Empfangsvorrichtung 300 werden die komplexen Symbole zuerst in einen Demapper/Demo-
dulator 330 eingegeben, der die empfangenen Symbole in eine entsprechende Bitbereich-Sequenz (z.B. eine
Sequenz von LLRs) demoduliert. Diese Sequenz wird dann in einen logischen Inverter 320 und anschlieend
in einen De-Interleaver 310 eingegeben, von dem aus die erhaltene Bitbereich-Sequenz ausgegeben wird.
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[0049] Der Interleaver und De-Interleaver arbeiten in Ubereinstimmung mit der bekannten Interlea-
ving-/De-Interleaving-Technik durch Anwenden einer bestimmten, pseudo-zufalligen oder zufalligen Permuta-
tion der eingegebenen Bit- oder Symbol-Sequenzen, d.h. sie andern die Positionen der Bits oder Symbole in-
nerhalb einer Sequenz. In der oben beschriebenen Ausfihrungsform ist der Interleaver ein Intra-Symbol-Bit-In-
terleaver, der die Position der Bits andert, die ein Symbol in der Mapping Entity bilden.

[0050] Der logische Bit-Inverter arbeitet in Ubereinstimmung mit einer bekannten Technik zum Invertieren des
logischen Werts eines Bits, d.h. er wandelt einen logischen niedrigen in einen logischen hohen Wert um und
umgekehrt. In einer praktischen Ausflihrung fiir eine Empfangsvorrichtung, die mit Log-Likelihood-Ratios ar-
beitet, ist dieser Invertierungsvorgang gleichbedeutend mit einer Vorzeichen-Invertierung des Log-Likeli-
hood-Verhaltnisses.

[0051] Wenn ein wiederholter Sendevorgang durch eine automatische Wiederholanforderung gestartet wird,
die durch einen (nicht gezeigten) Fehlerdetektor ausgegeben wird, mit dem Ergebnis, dass ein identisches Da-
tenpaket von der Sendevorrichtung 100 gesendet wird, werden die vorher empfangenen fehlerhaften Daten-
pakete in dem Demapper/Demodulator 330 mit den wiederholt gesendeten Datenpaketen soft-kombiniert. Auf
Grund der Modifizierung der Bit-Sequenz durch den Interleaver und den logischen Bit-Inverter werden die mitt-
leren Bit-Zuverlassigkeiten ausgemittelt, was zu einer erhdhten Leistung in der Empfangsvorrichtung fuhrt.

[0052] Obwohl das oben beschriebene Verfahren unter Verwendung von Gray-codierten Signalen und eines
QAM-Modulationsverfahrens beschrieben wurde, ist es fir einen Fachmann klar, dass andere geeignete Co-
dier- und Modulationsverfahren ebenfalls zum Erzielen der Vorteile der Erfindung verwendet werden kénnen.

Patentanspriiche

1. Hybrides ARQ-Sendewiederholungsverfahren, das ein Quadraturamplitudenmodulations-Verfahren ho-
herer Ordnung mit mehr als 2 Bits pro Symbol einsetzt, und das die folgenden Schritte umfasst:
Codieren von Datenpaketen, die aus Symbolen bestehen;
Senden der Datenpakete in einem ersten Sendevorgang;
wiederholtes Senden der Datenpakete auf Basis einer ARQ in wenigstens einem wiederholten Sendevorgang,
wobei sie mit den Paketen des ersten Sendevorgangs kombiniert werden;
Modulieren der Symbole der Datenpakete durch eine Mapping-Entity, die eine vorgegebene Signalkonstellati-
on verwendet, wobei jedes Symbol-Bit einen individuellen Bit-Zuverlassigkeitspegel hat;
gekennzeichnet durch
Modifizieren der Bit-Sequenz vor Eingeben derselben in die Signalkonstellation der Mapping-Entity durch Aus-
tauschen der Bit-Positionen innerhalb eines Symbols und logische Bit-Inversion auf Basis eines Musters, das
den Bit-Austausch-und-Invertierprozess des wenigstens einen wiederholten Sendevorgangs bestimmt, wobei
das Muster aus einer Vielzahl von Mustern so ausgewabhlt wird, dass das fiir den ersten Sendevorgang aus-
gewahlte Muster sich von dem flir den wenigstens einen wiederholten Sendevorgang ausgewahlten Muster
unterscheidet, so dass die Unterschiede zwischen den individuellen Bit-Zuverlassigkeitspegeln flir die entspre-
chenden Bits Uber den ersten Sendevorgang und den wenigstens einen wiederholten Sendevorgang ausge-
mittelt werden.

2. Sendewiederholungsverfahren nach Anspruch 1, dadurch gekennzeichnet, dass der Schritt des Modifi-
zierens der Eingabe-Bit-Sequenz den Schritt des Anderns der Positionen der Bits innerhalb eines Symbols um-
fasst, so dass jedes der Bits so haufig wie jedes andere der Symbol-Bits auf allen Zuverlassigkeitspegeln ab-
gebildet wird.

3. Ubertragungswiederholungsverfahren nach Anspruch 1 oder 2, dadurch gekennzeichnet, dass die
Bit-Sequenz, deren Bit-Positionen ausgetauscht und invertiert werden, Gber die wiederholten Sendevorgange
identisch ist.

4. Ubertragungswiederholungsverfahren nach einem der Anspriiche 1-3, dadurch gekennzeichnet, dass,
wenn ein Bit nicht zum ersten Mal auf einer Bit-Position abgebildet wird, fir die die Zuverlassigkeit von dem
logischen Bit-Wert abhangt, dieses Bit logisch invertiert wird.

5. Ubertragungswiederholungsverfahren nach einem der Anspriiche 1-4, dadurch gekennzeichnet, dass
die Symbol-Bits der Datenpakete Gray-codiert werden.

6. Ubertragungswiederholungsverfahren nach einem der Anspriiche 1-5, dadurch gekennzeichnet, dass
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das Modulations-Verfahren, das durch die Mapping-Entity eingesetzt wird, 16-Quadraturamplitudenmodulation
ist, und dass wahrend der Modulation einer von zwei Pegeln der Bit-Zuverlassigkeit jedem der vier Symbol-Bits
zugewiesen wird.

7. Ubertragungswiederholungsverfahren nach einem der Anspriiche 1-5, dadurch gekennzeichnet, dass
das Modulations-Verfahren, das von der Mapping-Entity verwendet wird, 64-Quadraturamplitudenmodulation
ist, und dass wahrend der Modulation einer von drei Pegeln der Bit-Zuverlassigkeit jedem der sechs Sym-
bol-Bits zugewiesen ist.

8. Ubertragungswiederholungsverfahren nach einem der Anspriiche 1-7, dadurch gekennzeichnet, dass
das Muster, das den Bit-Positionsaustausch-und-Invertiervorgang bestimmt, an dem Empfanger und dem Sen-
der des Kommunikationssystems gespeichert ist.

9. Sender zum Einsatz in einem hybriden ARQ-Kommunikationssystem, wobei der Sender umfasst:
eine Einrichtung (100) zum Senden von Datenpaketen in einem ersten Sendevorgang,
eine Einrichtung (100) zum wiederholten Senden der Datenpakete auf Basis einer ARQ in wenigstens einem
wiederholten Sendevorgang;
einen Modulator (130), der die Symbole der Datenpakete unter Verwendung eines Quadraturamplitudenmo-
dulations-Verfahren héherer Ordnung moduliert, das mehr als zwei Bits pro Symbol mit einer vorgegebenen
Signalkonstellation hat, wobei jedes Symbol-Bit einen individuellen Bit-Zuverlassigkeitspegel hat,
gekennzeichnet durch.
einen Interleaver (110) und einen logischen Bit-Inverter (120), die so eingerichtet sind, dass sie die Bit-Se-
quenz vor dem Eingeben derselben in die Signalkonstellation des Modulators (130) auf Basis eines Musters,
das aus einer Vielzahl von Mustern so ausgewahlt wird, dass sich das fir den ersten Sendevorgang ausge-
wahlte Muster von dem flir den wenigstens einen wiederholten Sendevorgang ausgewahlten Muster unter-
scheidet, modifizieren, so dass die Differenzen zwischen den individuellen Bit-Zuverlassigkeitspegeln fir die
jeweiligen Bits Uber den ersten Sendevorgang und den wenigstens einen wiederholten Sendevorgang ausge-
mittelt werden.

10. Sender nach Anspruch 9, dadurch gekennzeichnet, dass der Interleaver (110) ein Intra-Symbol-Inter-
leaver ist.

11. Empfanger zum Einsatz in einem hybriden ARQ-Kommunikationssystem, wobei der Empfanger um-
fasst:
eine Einrichtung (300) zum Empfangen von Datenpaketen in einem ersten Sendevorgang;
eine Einrichtung zum Empfangen von Datenpaketen auf Basis einer ARQ in wenigstens einem wiederholten
Sendevorgang;
eine Einrichtung zum anschlielenden Kombinieren wiederholt gesendeter Datenpakete mit zuvor empfange-
nen Datenpaketen;
einen Demodulator (300), der Symbole der Datenpakete unter Verwendung eines Quadraturamplitudenmodu-
lations-Verfahrens héherer Ordnung demoduliert, das mehr als zwei Bits pro Symbol mit einer vorgegebenen
Signalkonstellation hat, wobei jedes Symbol-Bit einen individuellen Bit-Zuverlassigkeitspegel hat,
gekennzeichnet durch:
einen De-Interleaver (310) und einen logischen Bit-Inverter (320), die so eingerichtet sind, dass sie die ausge-
gebene Softbit-Sequenz der Signalkonstellation des Modulators (330) auf Basis eines Musters, das aus einer
Vielzahl von Mustern so ausgewahlt wird, dass sich das fur den ersten empfangenen Sendevorgang ausge-
wahlte Muster von dem flr den wenigstens einen empfangenen wiederholten Sendevorgang ausgewahlten
Muster unterscheidet, modifizieren, so dass die Differenzen zwischen den individuellen Bit-Zuverlassigkeitspe-
geln fir die jeweiligen Bits Uber den ersten empfangenen Sendevorgang und den wenigstens einen empfan-
genen wiederholten Sendevorgang ausgemittelt werden.

12. Empfanger nach Anspruch 11, dadurch gekennzeichnet, dass der De-Interleaver (310) ein Intra-Sym-
bol-De-Interleaver ist.

Es folgen 4 Blatt Zeichnungen
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Anhangende Zeichnungen
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