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Description

[0001] This invention relates to a method and appa-
ratus for interactively generating a display signal.
[0002] Traditional TV broadcast is characterised by
temporal synchronisation for all viewers, ignoring the
small differences in transit times of the signal due to dif-
ferences in transmitter to user distances. Therefore at
the moment of broadcast all viewers receive the same,
uniform signal substantially instantaneously. Interactive
forms of the medium, such as Two Way TV, Web TV are
generally characterised by providing the viewer with the
facility to interact with a designated interactive area of
the TV screen. This may utilise a split screen in which
the interactive area may have internet information, an
on screen menu, or information which may be relevant
to the main broadcast part of the TV screen. These sys-
tems are characterised by presenting information in re-
sponse to the user's interaction within a fixed predefined
interactive area of the screen.
[0003] In contrast to the limited interaction with TV
broadcast on current systems, computer games con-
soles (eg. Sony Playstation, Sega Saturn, Nintendo 64)
are presented to the viewer on TV screens or dedicated
display screens, but each viewer has the ability to
achieve unique interaction with the imagery/sounds pre-
sented on the TV, which are processed by the games
console using computer technology, in response to the
users actions. Generally the user's perceived TV envi-
ronment (including images, sounds and other sensory
signals) are produced by computer generation within the
games console, which may or may not also utilise digi-
tised predefined data, such as sounds in the TV envi-
ronment which shall be referred to as the computer gen-
erated environment (CGE) or in the specific case of im-
ages, computer generated imagery (CGI). These
games consoles and the CGE are characterised by high
frequency update rate, typically in excess of 25 frames
per second or 25Hz. This gives the impression of instan-
taneous or real time response to the user's actions and
also a smooth and seamless dynamic image. The indi-
vidual frames are not discernible as individual frames,
but rather contribute to the overall real time dynamic en-
vironment, giving the impression of real time control and
interaction with the CGE.
[0004] It is desirable that the real time CGE is as re-
alistic as possible, and greater degrees of realism are
generally achieved by increased computer processing
power and by using the most efficient representation in
terms of realism versus processing power. By way of
example only, one of the most efficient representations
for CGI uses relatively coarse polygonal or faceted ge-
ometric model in which the greatest detail in terms of
polygon distribution would generally be used in the more
geometrically complex areas. By a process known as
texture mapping, in which photorealistic textures repre-
senting surface features are mapped onto the individual
polygon faces, a relatively realistic CGI is achieved not-

withstanding the relatively coarse polygonal geometry
representation. The product of the number of texture
mapped polygons in the CGI and the image update rate
measured in frames per second yields a number defin-
ing the number of texture mapped polygons the compu-
ter processing is required to process per second, which
may be 1,000,000 polygons per second.
[0005] We have identified that the level of interaction
offered to the viewers of interactive broadcast TV is lim-
ited, and this consequently limits the applications of
such medium. Furthermore we have identified that al-
though the interaction of a games console is greater
than interactive TV, the actual theme of the CGE is lim-
ited to the specific game content loaded into the con-
sole, for example via CD ROM, cartridge, the internet or
broadcast to a TV with the appropriate hardware to run
CGE type games or by other means.
[0006] "MPEG-4: Context and Objections", Koenen et
al, Signal Processing: Image Communication 9 (1997)
pages 295-304 describes a system which eases the in-
tegration of natural and synthetic audio and video ma-
terial, as well as other data types, such as text overlays
and graphics. However, the paper admits that this can-
not be used with frame-based video.
[0007] In accordance with a first aspect of the present
invention there is provided apparatus for interactively
generating a display signal, the apparatus comprising

a receiver for receiving a broadcast signal, the
broadcast signal comprising at least one datast-
ream including a sequence of video frames, data
defining a background object corresponding to
each video frame, and control parameters;
and a processing system for generating a fore-
ground computer generated object (CGO), for mon-
itoring the position of the foreground CGO with re-
spect to the background object, and for combining
the foreground CGO with the background object in
accordance with the control parameters and with
the video frame to generate the display signal.

[0008] In accordance with a second aspect of the
present invention there is provided a method of interac-
tively generating a display signal, the method compris-
ing

receiving a broadcast signal, the broadcast signal
comprising at least one datastream including a se-
quence of video frames, data defining a background
object corresponding to each video frame, and con-
trol parameters;
generating a foreground computer generated ob-
ject (CGO);
monitoring the position of the foreground CGO with
respect to the background object; and,
combining the foreground CGO with the back-
ground object in accordance with the control param-
eters and with the video frame to generate the dis-
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play signal.

[0009] The present invention provides the capability
of interaction with the actual broadcast itself as it ap-
pears on a screen in real time.
[0010] Typically the method and apparatus is provid-
ed for use in association with a TV set to provide levels
of interaction with broadcast content that is normally as-
sociated with a games console, whereby such interac-
tion is achieved within the main broadcast as presented
on their TV screen. This provides the user or viewer with
a CGE, hereinafter referred to as the foreground CGO
which interacts with the broadcast signal which by way
of example only may be delivered by Digital Terrestrial,
Satellite or Cable broadcast medium and in which the
background object typically changes continuously dur-
ing the broadcast transmission, not only from pro-
gramme to programme but from frame to frame at a rate
of, by way of example only, in excess of 20Hz.
[0011] Advantageously this invention offers full
screen interaction via the foreground CGO with objects
represented in the broadcast, for example but not ex-
clusively visible objects, and such interaction is assured
even though objects may change position, shape, mo-
tion, behaviour at the broadcast update rate, and fur-
thermore the nature of the interaction with such objects
may also change at the broadcast rate.
[0012] The term "broadcast" as used herein is intend-
ed to cover all transmission media, including but not ex-
clusively, digital terrestrial, cable, satellite broadcast to
all 1 display devices, including but not exclusively, TV,
computer, or games console. The broadcast is typically
a mass broadcast (ie. the signal is broadcast simultane-
ously to a plurality of TVs, computers or game con-
soles). The signal may also be broadcast via the Inter-
net. The term "datastream" as used herein refers to dif-
ferent broadcast content relating to the same pro-
gramme, and all datastreams are broadcast substantial-
ly simultaneously. The term "programme" refers to a set
of such multiple datastreams which relate to the same
programme, where each datastream within the set of
datastreams making up the programme broadcast are
temporally synchronised, and relate to the same content
but, by way of example only, offer an alternative view of
the content. The term "CGE" as used herein is intended
to cover a multimedia representation, including but not
exclusively still images, dynamic images, sounds, real
time images and real time audio signals. The term "fore-
ground CGO", "foreground CGE" or "foreground" as
used herein is intended to relate to any and all repre-
sentations which are not part of the broadcast, but are
computer generated and which may be displayed on the
TV screen, by way of example but not exclusively over-
laid on the broadcast or in a separate interactive area
of the screen. Alternatively the "foreground CGO" "fore-
ground CGE" or "foreground" may apply to such repre-
sentations which are not part: of the broadcast and are
not displayed or otherwise represented on the TV

screen. By way of example only, portions or sections of
the foreground CGO may be hidden from the user or
viewer for the purpose of acting as geometric reference
to calculate interaction between the foreground CGO
and the background object. The term "computer" in the
context of "computer generated", "computer process-
ing", "computer generated imagery" or "computer gen-
erated environment" refers to any apparatus, equip-
ment, hardware, software, parts thereof and combina-
tions thereof which processes the foreground CGE, and
by way of example only may be a computer, a set top
box (as produced by General Instruments, Pace Micro
Technology by way of example only), a games console
(as produced by Sony, Sega, Nintendo by way of exam-
ple only), parts or sections thereof, or customised hard-
ware including but not exclusively computer memory, a
processor and an optional graphics processor. The term
"TV screen" or "display screen" as used herein is intend-
ed to cover any display device or system or assembly
in which there is a display element including but not ex-
clusively, TV screen, computer monitor, projection sys-
tem, head mounted display. The term "receiving hard-
ware" as used herein refers to any apparatus, equip-
ment, hardware, software, parts thereof and combina-
tions thereof which receives the broadcast datastreams,
the receiving hardware input from the broadcast medi-
um and transmits the signals, the receiving hardware
output to the mixer, and may by way of example only be
referred to as a decoder, and by way of example only
may be a computer, a set top box, a games console,
parts or sections thereof, or a customised hardware in-
cluding computer memory, a processor and an optional
graphics processor. The term "nominal user position" or
"user position" defines a distance measured normal
from the plane of the TV screen in a normal direction, to
the position of the user, where this distance and the user
position are used purely for calculation purposes, and
impose no further restriction on the actual user position
in addition to the everyday physical constraints. The
terms "viewer", "viewers", "user" and "users" can be ex-
changed and interchanged with no loss of generality.
The term "controller" or "hand controller" as used herein
refers to any device with which the foreground CGO and
interaction with the background CGO is controlled by the
user, including but not exclusively motion and interac-
tion, requests to upload and download other data or in-
formation. By way of example only, the controller may
be an infrared device operated by buttons or direct voice
activation.
[0013] Advantageously, with the broadcast signal,
there are multiple datastreams relating to the pro-
gramme, each datastream representing, by way of ex-
ample only, an alternative view, a user selectable view,
additional relevant information pertinent to the corre-
sponding frame on one or more of the other datast-
reams, where each datastream is updated at, by way of
example only, 25Hz. The multiple datastreams may be
time-division-multiplexed, ie. transmitted one after the
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other on a single frequency. Alternatively the datast-
reams may frequency-division-multiplexed, ie. transmit-
ted simultaneously on different frequencies.
[0014] Advantageously, within the broadcast signal,
control parameters are transmitted on each datastream,
and temporally synchronised with each frame of the da-
tastream broadcast, which may by way of example only
be transmitted at a rate of 25 frames per second, and
such control parameters define the interaction the user
can achieve between the foreground CGO and the
background CGO or the broadcast for each frame, and
those control parameters and the associated defined in-
teraction may vary at a rate of eg 25Hz. The control pa-
rameters are used by the interaction means to define
the interaction for that particular frame of the datastream
broadcast.
[0015] Typically the broadcast signal contains multi-
ple datastreams relating to the same programme, and
temporally synchronised control parameters. The
broadcast is received by the receiving hardware, which
by way of example only may be a set top box or part
thereof. The receiving hardware transmits the decoded
broadcast images to the mixer at a predetermined rate
(eg 25Hz).
[0016] Advantageously, the control parameters are
concurrently or simultaneously received by the interac-
tion means, and for each frame of the broadcast signal
the areas of interaction and the nature of such interac-
tion is stored for each frame. By way of example, the
areas of interaction are defined by the co-ordinates in
three orthogonal axes resolved or projected into the
substantially 2 dimensional plane of the TV screen with
a predefined viewing angle, resulting in a 2 dimensional
representation of the interaction areas overlaid on each
frame of the broadcast and such frames and the asso-
ciated interactive areas may change at the update rate,
eg 25Hz. For example the viewing angle may be 90° in
a horizontal plane, which in turn defines a nominal user
position for computer calculations and projection from
the three dimensional representation to the two dimen-
sional screen representation. The viewing angle and the
corresponding nominal user position define the extent
of the broadcast background visible on the screen, and
are preferably selected to complement and match
broadcast standards for visible viewing angle.
[0017] Advantageously the nature of the interaction
for each area may include, but not exclusively, areas
within the background that the user controlled fore-
ground CGO can interact with, areas which the user can
click with a cursor device, areas which are linked to in-
formation sources activated by clicking, the type of in-
teraction between the foreground CGO and the interac-
tive area.
[0018] Advantageously, the processing within the
foreground CGI device generates the foreground CGO,
which is the user controlled representation by which the
user interacts with the interactive areas defined by the
control parameters for each frame. The foreground CGI

device transmits the foreground CGO to the mixer to be
overlaid on the background object within the broadcast
signal for each frame of the broadcast (eg at a rate of
25 Hz), whereby the position, shape and other features
of the foreground CGO including but not exclusively col-
our, sound, direction of motion, visibility, as modified by
the user interaction, are updated at the aforementioned
rate.
[0019] Preferably the mixer combines the represen-
tations of the background broadcast and the foreground
CGO such that the foreground CGO is overlaid on the
background broadcast and the background CGO.
[0020] Advantageously there is processing available
to determine which individual pixels within the fore-
ground CGO, the background broadcast and any other
displayed feature are closer to the plane of the TV
screen when measured in the aforementioned three or-
thogonal axes defining a three dimensional geometric
space. Furthermore, for each pixel position of the screen
measured in the two dimensional screen co-ordinates,
the pixel properties including but not exclusively colour,
are those representing the properties of the object clos-
est to the screen measured in the aforementioned 3 or-
thogonal axes at the point projected onto the two dimen-
sions of the TV screen. Advantageously geometric in-
formation relating to the background is conveyed in the
control parameters defining the background CGO. Ad-
vantageously, parts or sections of objects including but
not exclusively the foreground CGO, the background
CGO and the broadcast background which when re-
solved into the screen co-ordinate system, lie outside
the screen dimensions or lie between the screen and
the nominal user position, or are within the screen di-
mensions but further away from the screen than some
other object are not displayed. This process is conven-
tionally known as culling.
[0021] Advantageously for material recorded in any
format for subsequent broadcast, including but not ex-
clusively Betacam or digitally stored images, the control
parameters are encoded in or with the material prior to
broadcast. The control parameters for each frame of the
broadcast may include the areas of interaction defined
in the two dimensional screen co-ordinates, the nature
of the allowable interaction, the resulting action arising
from such interaction. By way of example only, interac-
tion with one of the areas may cause information to be
displayed, or an alternative datastream of the broadcast
to be displayed, or further information be displayed on
the screen.
[0022] Advantageously for live broadcast: material or
real time feeds, the control parameters are generated
automatically or semi-automatically, eg utilising vision
systems which interpret each frame of the broadcast as
it occurs in order to identify particular features within the
frame image, and within such group of features areas
that are to be automatically converted to interactive ar-
eas. The conversion from vision system identified fea-
tures to interactive areas may be augmented by the use
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of technology including but not limited to, artificial intel-
ligence, neural networks, knowledge based systems or
combinations thereof, to generate such interactive are-
as and other control parameters subject to predefined
rules based on the identification of the nature of the fea-
ture. Preferably, the rate at which the control parameters
are generated is commensurate with live broadcasting,
and by way of example only, this will be at a rate equiv-
alent to the broadcast frame update rate (eg 25Hz). For
the purpose of illustration only, this technique used with
live broadcast may be used for computer games based
on live footage or training simulators based on live ge-
ographic features and scenarios.
[0023] Advantageously, the type of foreground CGO
may be selected by the user from a library of such fore-
ground CGO stored in memory, or on a data storage de-
vice connected to the foreground CGI device which may
be a DC ROM, or a Digital Versatile Disc (DVD). Pref-
erably the foreground CGO may also be downloaded to
the foreground CGI device at the beginning or during
the broadcast of the control parameters. Such definition
of the foreground CGO will define features including but
not exclusively, colour, shape, texture, allowable move-
ment, sound effects, articulation on screen.
[0024] Advantageously, the foreground CGO object
movement and interaction is controlled via a user input
using a hand controller (eg a standard or modified infra-
red controller) and subject to the rules defined by the
control parameters for each frame. Alternatively other
input devices may be used to control the foreground
CGO and interaction including but not exclusively, voice
activation, mouse, game controller or pad.
[0025] Advantageously, the nature of the foreground
CGO will match the nature of the broadcast. By way of
example only, a broadcast comprising a road or driving
theme where the road representation itself is an inter-
active area may suit a foreground CGO based on a ve-
hicle, such as a car. The car based foreground CGO will
have motion dynamics representative of a real car, to
the extent that a games console car is representative.
By way of a further example, a broadcast comprising an
exploration or tour theme may suit a foreground CGO
based on an articulated walking human figure, and the
control parameters would define valid interactions, eg
the ability to walk the foreground CGO through doors in
the broadcast background, but not through walls.
[0026] Alternatively in some broadcast programmes
or themes, the foreground CGO may not match the
broadcast, and may be an abstract representation of the
position of the foreground CGO, such as a cursor, an
arrow, or an icon graphic of a hand.
[0027] When the user controls the foreground CGO
with the controller, the foreground CGO may perform
functions including translational motion and rotational
motion about the three orthogonal axes and combina-
tions thereof resolved into the two dimensional screen
co-ordinates, initiate sounds, or interact with defined in-
teractive areas where such interaction results in further

action (eg information presentation in text, graphic, vid-
eo or multi-media forms or combinations thereof).
[0028] Advantageously, the user has the option of
downloading information from the broadcast, relevant to
the broadcast, eg foreground CGO representations, ad-
ditional information, software, control parameters.
[0029] Preferably the user will also have the option of
uploading information relevant to the broadcast pro-
gramme by specific interaction between the foreground
CGO and the background CGO. Such uploading is typ-
ically achieved by communication between the control-
ler and the interaction means. By way of further exam-
ples, certain types of uploaded request may be consid-
ered as an uploaded control parameter, which may
cause a switch to a different datastream of the broadcast
containing additional information, whereas other up-
loaded requests may be for information not available
within the broadcast, and such requests are routed to a
World Wide Web site for the specific programme via tel-
ephone connection and modem. Preferably the user will
also have the option of uploading data relevant to the
programme, eg performance scores achieved by the us-
er in an interactive game scenario.
[0030] By way of further explanation, it may be inform-
ative to consider the control parameters and the inter-
active areas defined by such parameters as a back-
ground CGO with which the user via the controller can
cause the foreground CGO to interact with. Preferably,
but not essentially, the background CGO includes a
coarse geometric representation and visual quality is
greatly improved by the aforementioned technique of
texture mapping whereby the broadcast image for each
frame is a substantially full screen texture which we will
refer to a Supertexture. Preferably, the geometry of the
background CGO is not visible to the user. By way of
further clarification the combination of the foreground
CGO, the interaction defined in the control parameters,
the background CGO defined by the control parameters
and the broadcast Supertexture provide an interactive
CGE based on the broadcast technology which is com-
parable with that achieved with a games console.
[0031] The aforementioned combination of features
provides the user with the ability to interact with the fea-
tures within the broadcast.
[0032] Advantageously, this invention may be used as
the basis or foundation of a commercial service in which
the user pays for usage, eg on a per programme or per
unit time basis. Advantageously, such payment method
may be incorporated into the apparatus, such as smart
card operation, or an additional feature of the interaction
via the controller, such as a user capability to enter credit
card information which is then treated as uploaded in-
formation as previously described, using secure trans-
action protocols and techniques.
[0033] An embodiment of the present invention will
now be described with reference to the accompanying
drawings, in which:
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Figure 1 is a schematic diagram of an interactive
system;
Figure 2 is a schematic diagram showing the com-
pilation of the broadcast signal; and
Figures 3-8 show different images displayed on the
screen.

[0034] Figure 1 shows a schematic of the apparatus
and connectivity. The programme broadcast has an or-
igin 1 and broadcasts multiple datastreams (a) - (d) in a
mass broadcast signal 15 via a broadcast medium 7,
which are received by receiver hardware 2 in a set top
box 14. Only a single set top box 14 is shown but it will
be appreciated that the mass broadcast signal 15 will
be picked up by a large number of set top boxes at any
one time.
[0035] Figure 2 is a schematic drawing illustrating
how the origin 1 compiles the broadcast signal 15. In
Figure 2 only two datastreams 20,21 (ie. datastream (a)
and datastream (b)) are shown but in a practical system
a large number of datastreams will be compiled and
broadcast simultaneously, with the number of datast-
reams being limited only by the bandwidth of the broad-
cast medium 7 (Figure 1).
[0036] Each datastream 20,21 comprises a series of
frames of background object image data, and control
parameters which control interactions with the back-
ground image data. The background object image data
comprises a series of frames of live full screen broad-
cast video data (frames 22-27) and CGI image data
70-75 (referred to hereafter as background CGO). In this
example frames 22-24 are three subsequent live TV
frames of video data showing a room viewed from a cen-
tral position, and frames 22-24 are views of the same
room viewed from a position at one side of the room.
The background CGO 70-75 contains a computer gen-
erated description of the back wall 76,77 of the room,
along with its 3D positional coordinates. The back-
ground CGO 70-75 may be simply in the form of bitmap
data or it may be a CGI programme which can be loaded
into the set top box to generate a CGI image.
[0037] In addition each datastream comprises a set
of control parameters including hot-spot coordinates
28-33 and hot-spot interaction rules 34-39. The hot-spot
coordinates 28-33 comprise three-dimensional position
coordinates which define the positions of "hot-spots"
40-45 in the room as viewed from the respective viewing
positions of datastream (a) and datastream (b). The hot-
spot interaction rules 34-39 define the nature of the in-
teraction between the foreground object and the hot-
spots, as discussed below.
[0038] The origin 1 (Figure 1) also generates software
motion models 50-52 (which define the relationship be-
tween the user inputs and the movement of the fore-
ground object, as discussed in further detail below) and
foreground supertexture data 53-55. In addition the or-
igin 1 generates frame identifiers which are transmitted
with each respective frame of information. For instance

items 22,28,34,25,31 and 37 are all associated with the
same frame and hence are given the same frame iden-
tifier.
[0039] The datastreams are compiled by a compiler
49 to form the broadcast signal 15 as illustrated in Table
1. Table 1 illustrates an example in which ten datast-
reams are carried by the broadcast signal 15. The
broadcast signal 15 comprises a series of time-division-
multiplexed data packets which are transmitted in the
order shown in Table 1. The first two packets contain the
supertexture data 53-55 and motion models 50-52.
Packet 3 is a datastream identifier associated with da-
tastream (a). Packet 4 is a frame identifier associated
with the first frame. Packets 5-8 contain the data asso-
ciated with the first frame of datastream (a) (ie. items
22,28, 34 and 70 from Figure 2). Packets 9-14 carry da-
tastream (b) information for the first frame. Packets
15-62 (not shown) carry data associated with the eight
other datastreams for the first frame (including packet
57 which is a datastream (j) identifier, and packet 58
which is a frame identifier associated with the first
frame).
[0040] The next frame of information is then transmit-
ted, starting with packet 63 (datastream (a) identifier)
and packet 64 (frame 2 identifier).
[0041] Although the background object data and hot-
spot data is shown in Table 1 being transmitted at the
same rate, it will be appreciated that in other cases (e.
g. with a stationary background) the data may be trans-
mitted at different rates.
[0042] The non-video data 10 in the broadcast signal
15 (ie. the background CGO data 70-75, the hot-spot
coordinates 30 and the hot-spot interaction rules 34-39)
are passed to a computer 3 (Figure 1), and an initial da-
tastream is selected by an upload request signal 11 from
the computer 3 to the receiver hardware 2. The back-
ground object video data 8 (eg. frames 22-24) in the se-
lected datastream is decoded and transmitted to a mixer
4. The computer 3 generates a foreground CGI image
and a background CGI image (as defined by the pro-
grammes contained in the background CGO data
70-72) and the calculated CGI representation 16 is
transmitted to the mixer 4. The foreground CGO, the
background CGO, and the video data 8 are combined
for every pixel on the TV screen 5 and the resulting com-
bined signal 17 is transmitted to the TV screen 5. The
multiple datastreams (a) - (d), the control parameters
10, the selected datastream 8, the upload request signal
11, the foreground and background CGO 16 and the
combined signal are updated at a rate of, by way of ex-
ample only, 25 times per second. The foreground CGO
and interaction with the background CGO is controlled
by the controller 6. Control signals from the controller
are transmitted 9 to the computer, which by way of ex-
ample only, may modify the foreground CGO represen-
tation whilst the background CGO is updated based on
the updated broadcast control parameters 10 and the
recalculated representation 16 is transmitted to the mix-
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er 17. Uploaded information or requests for information
not contained within the broadcast will be routed 12 to
a World Wide Web site 13 for the specific programme
via telephone connection and modem 18. In the case
where the invention is used as the basis of a commercial
service, the receiver hardware 2 is activated only after
valid user payment has been made via the smart card
device 21, and the control activation signal 22 has been
sent to the receiver hardware 2, thereby initiating the
whole process.
[0043] Figure 4-7 are views of the TV screen 5 during
an interactive game. At the start of the game, the origin
1 transmits the motion models 50-52 and supertexture
data 53-55. The data 50-55 is passed to the computer
3 and stored. The user then selects a preferred charac-
ter to play the game using controller 6. In this example
the user selects a human character 56 associated with
supertexture data 53 and motion model 50.
[0044] The datastreams are then transmitted as illus-
trated in Table 1. An example of a suitable data protocol
is digital MPEG2. Initially the computer 3 automatically
generates a default upload request signal 11 (ie. without
any input from the controller 6) which causes the receiv-
er 2 to select and decode the default datastream (a). As
a result, the image on the screen 5 is as shown in Figure
3, ie. a background image 57 of a room as defined by
the background object video data 22-24, with a back wall
78 generated from background CGO data 70-72, a hot-
spot 41 (a door at the back of the room), a hot-spot 40
(a feature, eg a chair or table on the floor of the room)
and a hot-spot 42 (a trapdoor). The computer 3 gener-
ates a coarse CGI representation of character 56, with
further definition being provided by the supertexture da-
ta 53. Additional supertexture or motion models may be
provided by a CD ROM or other storage device 19. The
CGI character 56 is transmitted to the mixer 4, and over-
laid on the background view 57. By operating controller
6, the user can move the character 56 around the room
as indicated by the arrows in Figure 3, with the range of
movement being defined by the motion model 50 asso-
ciated with the character 56.
[0045] When the user presses a "view change" button
on controller 6, an upload request signal 11 causes the
receiver 2 to switch the selected datastream 8 to datast-
ream (b). The view on screen 5 then changes to the view
58 shown in Figure 4, as defined by the background vid-
eo data 25-27 and background CGO 73-75.
[0046] An alternative method of switching datast-
reams is shown in Figures 5 and 6. When the character
56 reaches door 41, the computer 3 senses that the
character 56 is coinciding with a hot-spot 41 (with refer-
ence to the hot-spot coordinates 28-30) and downloads
the hot-spot interaction rule (34-36) associated with hot-
spot 41. The downloaded rule states "if character reach-
es door 41, then cause background CJO image to open
door, and then switch to datastream (j)". Therefore the
computer 3 first generates a CGI image of the door 41
opening (under the control of the program downloaded

from the broadcast: GGO data (70-72)) and then gen-
erates an upload request signal 11 which causes the re-
ceiver 2 to switch to datastream (j) which contains a view
59 of a different room with hot-spots 60-62 (Figure 6).
[0047] The process of "culling" is illustrated in Figure
7. The computer 3 knows the three-dimensional position
of the character 56 in the room 57, and also knows the
position of the hot-spot 40 (as contained in the hot-spot
coordinates 28-30). If the character 56 is "behind" the
hot-spot 40 (as viewed from the current viewing posi-
tion) then the computer 3 recalculates the representa-
tion 16 of the character 56 and does not transmit the
obscured part of the character 56 to the mixer 4.
[0048] Figure 8 illustrates an alternative, two-dimen-
sional game. A background scene 80 is formed by a sin-
gle bitmap of background CGO data. A pair of fore-
ground CGI characters 81,82 in a combat game are su-
perimposed on the background scene 80, and can be
moved around the scene 80 by respective controllers.
Three hot-spots 83-85 each display advertising materi-
al, and each has an associated hot-spot interaction rule
"characters should not pass in front of hot-spot and ob-
scure advertising material". This prevents the computer
3 from causing the characters 81,82 to pass in front of
the hot-spots 83-85. In the case of Figure 8, the back-
ground is static and so the background video data and/
or background CGO is only transmitted once during a
game, instead of once every frame (as with a moving
background).

APPENDIX

[0049]

TABLE 1

Packet No. Packet Description

1 character supertextures
2 character motion models
3 datastream identifier
4 frame 1 identifier
5 background object video data
6 background object CGO data
7 hot-spot area coordinates
8 hot-spot interaction rules
9 datastream (b) identifier

10 frame 1 identifier
11 background object video data
12 background object CGO data
13 hot-spot area coordinates
14 hot-spot interaction rules
• •
• •
• •

57 datastream (j) identifier
58 frame 1 identifier
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Claims

1. Apparatus for interactively generating a display sig-
nal, the apparatus comprising

a receiver for receiving a broadcast signal, the
broadcast signal comprising at least one datast-
ream including a sequence of video frames, data
defining a background object corresponding to
each video frame, and control parameters;

and a processing system for generating a
foreground computer generated object (CGO), for
monitoring the position of the foreground CGO with
respect to the background object, and for combining
the foreground CGO with the background object in
accordance with the control parameters and with
the video frame to generate the display signal.

2. Apparatus according to claim 1 wherein the control
parameters define the position(s) of one or more ar-
eas of interaction in the background object, and
wherein the processing system modifies the display
signal when the position of the foreground CGO co-
incides with the position of a selected area of inter-
action.

3. Apparatus according to claim 2 wherein the control
parameters define one or more rules associated
with the or each area of interaction, and wherein the
processing system modifies the display signal in ac-
cordance with the or each rule associated with the
selected area of interaction.

4. Apparatus according to any of the preceding claims
wherein the processing system modifies the display
signal by modifying the foreground CGO.

5. Apparatus according to any of the preceding claims
wherein the broadcast signal comprises a plurality
of datastreams, the receiver being responsive to an
upload request signal to select one of the datast-
reams, and wherein the apparatus further compris-
es means for inputting upload request signals to the
receiver in response to input from a user.

TABLE 1 (continued)

Packet No. Packet Description

• •
• •
• •

63 datastream A identifier
64 frame 2 identifier
• •
• •
• •

6. Apparatus according to claim 5 wherein the
processing system modifies the display signal by in-
putting an upload request signal to the receiver.

7. Apparatus according to any of the preceding claims
further comprising a user operable controller for
controlling the foreground CGO generated by the
processing system.

8. Apparatus according to any of the preceding claims
wherein the control parameters define the three-di-
mensional position of a feature in the background
object, and wherein the processing system causes
the foreground CGO to be at least partially ob-
scured when the monitored position of the fore-
ground CGO lies behind the three-dimensional po-
sition of the feature.

9. A method of interactively generating a display sig-
nal, the method comprising

receiving a broadcast signal, the broadcast
signal comprising at least one datastream including
a sequence of video frames, data defining a back-
ground object corresponding to each video frame,
and control parameters;

generating a foreground computer generated
object (CGO);

monitoring the position of the foreground
CGO with respect to the background object; and,

combining the foreground CGO with the back-
ground object in accordance with the control param-
eters and with the video frame to generate the dis-
play signal.

10. A method according to claim 9, wherein the broad-
cast signal comprises a plurality of datastreams; the
method further comprising selecting one of the da-
tastreams to be received.

11. A method according to claim 10, wherein each da-
tastream includes a sequence of video frames each
representing alternative views relating to a common
subject.

12. A method according to claim 10 or claim 11, wherein
the selecting step occurs when the foreground CGO
is located at a predetermined position relative to the
background object.

Patentansprüche

1. Vorrichtung zum interaktiven Erzeugen eines An-
zeigesignals, wobei die Vorrichtung umfaßt
einen Empfänger zum Empfangen eins Broadcast-
signals, wobei dieses mindestens einen eine Folge
Videoframes einschließenden Datenfluß, Daten,
die ein Hintergrundobjekt entsprechend jedem Vi-
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deoframe definieren, und Steuerparameter umfaßt;
und ein Bearbeitungssystem zum Erzeugen eines
computererzeugten Vordergrundobjekts (CGO),
zum Überwachen der Position des Vorder-
grund-CGO hinsichtlich des Hintergrundobjekts
und zum Kombinieren des Vordergrund-CGO mit
dem Hintergrundobjekt in Übereinstimmung mit den
Steuerparametern und dem Videoframe zum Er-
zeugen des Anzeigesignals.

2. Vorrichtung nach Anspruch 1, wobei die Steuerpa-
rameter die Position(en) eines oder mehrerer Be-
reiche der Wechselwirkung in dem Hintergrundob-
jekt definieren und wobei das Bearbeitungssystem
das Anzeigesignal modifiziert, wenn die Position
des Vordergrund-CGO mit der Position eines aus-
gewählten Bereiches der Wechselwirkung überein-
stimmt.

3. Vorrichtung nach Anspruch 2, wobei die Steuerpa-
rameter eine oder mehrere Regeln definieren, die
dem oder jedem Bereich der Wechselwirkung zu-
geordnet sind, und wobei das Bearbeitungssystem
das Anzeigesignal in Übereinstimmung mit der oder
jeder Regel modifiziert, die dem ausgewählten Be-
reich der Wechselwirkung zugeordnet ist.

4. Vorrichtung nach einem der vorhergehenden An-
sprüche, wobei das Bearbeitungssystem das An-
zeigesignal durch Modifizieren der Vorder-
grund-CGO modifiziert.

5. Vorrichtung nach einem der vorhergehenden An-
sprüche, wobei das Broadcastsignal eine Mehrzahl
Datenflüsse umfaßt, wobei der Empfänger auf ein
Upload-Anforderungssignal zum Auswählen eines
der Datenflüsse reagiert und wobei die Vorrichtung
weiter Mittel zum Eingeben von Upload-Anforde-
rungssignalen an den Empfänger in Reaktion auf
die Eingabe von einem Benutzer umfaßt.

6. Vorrichtung nach Anspruch 5, wobei das Bearbei-
tungssystem das Anzeigesignal durch Eingabe ei-
nes Upload-Anforderungssignals an den Empfän-
ger modifiziert.

7. Vorrichtung nach einem der vorhergehenden An-
sprüche, weiter umfassend eine vom Benutzer be-
tätigbare Steuerungseinrichtung zum Steuern der
durch das Bearbeitungssystem erzeugten Vorder-
grund-CGO.

8. Vorrichtung nach einem der vorhergehenden An-
sprüche, wobei die Steuerparameter die dreidimen-
sionale Position eines Merkmals in dem Hinter-
grundobjekt definieren und wobei das Bearbei-
tungssystem die Vordergrung-CGO wenigstens
teilweise verdeckt sein läßt, wenn die Vorder-

grund-CGO hinter der dreidimensionalen Position
des Merkmals liegt.

9. Ein Verfahren zum interaktiven Erzeugen eines An-
zeigesignals, wobei das Verfahren umfaßt
das Empfangen eines Broadcastsignals, das min-
destens einen eine Folge von Videoframes ein-
schließenden Datenfluß, ein jedem Videoframe ent-
sprechendes Hintergrundobjekt definierende Da-
ten und Steuerparameter umfaßt;
das Erzeugen eines computererzeugten Vorder-
grund-Objekts (CGO);
das Überwachen der Position des Vorder-
grund-CGO hinsichtlich des Hintergrund-Objekts;
und
das Kombinieren des Vordergrund-CGO mit dem
Hintergrund-Objekt in Übereinstimmung mit den
Steuerparametern und dem Videoframe, um das
Anzeigesignal zu erzeugen.

10. Ein Verfahren nach Anspruch 9, wobei das Broad-
castsignal eine Mehrzahl Datenflüsse umfaßt, wäh-
rend das Verfahren weiter das Auswählen eines der
Datenströme zum Empfangen umfaßt.

11. Ein Verfahren nach Anspruch 10, wobei jeder Da-
tenstrom eine Folge Videorahmen einschließt, die
jeweils verschiedene mögliche Ansichten reprä-
sentieren, die sich auf einen gemeinsamen Gegen-
stand beziehen.

12. Ein Verfahren nach Anspruch 10 oder Anspruch 11,
wobei der Schritt des Auswählens dann auftritt,
wenn die Vordergrund-CGO sich an einer vorbe-
stimmten Position relativ zu dem Hintergrundobjekt
befindet.

Revendications

1. Dispositif pour générer de façon interactive un si-
gnal d'affichage, ce dispositif comprenant

un récepteur pour recevoir un signal de diffu-
sion, ce signal de diffusion comprenant au moins
un flux de données incluant une séquence de tra-
mes vidéo, des données définissant un objet d'ar-
rière-plan correspondant à chaque trame vidéo, et
des paramètres de contrôle ;

et un système de traitement pour générer un
objet de premier plan généré par ordinateur (OGO),
pour surveiller la position de l'OGO de premier plan
par rapport à l'objet d'arrière-plan, et pour combiner
l'OGO de premier plan avec l'objet d'arrière-plan
conformément aux paramètres de contrôle et avec
la trame vidéo pour générer le signal d'affichage.

2. Dispositif selon la revendication 1 dans lequel les
paramètres de contrôle définissent la position ou
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les positions d'une ou plusieurs zone(s) d'interac-
tion dans l'objet d'arrière-plan, et dans lequel le sys-
tème de traitement modifie le signal d'affichage
quand la position de l'OGO de premier plan coïnci-
de avec la position d'une zone d'interaction sélec-
tionnée.

3. Dispositif selon la revendication 2 dans lequel les
paramètres de contrôle définissent une ou plu-
sieurs règles associées à la ou chaque zone d'inte-
raction, et dans lequel le système de traitement mo-
difie le signal d'affichage conformément à la ou cha-
que règle associée à la zone d'interaction sélection-
née.

4. Dispositif selon l'une des revendications précéden-
tes dans lequel le système de traitement modifie le
signal d'affichage en modifiant l'OGO de premier-
plan.

5. Dispositif selon l'une des revendications précéden-
tes, dans lequel le signal de diffusion comprend une
pluralité de flux de données, le récepteur étant apte
à réagir à un signal de demande de transmission
vers l'amont pour sélectionner l'un des flux de don-
nées, et dans lequel le dispositif comprend en outre
des moyens pour envoyer en entrée des signaux
de demande de transmission vers l'amont au récep-
teur en réponse à une entrée d'un utilisateur.

6. Dispositif selon la revendication 5 dans lequel le
système de traitement modifie le signal d'affichage
en envoyant un signal de demande de transmission
vers l'amont au récepteur.

7. Dispositif selon l'une des revendications précéden-
tes, comprenant en outre un contrôleur actionnable
par l'utilisateur et destiné à contrôler l'OGO de pre-
mier plan généré par le système de traitement.

8. Dispositif selon l'une des revendications précéden-
tes, dans lequel les paramètres de contrôle définis-
sent la position tridimensionnelle d'une caractéris-
tique dans l'objet d'arrière-plan, et dans lequel le
système de traitement fait que l'OGO de premier
plan est au moins partiellement masqué lorsque la
position surveillée de l'OGO de premier plan se
trouve derrière la position tridimensionnelle de la
caractéristique.

9. Procédé de génération interactive d'un signal d'af-
fichage, ce procédé comprenant les étapes consis-
tant à :

recevoir un signal de diffusion, ce signal de dif-
fusion comprenant au moins un flux de don-
nées incluant une séquence de trames vidéo,
des données définissant un objet d'arrière-plan

correspondant à chaque trame vidéo, et des
paramètres de contrôle ;
générer un objet de premier plan généré par or-
dinateur (OGO) ;
surveiller la position de l'OGO de premier plan
par rapport à l'objet d'arrière-plan ; et
combiner l'OGO de premier plan avec l'objet
d'arrière-plan conformément aux paramètres
de contrôle et avec la trame vidéo pour engen-
drer le signal d'affichage.

10. Procédé selon la revendication 9, dans lequel le si-
gnal de diffusion comprend une pluralité de flux de
données ; le procédé comprenant en outre une éta-
pe de sélection de l'un des flux de données à rece-
voir.

11. Procédé selon la revendication 10, dans lequel cha-
que flux de données inclut une séquence de trames
vidéo, chacune représentant différentes vues rela-
tives à un sujet commun.

12. Procédé selon la revendication 10 ou la revendica-
tion 11, dans lequel l'étape de sélection intervient
quand l'OGO de premier plan se trouve en une po-
sition prédéterminée par rapport à l'objet d'arrière-
plan.
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