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(57) Abstract: A method of clustering a plurality of documents having in-
put and output space data is disclosed that uses both input and output
space criteria. The method can include aggregating documents into
clusters based on input and/or output space similarity measures, and then
refining the clusters based on further input and/or output space similarity
measures. Aggregating the documents into clusters can include forming a
hierarchical tree based on the input and/or output space similarity meas -
ures where the hierarchical tree has a root node, branching into intermedi-
ate nodes, and branching into leaf nodes covering individual documents,
where the hierarchical tree includes a leaf node for each document of the
plurality of documents. The method can then include forming a forest of
sub-trees of the hierarchical tree based on cluster criteria. Textual and nu-
meric similarity measures can be used depending on the type and distribu-
tion of data in the input and output spaces.
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SYSTEM AND METHOD FOR CLUSTERING DATA IN INPUT AND OUTPUT

SPACES

BACKGROUND OF THE INVENTION

[0001} This patent relates to the field of information systems and data mining, and more
particularly to a method for aggregating data by considering both the input and output properties
of the data.

[0002] There has been an explosive growth in the amount of available data in the last
decade. The fast growth pace has far outstripped the growth of experts who are able to analyze
this data. Hence, there is a growing demand for automated tools for data analysis. One way of
analyzing data is to cluster the data. Clustering consolidates information in the data for
abstraction, compactness, removal of redundant information, etc. While there are hundreds of
approaches to clustering available in textbooks and commercial selutions, most methods are only
concerned with homogenous data types (variables). A few methods that can cluster
heterogeneous data types produce clusters with heterogeneous variables in the same cluster.
Some data processing applications, such as dimensionality reduction, are designed to work with
data clusters with homogeneous data.

[0003] It would be desirable to have a method of clustering heterogeneous data types in

order to produce clusters such that within each cluster the data types are homogeneous.
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SUMMARY OF THE INVENTION

[0004] A computer automated method of clustering a plurality of documents is disclosed
where each document includes input space data and output space data. For each document in the
plurality of documents, the method includes reading the input space data of the document from
memory or storage; computing an input space similarity measure between the document and
other documents of the plurality of documents; aggregating the document into a first plurality of
clusters based on the input space similarity measure; and storing the first plurality of clusters in a
database. The method also includes, for each cluster in the first plurality of clusters, reading the
output space data of the documents in the cluster; computing an output space similarity measure
for the plurality of documents in the cluster; and maintaining or subdividing the current cluster in
the first plurality of clusters based on the output space similarity measure.

[0005] The input space similarity measure can be a textual similarity measure. Computing
an input space similarity measure can include generating a document versus word matrix.
Computing an input space similarity measure can include retrieving a stop-words list from
memory or storage, stripping away words from the input space data of each document using the
stop-words list, and then generating a document versus word matrix.

[0006] The output space similarity measure can be a numeric similarity measure.
Computing an output space similarity measure can include determining an output space type
and/or distribution for each of the plurality of documents in a cluster. Documents with different
output space types and/or distributions can be aggregated into different clusters that each have

the same output space type and/or fir the same output space distribution.
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[0007] Aggregating the documents into a first plurality of clusters can include forming a
hierarchical tree based on the input space similarity measures. The hierarchical tree has a root
node covering all of the plurality of documents, branching into intermediate nodes covering
subsets of the plurality of documents, and branching into leaf nodes covering individual
documents of the plurality of documents, where the hierarchical tree includes a leaf node for
each document of the plurality of documents. The method then includes computing a node
similarity measure for each node of the hierarchical tree; retrieving a node similarity threshold
that is less than the node similarity measure of the leaf nodes of the hierarchical tree; and
performing a graph traversal of the hierarchical tree, for example depth first search, starting with
the root node to form a forest of sub-trees of the hierarchical tree. The forest of sub-trees can be
formed by comparing the node similarity measure for the current node in the depth first search
with the node similarity threshold.

[0008] If the node similarity measure of a current node is equal to or greater than the node
similarity threshold, the method can include storing the current node as a cluster in the first
plurality of clusters, not proceeding further down the depth of the current branch of the
hierarchical tree, and continuing the depth first search on the next branch of the hierarchical tree.
If the node similarity measure of the current node is less than the node similarity threshold, the
method can include continuing the depth first search further down the current branch of the
hierarchical tree.

[0009] Computing an output space similarity measure and maintaining or subdividing the
current cluster in the first plurality of clusters based on the output space similarity measure can

include retrieving an output space similarity threshold, and for each cluster of the first plurality
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of clusters, performing a cluster subdividing process by computing an output space similarity
measure for the current cluster, and comparing an output space similarity measure for the current
cluster with the output space similarity threshold. If the output space similarity measure is equal
to or greater than the output space similarity threshold, then maintaining the current cluster and
continuing the cluster subdividing process with the next cluster of the first plurality of clusters.
If the output space similarity measure is less than the output space similarity threshold,
determining the type and distribution of the output space data for the documents in the current
cluster, subdividing the current cluster into a refined plurality of clusters based on the output
space type and distribution, replacing the current cluster in the first plurality of clusters with the
refined plurality of clusters; and continuing the cluster subdividing process with the refined
plurality of clusters in the first plurality of clusters.

[0010] The method can also include performing a combined selection process for each
cluster of the first plurality of clusters. The combined selection process can include, for each
cluster, computing an input space similarity measure, computing an output space similarity
measure; and computing a combined selection value as a function of the input and output space
similarity measures. If the combined selection value of the current cluster is equal to or greater
than a combined selection criteria, then maintaining the current cluster in the first plurality of
clusters. If the combined selection value of the current cluster is less than the combined
selection criteria, then subdividing the current cluster of the first plurality of clusters based on the
input and output space similarity measures; replacing the current cluster with the subdivided

clusters, and repeating the combined selection process for each of the subdivided clusters.
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[0011] A computer automated method of clustering a plurality of documents is disclosed
where each document includes input space data and output space data. For each document in the
plurality of documents, the method includes reading the input space data of the document;
computing an input space similarity measure between the document and other documents of the
plurality of documents; aggregating the documents into a first plurality of clusters based on the
input space similarity measure; and storing the first plurality of clusters in a database. The
method also includes performing a refining process for each cluster in the first plurality of
clusters. The refining process can include reading the input and output space data of the
documents in the cluster; computing an input space similarity measure for the plurality of
documents in the cluster; computing an output space similarity measure for the plurality of
documents in the cluster; computing a combined similarity measure based on the input and
output space similarity measures; and maintaining or subdividing the cluster based on the
combined similarity measure.

[0012] Maintaining or subdividing the cluster based on the combined similarity measure can
include comparing the combined similarity measure to a combined selection criteria. If the
combined similarity measure meets the combined selection criteria, then maintaining the current
cluster in the first plurality of clusters. If the combined similarity measure does not meet the
combined selection criteria, then subdividing the current cluster based on input and output space
similarity measures; replacing the cluster in the first plurality of clusters with the subdivided
clusters, and repeating the refining process for each of the subdivided clusters.

[0013] A computer automated method of clustering a plurality of documents is disclosed

where each document includes input space data and output space data. The method includes, for
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each document in the plurality of documents, reading the input and output space data of the
document; computing an input space similarity measure between the document and other
documents of the plurality of documents; computing an output space similarity measure between
the document and other documents of the plurality of documents; aggregating the documents into
a plurality of clusters based on the input and output space similarity measures; and storing the
plurality of clusters in memory or storage. Aggregating the documents into a plurality of
clusters can include forming a hierarchical tree based on the input and output space similarity
measures, the hierarchical tree having a root node covering all of the plurality of documents,
branching into intermediate nodes covering subsets of the plurality of documents, and branching
into leaf nodes covering individual documents of the plurality of documents. The hierarchical
tree includes a leaf node for each document of the plurality of documents. Aggregating the
documents into a plurality of clusters can further include computing a node similarity measure
for each node of the hierarchical tree; and performing a depth first search of the hierarchical tree
starting with the root node to form a forest of sub-trees of the hierarchical tree by comparing the
node similarity measure for the current node in the depth first search with a node similarity

threshold.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014] The above mentioned and other features and objects of this invention, and the
manner of attaining them, will become more apparent and the invention itself will be better
understood by reference to the following description of embodiments of the invention taken in

conjunction with the accompanying drawings, wherein:
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[0015] FIG. 1 illustrates a top level overview of an exemplary interactive electronic data
gathering system that remotely administers questionnaires, in this embodiment to remotely
monitor chronically ill patients, and the system can use data clustering algorithms to help with
analyzing the gathered data;

[0016] FIG. 2 shows an exemplary set of question and response data from a session of the
medical monitoring system of Figure 1;

[0017] FIG. 3 illustrates an exemplary approach for aggregating question and response data;
[0018] FIG. 4 illustrates an exemplary document versus word matrix that can be used in
determining textual similarity;

[0019] FIG. 5 shows an exemplary top-level flow diagram that can be used by a document
clustering system,;

[0020] FIG. 6 shows an exemplary hierarchical tree of clusters including a root node, leaf
nodes and several intermediate nodes between the root node and the leaf nodes;

[0021] FIG. 7 shows a forest of sub-trees selected from the cluster tree of Figure 6 when
using a preselected similarity threshold,;

[0022] FIG. 8 shows a graph illustrating cluster selection of clusters in a high-quality cluster
region determined based on input space similarity and output space similarity;

[0023] FIG. 9 is a flow chart illustrating an exemplary mode of operation of a system
utilizing a method for clustering data in input and output spaces;

[0024] FIG. 10 illustrates an exemplary operating environment comprising several computer

systems that are coupled together through a network; and
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[0025] FIG. 11 illustrates an exemplary computer system that can be used as a client
computer system or a server computer system or as a web server system.

[0026] Corresponding reference characters indicate corresponding parts throughout the
several views. Although the exemplification set out herein illustrates embodiments of the
invention, in several forms, the embodiments disclosed below are not intended to be exhaustive

or to be construed as limiting the scope of the invention to the precise forms disclosed.

DESCRIPTION OF EXEMPLARY EMBODIMENTS

[0027] Many data clustering algorithms use a metric to assess the homogeneity of samples
within a cluster. The clustering algorithms typically consider sample homogeneity but not
variable homogeneity. Both sample and variable (data) type homogeneity can be considered in
the clustering process.

[0028] Data gathering is taking place in all aspects of the economy using available and new
technology. For example, during on-line browsing and shopping, online retailers, other websites
and service providers are monitoring activity of network users, collecting and storing activity
data and analyzing that data to target advertisements, produce sales and generate revenue. There
are also interactive query systems that generate data for analysis, such as helpdesk systems for
customer service, or medical monitoring systems for patient health. There are numerous other
systems and scenarios where data is collected and/or stored for analysis.

[0029] A medical monitoring system will be used as an example of one of the numerous
systems for description of the data collection and analysis process. It will be appreciated that the

principles explained will apply to data gathering and/or to data analysis applicable to numerous
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other systems. The principles for data gathering or data analysis described herein can be used
independently or combined.

[0030] Figure 1 illustrates a top level overview of an exemplary interactive electronic
system to remotely administer questionnaires. Examples of questionnaires can include, but are
not limited to, computer helpdesk applications or (tele-)medical monitoring and data gathering
systems to remotely monitor chronically ill patients. Data clustering algorithms can help with
analyzing the gathered data by aggregating the responses, possibly from different subjects, to
semantically equivalent questions. The exemplary embodiment illustrated in Figure 1 is directed
to an interactive medical monitoring data gathering system 100 to remotely monitor chronically
ill patients. The medical monitoring system 100 can conduct remote sessions with a patient
through a remote patient interface device. During each session, at block 102, an automated
computing system electronically presents queries related to the patient through a
communications network to the remote patient interface. Excerpts from an exemplary set of
queries presented during a session are shown in Figure 2. The patient responds to each query by
entering a response using an input device of the remote patient interface which is sent back
through the communications network to the computing system. At block 104, the computing
system stores the received patient responses in memory or storage, and processes the patient
responses to determine further queries and to compute risk values based on system rules. Patient
responses that indicate worsening conditions or risky behavior can be assigned a high risk value,
while those indicating stable or improving conditions can be assigned a lower risk value. At
block 106, if the session is not complete then the system 100 returns to block 102 to present

further queries to the patient, and if the session is complete the system 100 proceeds to block
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108. At block 108, the computing system determines if the computed risk values during the
interactive session exceed a risk threshold to warrant further action. If the risk values do not
exceed the risk threshold, then at block 112 the computing system 100 stores the query and
response data from the session in memory or storage without notifying the nurse or other
healthcare provider. If the risk values exceed the risk threshold, then at block 114 the system
100 stores the query and response data in memory or storage, generates a notification message
and sends the notification to a nurse or other healthcare provider of the high risk values. When a
notification is received, the healthcare provider can contact the patient and determine if
hospitalization or other action is necessary. The stored query and response data from any session
can be reviewed and analyzed at the convenience of or as needed by an authorized person.

[0031] The exemplary query and response data shown in Figure 2 includes several types of
information. The first question is used to establish the identity of the patient. This could also
include entering a user identifier and/or password. Questions 2-4 are background questions.
Questions 5-7 are patient health questions. Following question 7, some informational messages
and instructions are presented to the patient. Question 8 is a random trivia question to entertain
the patient and help keep their interest in the current session and encourage them to come back
for future sessions.

[0032] The automated system 100 can help alleviate the data analysis burden on the
healthcare provider of reviewing every session or interacting with every patient, which can allow
the healthcare provider to focus on the patients currently in high risk situations and can help
avoid unnecessary hospitalizations. The system 100 can also analyze and combine data stored

over multiple sessions to look for trends or other patterns to be monitored. For example, if a

-10-
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significant number of patients have a pattern of continually rising blood sugar over a certain
period of time followed by a hospital admission for a blood sugar related issue, then the system
100 can automatically monitor and analyze the collected data to look for this pattern and notify
the healthcare provider when a similar pattern of continually rising blood sugar over a period of
time is found for a patient. The healthcare provider can then take appropriate action to
proactively intervene and try to break the pattern and prevent the need for hospital admission.
[0033] The question and response data collected by this exemplary system 100 and other
systems can present various challenges, for example very sparse data, correlation among
questions and appropriate feature selection. Some reasons for the sparse data are that the system
can transmit different question sets to the patient during different sessions, and the received
response values can be heterogeneous (categorical, ordinal, real, etc.). Some reasons for the
correlation challenges can be follow-up questions intended to elicit more details with respect to a
particular issue, and semantically equivalent questions that can elicit the same information.
Typos in the response data, paraphrasing of the same questions and stripping away of irrelevant
questions, such as the trivia question 8 shown in Figure 2 can pose challenges for feature
selection.

[0034] One method of analyzing the collected data is by document clustering. The
computing system can use text metrics on the documents/queries to compare and cluster similar
documents. For example, if the system processing determines that 80% of the same words
appear in two queries, then it is likely that the two queries are intended to obtain the same
information and the system can group the two documents in the same cluster. Also, the system

can store lists of synonyms and if processing determines that two documents have the same
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words except that one uses a synonym for a word in the other document, then the system can
group the two documents in the same cluster. There can be different degrees to how finely-
grained or coarsely-grained the system processing clusters the documents together, sometimes
referred to as hierarchical clustering. One problem with this method is that questions can be
extremely high in text similarity but with one different word be intended to elicit completely
different information. For example, “When was your computer made?” and “How was your
computer made?” have only one different word but are intended to elicit completely different
responses. However, by looking at the responses to the queries, or the type and distribution of
responses for a cluster, system processing can separate these highly similar queries into different
clusters. Thus, using both the input space, query/question information, and the output space,
response/answer information, an automated data analysis system can more effectively cluster
documents for analysis.

[0035] Figure 3 illustrates an exemplary approach for aggregating questions and responses.
The upper blocks in Figure 3 illustrate the question and response database stored in memory or
storage before aggregation, and the lower blocks illustrate the question and response database
after aggregation. Before aggregation, the database includes a session identifier 302, a responder
or patient identifier 304, responses to a first question 310, responses to a second question 312,
responses to a third question 320 and responses to a fourth question 322. The system processes
the responder identifier 304 to determine that all of the responses are from the same patient, and
processes the session identifier 302 to determine that the stored responses were collected in three
different sessions with that patient. During session 123, the second and third questions were

asked; during session 456, the first and fourth questions were asked; and during session 789, the
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first and third questions were asked. A “NULL” entry in the database means that the question
was not asked during that session. The four questions are as follows:

Question 1: How do you do?

Question 2: How are you?

Question 3: What is your blood pressure today?

Question 4: What is today’s blood pressure?
The first and second questions are semantically equivalent, and the third and fourth questions are
semantically equivalent. During aggregation the system can process the questions to determine
semantically equivalent questions, and then the system can aggregate the responses to
semantically equivalent questions as shown in Figure 3. The system processing can aggregate
the responses to the first question 310 and to the second question 312 into first aggregated
responses 314 as if they came from the same question. Likewise, the system processing can
aggregate the responses to the third question 320 and to the fourth question 322 into second
aggregate responses 324 as if they came from the same question. In this way different, basically
redundant questions intended to elicit the same information can be used to make the system
interactions more interesting for the patient, and the system processing can then aggregate the
redundant questions and their responses during clustering.
[0036] If redundant questions are known beforehand by the system, then they can be
aggregated with minimal analysis. However, data sets may be received for analysis by the
system where it is not known if there are redundant questions. Various methods can be used by
the computing system to cluster documents (question/response, or other stored data), for example

a method can include one or more of the following: processing the questions to determine text
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similarity, processing the responses to determine text similarity, processing the responses to
determine numerical similarity. An exemplary method that can be used by the system to
determine numerical similarity is to calculate the distributions of the numerical responses to
different queries and analyze and compare the distributions.
[0037] An exemplary clustering approach that uses the input space or queries, and the
output space or responses, can include the following. The system can analyze the input space to
calculate text similarity in the input space, and can then aggregate documents (query/response
pairs) in a cluster based on the calculated text similarity. Then the system can analyze these
clusters to determine questions that elicit the same type of information, similarity in the response
or output space, and can aggregate the documents in more refined clusters based upon the
analysis of the output space. Figure 4 illustrates a word matrix that can be used in an exemplary
implementation of this approach for determining whether to cluster the following three
questions:

Question 1: What is your blood sugar?

Question 2: Please enter your blood sugar.

Question 3: Is your blood sugar too high?
Figure 4 shows a document versus word matrix. In this matrix, the system breaks each question
(or document) down into its individual words. A word may appear multiple times per document.
For this reason, each row in the document versus word matrix represents a multi-set of words.
Document versus word matrices can be used as a data representation to calculate textual
similarity. The textual similarity comparison reveals that all three questions have some textual

similarity and include the words “your,” “blood” and “sugar.” Thus, using textual similarity
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alone, the system may group all three questions in the same cluster. The first and second
questions are intended to elicit the same response data, which is a numerical response of blood
sugar level; however the third question is intended to elicit a non-numeric, ‘yes’ or ‘no’
response. By looking at the output space or response distribution for these questions, the system
can determine to put the third question in a separate cluster. The textual similarity of the first
two questions and the numerical similarity of their responses should cause the system to group
the first two questions and their responses in the same cluster. Even though the third question is
textually similar to the first two, its response values are clearly drawn from a different
distribution (only ‘Yes’=1 and ‘No’=0) than the first two questions. The benefits of this
approach of looking at both the input and output spaces are that it can reduce the sparseness of
the data, solve typos and paraphrasing issues, and reduce the data dimensionality.

[0038] Figure 5 shows an exemplary top-level flow diagram 500 that can be used by an
automated system for document clustering. At block 502, the system can analyze the initial
questions or input space, and at block 504 the system can generate a document versus word
matrix (see for example Figure 4). At block 506 the system can analyze a global stop-word list
that can be input and stored by the system. Stop-words can include, for example, articles (a, an,
the, etc), pronouns, auxiliary verbs or other unnecessary words that can be removed from a
sentence before constructing the document versus word matrices at block 504. Standard stop-
word removal may not work well because several standard stop-words can be important for the
data analysis. For example “what,” “when,” “why,” “hour,” “day, “week,” etc. may be included
in a standard stop-word list but may be important for system analysis because these words can be

used during analysis to discriminate between the intentions of different queries. At block 508,
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the system pre-processing/post-processing analysis can be used to delete potentially important
words from the global stop-words list, and to add any additional acceptable stop-words, to arrive
at an intelligent stop-words list which is stored and used by the system for document analysis.
At block 504, the intelligent stop-words list from block 508 can be used by the system in
analyzing the stored documents and generating document versus word matrices. At block 510,
the system analyzes the document versus word matrices from block 504 using various clustering
methods to generate and output a hierarchical tree of clusters at block 512. The system can use
clustering methods that include, for example, calculating similarity measures of the document
input space to provide a tree of clusters with correlation measures based on the similarity
measures used, for example textual similarity of the input space. The system can use K-means,
Agglomerative, Bisecting K-means or other clustering algorithms. Various similarity measures
can be used by the system clustering to normalize the document versus word matrix, for example
term frequency-inverse document frequency (tf-idf) or cosine similarity measures.

[0039] Figure 6 shows an exemplary hierarchical tree of clusters 600. The tree includes a
root node 602, leaf nodes 606 and several intermediate nodes 604 between the root node 602 and
the leaf nodes 606. Each node represents a cluster, and by going down the tree 600 from the root
node 602 towards the leaves 606, the cluster size decreases. The root node 602 represents a
cluster with all of the documents in one cluster. Each leaf node 606 represents a cluster with a
single document. Thus, this exemplary tree 600 is for a set of eight documents.

[0040] The root node 602 and each of the intermediate nodes 604 includes a normalized
similarity measure calculated by the system ranging from 0 to 1, of course other similarity

measures and ranges can be used. In this example, the root node 602 has a similarity measure of
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0.2, and the similarity measure of smaller more-correlated clusters gets progressively higher as
the tree 600 is traversed towards the leaf nodes 606. Since each leaf node 606 only includes one
document, its similarity value is 1.0.

[0041] The hierarchical tree of clusters 600 can be used by the system to select a forest of
clusters using a similarity threshold. Text metrics by themselves are typically not sufficient to
select a final high-quality set of clusters. The system can select a forest of clusters from the
hierarchical tree of clusters 600 so that the forest: (1) covers all of the documents, and (2) has
each cluster be as large as possible and still meet or exceed the similarity threshold, i.c., the
lowest similarity measure in the branch that exceeds the similarity threshold. Figure 7 shows a
forest of selected clusters 700 for the cluster tree 600 when using a similarity threshold of 0.7.
The forest of clusters 700 includes four trees covering all of the documents with each root cluster
having a similarity measure above the threshold of 0.7. The first root cluster 702 covers three
documents and has a similarity value of 0.75. The second and third root clusters 704, 706 each
cover a single document and thus each has a similarity value of 1.0. The fourth root cluster 708
covers three documents and has a similarity value of 0.75.

[0042] Each of the individual trees of the forest 700 can be examined by the system to
assess the quality of that individual tree. The system can assess quality based on similarity
measures of the document output space, responses/answers, for each of these trees, for example
numerical or textual similarity of the output space can be used. Numeric similarity measures can
measure how likely it is that two sets of responses are from the same distribution. The system
can calculate numeric similarity of two response sets by various methods including, for example,

t-test, analysis of variance (ANOVA), or by calculating the Kullback-Leibler divergence. The
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system can use depth first search (DFS) traversal of the tree based on both text similarity and
numeric similarity of the document output space.

[0043] Figure 8 shows a graph 800 illustrating cluster selection based on input space
similarity and output space similarity. The horizontal axis measures the input space similarity
with an input space similarity threshold T;. The vertical axis measures the output space
similarity with an output space similarity threshold To. The input and output space thresholds
T}, To can be identified empirically by the system to identify high-quality clusters. The system
can then plug the input and output space similarity measures into a function to determine the
quality of the clusters and whether the cluster meets the criteria for a high-quality cluster.

[0044] Figure 8 shows a simple linear function defining a boundary 804 of a high-quality
cluster region 810. The function defining the boundary 804 for the high-quality cluster region
810 can be more complex or be defined by a higher order function of input space and output
space similarity measures for the clusters. For example, if it is known that input space similarity
is more important than output space similarity, then the system can use a boundary function that
weights input space similarity higher in determining the high-quality cluster region 810.

[0045] Selections of document/question clusters that are as general as possible (comprise as
many documents/questions as possible) and as narrow as necessary (meet the minimum
similarity threshold) can be determined in various different ways including that described above.
Some exemplary methods for cluster selection are described below. In the following examples,
“text similarity” is used to refer to input space similarity and “numeric similarity” is used to refer

to output space similarity. It should be understood that these are meant to be general terms
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encompassing any appropriate similarity measures for the input spaces and the output spaces of
the documents.

[0046] The system can aggregate documents into clusters as much as possible in form of a
cluster hierarchy. The system can then “backtrack” and subdivide these clusters if it has
aggregated too aggressively. During a subsequent selection step the system can subdivide
clusters by simply going down the cluster hierarchy tree. In this embodiment, the system
initially only combines, starting with clusters that only contain 1 document and recursively
combining clusters to contain more and more documents as the clustering tree is built up. The
root node of the clustering tree, also known as a dendrogram, contains all of the documents.
Subsequent selection step(s) can then subdivide these clusters by traversing the cluster hierarchy
tree.

[0047] One way, as described above, is for the system to use a hierarchical clustering
algorithm to create a tree of clusters, where the leaves of the tree represent single documents, and
the inner nodes and root node of the tree represent collections of documents that are similar
according to a computed measure of text or document similarity. A set of inner nodes and/or
leaves within this tree can then be selected by the system that forms a forest of sub-trees such
that all documents are covered. A document is covered by an inner node if there is a path in the
cluster tree from the inner node representing the cluster to the leaf node representing the
document in question. Each sub-tree in the forest can then be examined by the system with
respect to the numerical similarity of all documents covered by the root node of that sub-tree.
The system can consider a set of documents numerically similar if the likelihood that the

responses/annotations associated with these documents have been sampled from the same
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probability distribution is larger than a previously set output threshold used by the system. In a
second selection step, the system can select sub-trees of the sub-trees to find those smaller sub-
trees that have the minimal text and numerical similarity to satisfy a combined selection criteria
for document similarity. The combined selection criterion used by the system can analyze the
separate (minimum) thresholds for both numerical and text similarity such as shown in Figure 8.
Alternatively, the combined selection criterion used by the system can be an affine function
dependent on both text and numeric similarity, or some other arbitrary function taking both text
and numerical similarity as input.

[0048] Alternatively, the system can calculate the combined selection criterion for both
numerical and text similarity as the initial cluster tree is traversed. In this way, inner nodes of
the initial hierarchical cluster tree are tested to determine if the input space and output space
satisfy the combined selection criterion. In this way, one selection step that computes a
combined input space and output space similarity measure can be used to determine the final
forest of high-quality clusters.

[0049] In yet another alternative, the system can generate the initial hierarchical cluster tree
based on a combined measure of text similarity and numeric similarity. Given document
responses/annotations, the system can perform the initial clustering based on the combined
textual and numeric selection criteria. This may lead to the generation of a different, possibly
better suited hierarchy of documents. The system can then perform document cluster selection
by traversing this combined hierarchy and selecting all clusters that meet a minimum threshold
for the combined selection criterion. The similarity measure of each node having been computed

by the system for the combined selection criterion.
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[0050] The document clustering approach described above can be used to decrease the
number of independent variables (aka “features”) for data driven techniques such as automatic
creation of statistical prediction or classification models. To this end, the number of independent
variables can be reduced by merging responses to questions or annotations of documents that
belong to questions/documents that are likely semantically equivalent. The assumption is that
those questions/documents are semantically equivalent that meet the combined selection criterion
for both text and numeric similarity. That means, documents that have similar textual
representations and for which responses/annotations appear to be drawn from the same
probability distribution can be considered semantically equivalent by the system. For some
applications, however, merging responses/annotations may not be possible in a straight-forward
fashion. Consider the following example:

The protocol of a customer service line for laptop computers may suggest that some

but possibly not all customers are asked one or both of these two questions during a

phone call:

a. Is your power supply connected to a power outlet?
b. Is your power supply connected to your laptop?

According to the combined selection criterion, the approach outlined above may suggest that the
system merge the responses for question a. and b. Some customers, however, may have
answered both questions during one phone call. For this reason, either the response to question
a. or the response to question b. would be discarded by the system when aggregating the samples
for the independent variables associated with the responses to these questions. In a final step,

methods such as “sparse principal component” analysis can be used by the system to select

21-



WO 2014/150593 PCT/US2014/023729

which variable will be discarded when merging responses/annotations to create new independent
variables/features.

[0051] The discussion with regard to Figure 8 describes an exemplary method for
determining a decision boundary, and how it can be used for clustering data in input and output
spaces. This decision boundary, which can be a simple linear or a more complex higher order
polynomial function, determines a threshold for a combination of similarity measures.
Parameters of this function can also be adjusted by an automated system such as a system
illustrated by the exemplary flow diagram 900 shown in Figure 9: This automated system can be
implemented on the exemplary system illustrated in Figures 10 and 11.

[0052] At step 902, the system automatically initializes the parameters of the decision
boundary function. In this step the parameters can even be initialized with automatically
generated pseudo-random numbers. At step 904, the method for clustering data in input and
output spaces is invoked with the current parameters of the decision boundary function. The
result of step 904 is a forest of clustering trees. The trees of this forest determine which
documents should be regarded as semantically equivalent.

[0053] At step 906, the system determines whether ancillary annotations or labels are
available that provide information as to whether documents are truly semantically equivalent or
not. If ancillary annotations are not available then control passes to step 908; otherwise control
passes to step 916. Ancillary annotations may not be available for the initial pass, but will be
added during an evaluation step described below.

[0054] At step 908, certain trees are selected by an automated procedure for evaluation. The

documents in a tree are deemed semantically equivalent by the method for clustering data in
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input and output spaces. The automated selection mechanism can select a sub-set of the trees in
the forest at random, or it can employ a different selection strategy.

[0055] At step 910, the documents clustered in the trees selected in step 908 are presented
for evaluation. The evaluation can be performed by a human using a computer system. The
evaluator marks, for example by clicking on check-boxes in a web page, which documents are
semantically equivalent and which are not equivalent. In this way, pairs of documents are
annotated with additional information as to whether documents are semantically equivalent or
not. These annotations are also known as “ground truth” or “labels.” At step 912, the documents
together with the labels are used as input to a semi-supervised machine learning algorithm.
Semi-supervised learning algorithms process the data samples with the associated labels. Labels
or annotations are typically only available for a limited amount of the data sample; the larger part
of the data sample being unlabelled or not annotated. At step 914, the learning algorithm is run
on the partially annotated data sample. From this labeled data, the system can estimate the
probability of annotations P(Y), and the probability of documents given an annotation P(X|Y).
From the unlabeled data, which is typically the bigger portion of the data, the system can
estimate P(X?). This can be a very good estimate of the probability of documents, because of the
amount of data available. Using Bayes’ law of total probability, the system can also estimate
P(X) from P(X|Y) by integrating or summing over all outcomes Y. This estimate is usually not
as good because only a limited amount of labeled data is used to estimate P(X[Y). The estimate
of P(X|Y) can then be adjusted such that the resulting P(X), from the labeled data, is as close as
possible as the estimate of P(X’) from the unlabeled data. In other words, the statistical model

for P(X|Y) can be adjusted, so Z,P(X|Y=y)*P(Y=y) is as close to P(X") as desired. The output of
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the semi-supervised machine learning algorithm, also called a model, contains the adjusted
parameters for the decision boundary which better separates semantically equivalent from
semantically different documents. After the parameters for the decision boundary have been
adjusted, the system returns to step 904 to re-cluster the data with the adjusted decision boundary
parameters.

[0056] During subsequent passes, for at least the documents evaluated at step 910
annotations are available that indicate whether the documents are semantically equivalent or not.
At step 916, the system uses these annotations, to evaluate and display quality metrics showing
how accurately the decision boundary is able to tell apart semantically different from
semantically equivalent documents. At step 918, it is determined whether the quality metrics are
acceptable. This can be done, for example, by having thresholds or other criteria for the quality
metrics. If the quality metrics are not acceptable, then control passes back to step 910 where
additional documents will be evaluated. If the quality metrics are acceptable, then control passes
to block 920 where the process terminates with decision boundary parameters that adequately
separate semantically equivalent from semantically different documents.

[0057] The following description of Figures 10 and 11 is intended to provide an overview of
exemplary computer hardware and other operating components suitable for performing the
methods of the invention described above. However, it is not intended to limit the applicable
environments. One of skill in the art will immediately appreciate that the invention can be
practiced with other computer system configurations, including hand-held devices,
multiprocessor systems, microprocessor-based or programmable consumer electronics, network

PCs, minicomputers, mainframe computers, and the like. The invention can also be practiced in
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distributed computing environments where tasks are performed by remote processing devices
that are linked through a communications network, such as a local area network (LAN), wide-are
network (WAN), or over the Internet.

[0058] Figure 10 shows several computer systems 1 that are coupled together through a
communications network 3, such as the Internet. The term "Internet" as used herein refers to a
network of networks which uses certain protocols, such as the TCP/IP protocol, and possibly
other protocols such as the hypertext transfer protocol (HTTP) for hypertext markup language
(HTML) documents that make up the World Wide Web (web). The physical connections of the
Internet and the protocols and communication procedures of the Internet and other networks are
well known to those of skill in the art. Access to the Internet 3 can be provided by Internet
service providers (ISP) or by other methods known in the art. Users on client systems, such as
client computer systems 21, 25, 35, and 37 obtain access to the Internet which allows users of the
client computer systems to exchange data, receive and send messages, documents and other
information with other users and systems over the communications network 3. This information
can be provided by web servers, such as server computer system 11.

[0059] The server computer system 11 is typically at least one computer system which
operates as a server computer and is configured to operate with the certain protocols and is
coupled to the Internet. The web server computer system 11 is shown coupled to a web content
database 10. It will be appreciated that the web server computer system 11 can be multiple
computer systems having different software components providing web server functionality and

server functionality.
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[0060] The client computer systems 21, 25, 35, and 37 can each, with the appropriate
software, view HTML pages and other data provided by the web server 11. Internet connectivity
is provided to the client computer system 21 through a modem interface 23 which can be
considered part of the client computer system 21. The client computer system can be a personal
computer system, a network computer, a consumer electronic system, a handheld device, or other
such electronic computing device. Client computer system 25 is coupled through a modem
interface 27 while client computer systems 35 and 37 are part of a LAN. While Figure 10 shows
the interfaces 23 and 27 as generically as a "modem," it will be appreciated that each of these
interfaces can be an analog modem, ISDN modem, cable modem, satellite transmission interface,
or other interfaces for coupling a computer system to other computer systems. Client computer
systems 35 and 37 are coupled to a LAN 33 through network interfaces 39 and 41, which can be
Ethernet network or other network interfaces. The LAN 33 is also coupled to a gateway
computer system 31 which can provide firewall and other Internet related services for the local
area network. This gateway computer system 31 provides Internet connectivity to the client
computer systems 35 and 37. The gateway computer system 31 can be a conventional server
computer system. Also, the web server system 11 can be a conventional server computer system.
Alternatively, a server computer system 43 can be directly coupled to the LAN 33 through a
network interface 45 to provide files 47 and other services to the clients 35, 37, without the need
to connect to the Internet 3 through the gateway system 31.

[0061] Figure 11 shows an exemplary computer system that can be used as a client
computer system or a server computer system or as a web server system. The computer system

51 interfaces to external systems through a modem or network interface 53. It will be
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appreciated that the modem or network interface 53 can be considered to be part of the computer
system 51. This interface 53 can be an analog modem, ISDN modem, cable modem, token ring
interface, satellite transmission interface, or other interfaces for coupling a computer system to
other computer systems. The computer system 51 includes a processing unit 55, which can be a
conventional microprocessor. Memory 59 is coupled to the processor 55 by a bus 57. The bus
57 couples the processor 55 to the memory 59 and also to non-volatile storage 65 and to display
controller 61 and to the input/output (I/O) controller 67. The display controller 61 controls a
display on a display device 63 which can be a cathode ray tube (CRT), liquid crystal display
(LCD) or other type of display device. The input/output devices 69 can include a keyboard, disk
drives, printers, a scanner, and other input and output devices, including a mouse or other
pointing device. A digital image input device 71 can be a digital camera which is coupled to an
I/O controller 67 in order to allow images from the digital camera to be input into the computer
system 51. The non-volatile storage 65, an example of a "computer-readable storage medium"
and a "machine-readable storage medium", is often a magnetic hard disk, an optical disk, a USB
drive or another form of storage for large amounts of data. Some of this data is often written, by
a direct memory access process, into memory 59 during execution of software in the computer
system 51. One of skill in the art will recognize that the terms "computer-readable medium" and
"machine-readable medium" include any type of "computer-readable storage medium" and
"machine-readable storage medium" (e.g., storage device) that is accessible by the processor 55.
[0062] It will be appreciated that the computer system 51 is one example of many possible
computer systems which have different architectures. For example, personal computers based on

an Intel microprocessor often have multiple buses, one of which can be an input/output (I/O) bus
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for the peripherals and one that directly connects the processor 55 and the memory 59 (often
referred to as a memory bus). The buses are connected together through bridge components that
perform any necessary translation due to differing bus protocols.

[0063] It will also be appreciated that the computer system 51 is controlled by operating
system software which includes a file management system, such as a disk operating system,
which is part of the operating system software. One example of operating system software with
its associated file management system software is the Windows family of operating systems
from Microsoft Corporation of Redmond, Washington, and their associated file management
systems. The file management system is typically stored in the non-volatile storage 65 and
causes the processor 55 to execute the various acts required by the operating system to input and
output data and to store data in memory, including storing files on the non-volatile storage 65.
[0064] While this invention has been described as having an exemplary design, the present
invention may be further modified within the spirit and scope of this disclosure. This application
is therefore intended to cover any variations, uses, or adaptations of the invention using its

general principles.
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Additional Concepts

Concept 1. A system for clustering a plurality of documents, each document including input
space data and output space data, the system comprising:

an input space input module for reading the input space data of each individual document
in the plurality of documents,

an input space processor for computing an input space similarity measure between the
individual document and the other documents of the plurality of documents, and for aggregating
the plurality of documents into a first plurality of clusters based on the input space similarity
measure;

an output space input module for reading the output space data of the documents in a
particular cluster of the first plurality of clusters;

an output space processor for computing an output space similarity measure for the
plurality of documents in the particular cluster of the first plurality of clusters, and for
maintaining or subdividing the particular cluster in the first plurality of clusters based on the
output space similarity measure; and

a storage device for storing the first plurality of clusters.

Concept 2. The system of concept 1, wherein the input space similarity measure is a textual

similarity measure.

Concept 3. The system of concept 2, wherein the input space processor generates a document

versus word matrix.
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Concept 4.  The system of concept 3, wherein the input space processor retrieves a stop-words
list from memory or storage; and strips away words from the input space data of the individual

document using the stop-words list prior to generating the document versus word matrix.

Concept 5. The system of concept 1, wherein the input space processor:

forms a hierarchical tree based on the input space similarity measure, the hierarchical tree
having a root node covering all of the plurality of documents, branching into intermediate nodes
covering subsets of the plurality of documents, and branching into leaf nodes covering individual
documents of the plurality of documents, the hierarchical tree including a leaf node for each
document of the plurality of documents;

computes a node similarity measure for each node of the hierarchical tree;

retrieves a node similarity threshold, the node similarity threshold being less than the
node similarity measure of the leaf nodes of the hierarchical tree; and

performs a graph traversal search of the hierarchical tree starting with the root node to

form a forest of sub-trees of the hierarchical tree.

Concept 6.  The system of concept 5, wherein, when performing the graph traversal search of
the hierarchical tree starting with the root node to form a forest of sub-trees of the hierarchical
tree, the input space processor:

compares the node similarity measure for a current node in the graph traversal search

with the node similarity threshold; and
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if the node similarity measure of the current node is equal to or greater than the node
similarity threshold, the input space processor stores the current node as a cluster in the first
plurality of clusters, stops proceeding down the depth of the current branch of the hierarchical
tree, and continues the graph traversal search on the next branch of the hierarchical tree; and

if the node similarity measure of the current node is less than the node similarity
threshold, the input space processor continues the graph traversal search further down the depth

of the current branch of the hierarchical tree.

Concept 7. The system of concept 6, wherein, when computing an output space similarity
measure and maintaining or subdividing the particular cluster in the first plurality of clusters
based on the output space similarity measure, the output space processor:
retrieves an output space similarity threshold from memory; and
performs a refining process for each cluster of the first plurality of clusters where the
output space processor:
computes an output space similarity measure for a current cluster of the first
plurality of clusters;
if the output space similarity measure is equal to or greater than the output space
similarity threshold, the output space processor maintains the current cluster and
continues the refining process with the next cluster of the first plurality of clusters; and
if the output space similarity measure is less than the output space similarity
threshold, the output space processor determines types and distributions of the output
space data for the documents in the current cluster, subdivides the current cluster into

subdivided clusters based on the output space types and distributions; replaces the current
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cluster in the first plurality of clusters with the subdivided clusters, and continues the

refining process with the subdivided clusters in the first plurality of clusters.

Concept 8. The system of concept 7, further comprising a combination selection processor
that for each cluster of the first plurality of clusters performs the following combined selection
process:

computes an input space similarity measure for the current cluster;

computes an output space similarity measure for the current cluster;

computes a combined selection value for the current cluster as a function of the input and
output space similarity measures;

if the combined selection value of the current cluster is equal to or greater than a
combined selection criteria, maintains the current cluster in the first plurality of clusters; and

if the combined selection value of the current cluster is less than the combined selection
criteria, subdivides the current cluster of the first plurality of clusters based on the input and
output space similarity measures; replaces the current cluster with the subdivided clusters, and

repeats the combined selection process for each of the subdivided clusters.

Concept 9. The system of concept 6, further comprising a combination selection processor
that for each cluster of the first plurality of clusters performs the following combined selection
process:

computes an input space similarity measure for the current cluster;

computes an output space similarity measure for the current cluster;
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computes a combined selection value for the current cluster as a function of the input and
output space similarity measures;

if the combined selection value of the current cluster is equal to or greater than a
combined selection criteria, maintains the current cluster in the first plurality of clusters; and

if the combined selection value of the current cluster is less than the combined selection
criteria, subdivides the current cluster of the first plurality of clusters based on the input and
output space similarity measures; replaces the current cluster with the subdivided clusters, and

repeats the combined selection process for each of the subdivided clusters.

Concept 10.  The system of concept 1, wherein the output space processor determines an output
space type for each of the plurality of documents in the particular cluster; and separates
documents with different output space types into different clusters of the first plurality of

clusters.

Concept 11.  The system of concept 9, wherein the output space processor determines an output
space distribution for each of the plurality of documents in the particular cluster; and separates
documents with different output space distributions into different clusters of the first plurality of

clusters.

Concept 12.  The system of concept 1, wherein the output space similarity measure is a

numeric similarity measure.
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Concept 13. A computer automated system for clustering a plurality of documents, each
document including input space data and output space data, the system comprising:

an input space input module for reading the input space data of each individual document

in the plurality of documents,

an input space processor for computing an input space similarity measure between the

individual document and other documents of the plurality of documents, and for aggregating the
documents into a first plurality of clusters based on the input space similarity measure;
a refining processor which for each particular cluster in the first plurality of clusters:
reads the input and output space data of the documents in the particular cluster;
computes an input space similarity measure for the plurality of documents in the
particular cluster;
computes an output space similarity measure for the plurality of documents in the
particular cluster;

computes a combined similarity measure based on the input and output space
similarity measures;

maintains or subdivides the particular cluster in the first plurality of clusters based
on the combined similarity measure; and

a storage device for storing the first plurality of clusters.

Concept 14.  The system of concept 13, wherein, when the refining processor maintains or

subdivides the particular cluster, the refining processor:

compares the combined similarity measure to a combined selection criteria;
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if the combined similarity measure of the current cluster meets the combined selection
criteria, maintains the current cluster in the first plurality of clusters; and

if the combined similarity measure of the current cluster does not meet the combined
selection criteria, subdivides the current cluster of the first plurality of clusters based on input
and output space similarity measures; replaces the current cluster with the subdivided clusters,
and maintains or subdivides each of the subdivided clusters until the combined similarity

measure of all the subdivided clusters meet the combined selection criteria.

Concept 15. The system of concept 14, wherein, when aggregating the documents into a first
plurality of clusters, the input space processor:

forms a hierarchical tree based on the input space similarity measure, the hierarchical tree
having a root node covering all of the plurality of documents, branching into intermediate nodes
covering subsets of the plurality of documents, and branching into leaf nodes covering individual
documents of the plurality of documents, the hierarchical tree including a leaf node for each
document of the plurality of documents;

computes a node similarity measure for each node of the hierarchical tree;

retrieves a node similarity threshold, the node similarity threshold being less than the
node similarity measure of the leaf nodes of the hierarchical tree; and

performs a graph traversal search of the hierarchical tree starting with the root node to

form a forest of sub-trees of the hierarchical tree.
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Concept 16.  The system of concept 15, wherein, when performing a graph traversal search of
the hierarchical tree starting with the root node to form a forest of sub-trees of the hierarchical
tree, the input space processor:

compares the node similarity measure for a current node in the graph traversal search
with the node similarity threshold;

if the node similarity measure of the current node is equal to or greater than the node
similarity threshold, stores the current node as a cluster in the first plurality of clusters, stops
proceeding down the depth of the current branch of the hierarchical tree, and continues the graph
traversal search on the next branch of the hierarchical tree; and

if the node similarity measure of the current node is less than the node similarity
threshold, continues the graph traversal search further down the current branch of the

hierarchical tree.

Concept 17. The system of concept 16, wherein the input space processor generates a

document versus word matrix.

Concept 18.  The system of concept 17, wherein the input space processor retrieves a stop-

words list from memory, and strips away words from the input space data of each individual

document using the stop-words list prior to generating the document versus word matrix.

Concept 19. A computer automated system of clustering a plurality of documents, each

document including input space data and output space data, the system comprising:
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an input module for reading the input and output space data of each individual document
in the plurality of documents,

a processor for computing an input space similarity measure between the individual
document and the other documents of the plurality of documents, for computing an output space
similarity measure between the individual document and the other documents of the plurality of
documents; and for aggregating the documents into a plurality of clusters based on the input and
output space similarity measures; and

a storage device for storing the plurality of clusters in memory or storage.

Concept 20.  The system of concept 19, wherein the processor:

forms a hierarchical tree based on the input and output space similarity measures, the
hierarchical tree having a root node covering all of the plurality of documents, branching into
intermediate nodes covering subsets of the plurality of documents, and branching into leaf nodes
covering individual documents of the plurality of documents, the hierarchical tree including a
leaf node for each document of the plurality of documents;

computes a node similarity measure for each node of the hierarchical tree;

retrieves a node similarity threshold from memory, the node similarity threshold being
less than the node similarity measure of the leaf nodes of the hierarchical tree;

performs a graph traversal search of the hierarchical tree starting with the root node to
form a forest of sub-trees of the hierarchical tree in which the processor:

compares the node similarity measure for the current node in the graph traversal

search with the node similarity threshold;
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if the node similarity measure of the current node is equal to or greater than the
node similarity threshold, stores the current node as a cluster in the plurality of clusters,
stops proceeding down the depth of the current branch of the hierarchical tree, and
continues the graph traversal search on the next branch of the hierarchical tree; and

if the node similarity measure of the current node is less than the node similarity
threshold, continues the graph traversal search further down the current branch of the

hierarchical tree.
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Claims

We claim:
1. A computer automated method of clustering a plurality of documents, each document
including input space data and output space data, the method comprising:
for each document in the plurality of documents,
reading the input space data of the document from memory or storage;
computing an input space similarity measure between the document and other
documents of the plurality of documents using a computing device;
aggregating the document into a first plurality of clusters based on the input space
similarity measure;
storing the first plurality of clusters in a database;
for each cluster in the first plurality of clusters,
reading the output space data of the documents in the current cluster of the first
plurality of clusters;
computing an output space similarity measure for the plurality of documents in
the current cluster using the computing device; and
maintaining or subdividing the current cluster in the first plurality of clusters

based on the output space similarity measure.

2. The method of claim 1, wherein the input space similarity measure is a textual similarity
measure.
3. The method of claim 2, wherein computing an input space similarity measure comprises

generating a document versus word matrix.
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4. The method of claim 3, wherein computing an input space similarity measure further
comprises:

retrieving a stop-words list from memory or storage; and

stripping away words from the input space data of each document using the stop-words

list prior to generating the document versus word matrix.

5. The method of claim 1, wherein aggregating the documents into a first plurality of
clusters comprises:
forming a hierarchical tree based on the input space similarity measure, the hierarchical
tree having a root node covering all of the plurality of documents, branching into intermediate
nodes covering subsets of the plurality of documents, and branching into leaf nodes covering
individual documents of the plurality of documents, the hierarchical tree including a leaf node
for each document of the plurality of documents;
computing a node similarity measure for each node of the hierarchical tree;
retrieving a node similarity threshold from memory or storage, the node similarity
threshold being less than the node similarity measure of the leaf nodes of the hierarchical tree;
performing a graph traversal search over each node of the hierarchical tree starting with
the root node to form a forest of sub-trees of the hierarchical tree by:
comparing the node similarity measure for the current node in the graph traversal
search with the node similarity threshold;
if the node similarity measure of the current node is equal to or greater than the

node similarity threshold, storing the current node as a cluster in the first plurality of
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clusters, not proceeding further down the depth of the current branch of the hierarchical

tree, and continuing the graph traversal search on the next branch of the hierarchical tree;
if the node similarity measure of the current node is less than the node similarity

threshold, continuing the graph traversal search further down the current branch of the

hierarchical tree.

6. The method of claim 5, wherein computing an output space similarity measure and
maintaining or subdividing the current cluster in the first plurality of clusters based on the output
space similarity measure comprises:
retrieving an output space similarity threshold from memory or storage;
for each cluster of the first plurality of clusters, performing a cluster subdividing
process of:
computing an output space similarity measure for the current cluster;
if the output space similarity measure of the current cluster is equal to or
greater than the output space similarity threshold, maintaining the current cluster
and continuing the cluster subdividing process with the next cluster of the first
plurality of clusters;
if the output space similarity measure of the current cluster is less than the
output space similarity threshold, determining a type and distribution of the output
space data for the documents in the current cluster, subdividing the current cluster
into a refined plurality of clusters based on the output space type and distribution,

replacing the current cluster in the first plurality of clusters with the refined
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plurality of clusters; and continuing the cluster subdividing process with the

refined plurality of clusters in the first plurality of clusters.

7. The method of claim 6, further comprising performing the following combined selection
process for each cluster of the first plurality of clusters:

computing an input space similarity measure for the current cluster;

computing an output space similarity measure for the current cluster;

computing a combined selection value for the current cluster as a function of the input
and output space similarity measures;

if the combined selection value of the current cluster is equal to or greater than a
combined selection criteria, maintaining the current cluster in the first plurality of clusters; and

if the combined selection value of the current cluster is less than the combined selection
criteria, subdividing the current cluster of the first plurality of clusters based on the input and
output space similarity measures; replacing the current cluster with the subdivided clusters, and

repeating the combined selection process for each of the subdivided clusters.

8. The method of claim 5, further comprising performing the following combined selection
process for each cluster of the first plurality of clusters:

computing an input space similarity measure for the current cluster;

computing an output space similarity measure for the current cluster;

computing a combined selection value for the current cluster as a function of the input

and output space similarity measures;
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if the combined selection value of the current cluster is equal to or greater than a
combined selection criteria, maintaining the current cluster in the first plurality of clusters; and

if the combined selection value of the current cluster is less than the combined selection
criteria, subdividing the current cluster of the first plurality of clusters based on the input and
output space similarity measures; replacing the current cluster with the subdivided clusters, and

repeating the combined selection process for each of the subdivided clusters.

9. The method of claim 1, wherein
computing an output space similarity measure comprises determining an output space
type for each of the plurality of documents in the cluster; and
maintaining or subdividing the current cluster based on the output space similarity
measure comprises:
maintaining the current cluster when the output space type is the same for all of
the plurality of documents in the current cluster, and
subdividing the current cluster into multiple subdivided clusters when the output
space types are different for the plurality of documents in the current cluster, where the
output space types are the same for all of the documents in each of the subdivided

clusters.

10. The method of claim 9, wherein
computing an output space similarity measure further comprises determining an output

space distribution for the plurality of documents in the cluster; and
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maintaining or subdividing the current cluster based on the output space similarity
measure Comprises:
maintaining the current cluster when the output space distribution includes all of
the plurality of documents in the current cluster, and
subdividing the current cluster into multiple subdivided clusters when the output
space distribution does not include all of the plurality of documents in the current cluster,
where an output space distribution for each subdivided cluster includes all of the

documents in that subdivided cluster.

11.  The method of claim 1, wherein the output space similarity measure is a numeric

similarity measure.

12. A computer automated method of clustering a plurality of documents, each document
including input space data and output space data, the method comprising:
for each document in the plurality of documents,
reading the input space data of the document from memory or storage;
computing an input space similarity measure between the document and other
documents of the plurality of documents using a computing device;
aggregating the documents into a first plurality of clusters based on the input
space similarity measure;
storing the first plurality of clusters in a database;

for each cluster in the first plurality of clusters performing the following refining process,
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reading the input and output space data of the documents in the cluster;

computing an input space similarity measure for the plurality of documents in the
cluster using the computing device;

computing an output space similarity measure for the plurality of documents in
the cluster using the computing device;

computing a combined similarity measure based on the input and output space
similarity measures;

maintaining or subdividing the cluster based on the combined similarity measure.

13. The method of claim 12, wherein maintaining or subdividing the cluster based on the
combined similarity measure comprises

comparing the combined similarity measure to a combined selection criteria;

if the combined similarity measure meets the combined selection criteria, maintaining the
cluster in the first plurality of clusters; and

if the combined similarity measure does not meet the combined selection criteria,
subdividing the cluster based on the input and output space similarity measures; replacing the
cluster in the first plurality of clusters with the subdivided clusters, and repeating the refining

process for each of the subdivided clusters.

14.  The method of claim 13, wherein aggregating the documents into a first plurality of
clusters comprises:

forming a hierarchical tree based on the input space similarity measure, the hierarchical
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tree having a root node covering all of the plurality of documents, branching into intermediate
nodes covering subsets of the plurality of documents, and branching into leaf nodes covering
individual documents of the plurality of documents, the hierarchical tree including a leaf node
for each document of the plurality of documents;
computing a node similarity measure for each node of the hierarchical tree;
retrieving a node similarity threshold from memory or storage, the node similarity
threshold being less than the node similarity measure of the leaf nodes of the hierarchical tree;
performing a graph traversal search over each node of the hierarchical tree starting with
the root node to form a forest of sub-trees of the hierarchical tree by:
comparing the node similarity measure for the current node in the graph traversal
search with the node similarity threshold;
if the node similarity measure of the current node is equal to or greater than the
node similarity threshold, storing the current node as a cluster in the first plurality of
clusters, not proceeding further down the depth of the current branch of the hierarchical
tree, and continuing the graph traversal search on the next branch of the hierarchical tree;
if the node similarity measure of the current node is less than the node similarity
threshold, continuing the graph traversal search further down the current branch of the

hierarchical tree.

15.  The method of claim 14, wherein the input space similarity measure is a textual similarity

measure.
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16.  The method of claim 15, wherein computing an input space similarity measure comprises

generating a document versus word matrix.

17.  The method of claim 16, wherein computing an input space similarity measure further
comprises:

retrieving a stop-words list from memory or storage; and

stripping away words from the input space data of each document using the stop-words

list prior to generating the document versus word matrix.

18.  The method of claim 15, wherein the output space similarity measure is a numeric

similarity measure.

19. A computer automated method of clustering a plurality of documents, each document
including input space data and output space data, the method comprising:
for each document in the plurality of documents,

reading the input and output space data of the document from memory or storage;

computing an input space similarity measure between the document and other
documents of the plurality of documents using a computing device;

computing an output space similarity measure between the document and other
documents of the plurality of documents using the computing device;

aggregating the documents into a plurality of clusters based on the input and
output space similarity measures;

storing the plurality of clusters in memory or storage.
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20. The method of claim 19, wherein aggregating the documents into a plurality of clusters
comprises:
forming a hierarchical tree based on the input and output space similarity measures, the
hierarchical tree having a root node covering all of the plurality of documents, branching into
intermediate nodes covering subsets of the plurality of documents, and branching into leaf nodes
covering individual documents of the plurality of documents, the hierarchical tree including a
leaf node for each document of the plurality of documents;
computing a node similarity measure for each node of the hierarchical tree;
retrieving a node similarity threshold from memory or storage, the node similarity
threshold being less than the node similarity measure of the leaf nodes of the hierarchical tree;
performing a graph traversal search over each node of the hierarchical tree starting with
the root node to form a forest of sub-trees of the hierarchical tree by:
comparing the node similarity measure for the current node in the graph traversal
search with the node similarity threshold;
if the node similarity measure of the current node is equal to or greater than the
node similarity threshold, storing the current node as a cluster in the plurality of clusters,
not proceeding further down the depth of the current branch of the hierarchical tree, and
continuing the graph traversal search on the next branch of the hierarchical tree;
if the node similarity measure of the current node is less than the node similarity
threshold, continuing the graph traversal search further down the current branch of the

hierarchical tree.
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Question

Response

Risk Value

1. Welcome John Doe. s this your name?
1-Yes 2~ No

1

0

2. Please describe your ethnic background:
1-Black 2-Hispanic
3-Asian 4-White 5-Other

3. Do you live alone?
1-Yes 2-~No

4. Do you smoke?
1-Yes 2~ No

5. Did you check your blood sugar in the past
24 hours?
1-Yes 2-No

6. Was your most recent test a fasting test
(nothing to eat for 8 hours or more)?
1-Yes 2~ No

7. What was your most recent blood sugar?
(Please use the arrows to input your blood
sugar)

234

A non-fasting blood sugar between 181 and
299 is generally considered to be higher than
normal. Remember to take your medications.

Also call <nurse name> if you continue to have
high blood sugar levels.

8. A geography questions for you. in which
country are these cities located: Adelaide,
Perth, Darwin and Melbourne?

1~England  2-Australia

3—-Argentina 4-Canada

No, they're all in Australial

Thanks for answering today's questions.
You'll get a new session tomorrow. Please
press “Continue” o complete today’s session.
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