Abstract Title: Person Identification in an Image

The identification process first executes a training phase, which learns body parts using body part detectors, generates classifiers, and determines a spatial distribution and a set of probabilities. The probabilities relate to one or more of the location and scale of the person, whether there is a person in the image data and whether a detector can fire at a particular location and scale. Then, the execution phase applies the body part detector to an image, combines output of several body part detectors, and determines maxima of the combination of the output. The accuracy of the detectors may be modelled, the detectors being thus weighted. Multiple persons of different scales and aspect ratios may be used to learn one or more body parts, and the detectors may be tuned whilst training to provide a high detection rate. A spatial relationship between two or more body parts may be verified thereby verifying the relative location of the parts.
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515 USE ONE OR MORE BODY PART DETECTORS TO LEARN ONE OR MORE BODY PARTS

520 GENERATE CLASSIFIERS FOR THE DETECTED BODY PARTS

522 GENERATE THE CLASSIFIERS USING AN ADABOOST ALGORITHM INCLUDING HAIR FEATURES

525 MODEL AN ACCURACY OF THE BODY PART DETECTORS

530 WEIGHT THE BODY PART DETECTORS AS A FUNCTION OF THE ACCURACY MODELING

535 DETERMINE A SPATIAL DISTRIBUTION AMONG THE ONE OR MORE BODY PARTS

540 DETERMINE A SET OF PROBABILITIES RELATING TO THE LOCATION AND SCALE OF PARTS IDENTIFIED BY THE BODY PART DETECTORS

542 USE A PLURALITY OF DIFFERENT PERSONS OF DIFFERENT SCALES AND DIFFERENT ASPECT RATIOS IN THE TRAINING PHASE TO LEARN THE BODY PARTS

544 TUNE THE BODY PART DETECTORS IN THE TRAINING PHASE SO THAT A HIGH DETECTION RATE OF BODY PARTS IS OBTAINED

565 APPLY ONE OR MORE BODY PART DETECTORS TO AN IMAGE

570 COMBINE THE OUTPUT OF THE ONE OR MORE BODY PART DETECTORS

575 COMBINE OUTPUT OF THE BODY PART DETECTORS BY VOTING FOR A CENTROID OF A PERSON IN THE IMAGE

580 USE THE PREVIOUSLY DETERMINED SPATIAL DISTRIBUTION IN THE VOTING

585 DETERMINE A MAXIMUM OF THE COMBINATION OF THE OUTPUT OF THE ONE OR MORE BODY PART DETECTORS

590 VERIFY THE SPATIAL RELATIONSHIP BETWEEN TWO OR MORE BODY PARTS

END

FIG. 5
PEOPLE DETECTION IN VIDEO AND IMAGE DATA

Technical Field

[0001] Various embodiments relate to the field of processing video and image data, and in an embodiment, but not by way of limitation, to detecting people in video and image data.

Background

[0002] In most video surveillance applications, a fundamental activity is the detection of objects of interest, the tracking of those objects through the video sequence, and the determination of inferences from the object’s activities. Nearly all commercially available surveillance algorithms that are presently available depend upon motion detection to isolate objects of interest. However, motion detection has its limits, such as the difficulty in distinguishing between different types of moving objects (e.g., cars, people, and trees) and the difficulty in distinguishing between closely aligned objects (e.g., two people walking next to each other).

[0003] To address these problems, attempts have been made to develop techniques that are specifically designed to detect people in video data. However, even when an algorithm is specifically designed for the detection of people, difficulties persist such as large variations in global and local appearances due to changes in clothing styles and camera angles, the effect of extraneous matter such as backpacks, and the occlusion of parts of a person in a scene by other people or objects.

Brief Description of the Drawings

[0004] FIGS. 1A and 1B illustrate examples of output of a spatial distribution algorithm.

[0005] FIG. 2 illustrates an example graphical representation of an adaboost cascaded algorithm.

[0006] FIGS. 3A and 3B illustrate example output of a body part detector.
FIG. 4 illustrates the example output of the body part detector of FIGS. 3A and 3B after filtering.

FIG. 5 illustrates a flowchart of an example process of detecting people in image data.

Detailed Description

In the following detailed description, reference is made to the accompanying drawings that show, by way of illustration, specific embodiments in which the invention may be practiced. These embodiments are described in sufficient detail to enable those skilled in the art to practice the invention. It is to be understood that the various embodiments of the invention, although different, are not necessarily mutually exclusive. Furthermore, a particular feature, structure, or characteristic described herein in connection with one embodiment may be implemented within other embodiments without departing from the scope of the invention. In addition, it is to be understood that the location or arrangement of individual elements within each disclosed embodiment may be modified without departing from the scope of the invention. The following detailed description is, therefore, not to be taken in a limiting sense, and the scope of the present invention is defined only by the appended claims, appropriately interpreted, along with the full range of equivalents to which the claims are entitled. In the drawings, like numerals refer to the same or similar functionality throughout the several views.

Embodiments of the invention include features, methods or processes embodied within machine-executable instructions provided by a machine-readable medium. A machine-readable medium includes any mechanism which provides (i.e., stores and/or transmits) information in a form accessible by a machine (e.g., a computer, a network device, a personal digital assistant, manufacturing tool, any device with a set of one or more processors, etc.). In an exemplary embodiment, a machine-readable medium includes volatile and/or non-volatile media (e.g., read only memory (ROM), random access memory (RAM), magnetic disk storage media, optical storage media, flash memory devices, etc.), as well as electrical, optical, acoustical or other form of propagated signals (e.g., carrier waves, infrared signals, digital signals, etc.).
Such instructions are utilized to cause a general or special purpose processor, programmed with the instructions, to perform methods or processes of the embodiments of the invention. Alternatively, the features or operations of embodiments of the invention are performed by specific hardware components which contain hard-wired logic for performing the operations, or by any combination of programmed data processing components and specific hardware components. Embodiments of the invention include digital/analog signal processing systems, software, data processing hardware, data processing system-implemented methods, and various processing operations, further described herein.

A number of figures show block diagrams of systems and apparatus of embodiments of the invention. A number of figures show flow diagrams illustrating systems and apparatus for such embodiments. The operations of the flow diagrams will be described with references to the systems/apparatus shown in the block diagrams. However, it should be understood that the operations of the flow diagrams could be performed by embodiments of systems and apparatus other than those discussed with reference to the block diagrams, and embodiments discussed with reference to the systems/apparatus could perform operations different than those discussed with reference to the flow diagrams.

Many times in a crowded scene, people in that scene are only partially visible to a camera or other video sensing device. Consequently, detection methods that attempt to detect the full body of persons are likely to fail. In this disclosure, an approach is used that uses local cues to address this problem, i.e., the disclosed approach separately learns several body parts of humans during training. Typical body parts that are learned include the head, legs, right and left shoulders, and the torso. Annotated data of these body parts are then separately fed, during training, to an Adaboost algorithm that can use Haar features to generate classifiers for the corresponding body parts. Annotated data refers to the many possible variations of a body part in terms of clothing, size, scale, and shape in many training images (up to a thousand or more). As an example, the features can be extracted from an image and classified as being part of a person. The classification could also be somewhat more specific, for example classifying features determined to be body parts such as a leg, an arm, a
shoulder, or a head. During the training phase, a classifier is typically tuned to provide a high detection rate, even at the cost of a higher false alarm rate. The disclosed algorithm is able to reliably detect humans and reject false alarms despite the higher false alarm rates of the initial classifiers.

[0014] After the detection of the body parts, spatial distributions on these body parts are learned. These spatial distributions account for the natural variation in height, size, and scale of the body parts among different people. The spatial distributions also account for changes in the location of the body parts due to different poses in which a person is likely to be. These distributions also capture the performance of the body part detector itself. A body part detector can be an algorithm that examines a portion of an image to determine whether the characteristics of the pixels of that portion of the image indicate that the pixels represent a body part. The detector performance differs when presented with people of different scales. For instance, a particular detector might fire (i.e., identify a potential body part) more often at scales closer to the training scale. Also, a detector typically fires not only at a single pixel but at several pixels surrounding the object of interest. At times, since the detectors are set to have a high detection rate, despite a high false alarm rate, detections occur on multiple portions of a person. The spatial distributions are able to capture these variations as well.

[0015] Therefore, the spatial distributions (of a particular body part that is visible in the image (while other parts may be occluded)) inform of the location and scale of a person in the image or scene given that a particular body part detector has fired. That is, by identifying and classifying a particular body part, such as a person's head, the remainder of the body can be located in the scene even if occluded.

[0016] Therefore, the spatial distribution informs the location and scale of a person in a scene given that a particular body part detector has fired—i.e., it has identified a particular body part. The distribution is represented by $P(x/p, l)$. The term $x$ represents the row, column, and scale of the proposed hypothesis (i.e., the person), $p$ is the part detector that has fired (i.e., which particular body part has been potentially identified), and $l$ is the location and scale of the detected part. In order to learn these spatial distributions, humans of several different scales and aspect ratios are presented to the parts detectors during
training. During training, the locations of the centroids of the persons in the scene are known \textit{a priori} and are used in the construction of these spatial distributions.

FIGS. 1A and 1B illustrate examples of an output of a spatial distribution algorithm. In FIG. 1A, a human 110 has spatial distributions 120 located about the head, torso, and legs. The locations of the centroids of the human in FIGS. 1A and 1B are known beforehand and are used in the construction of the spatial distributions. In FIG. 1B, the outliers of FIG. 1A have been removed.

In an embodiment, the accuracies of the parts detectors are modeled. Since some body parts are easier to characterize than others, the accuracies of the different body parts detectors are expected to vary. In an embodiment, a higher weight is given to those body part detectors that are more reliably detected. This weight or probability can be represented as $P(H/p, l)$.

This represents the probability that there is actually a person present when the part detector fires. This probability is calculated as the fraction of true detections of a body part detector over the number of total detections of that particular body part detector.

After the learning of the spatial distributions and the assigning of weights to the body parts detectors, a probability that a particular body part detector can fire at a location and scale is determined. This probability can be represented as $P(p, l)$. To determine this probability, one or more persons in the training video scene can be manually marked or noted in some manner. Based on these marked persons in the image, the heights of the people at all locations in the image are interpolated. Then, given an output of a body part detector, the probability $P(p, l)$ can be modeled as follows:

$$
P(p, l) = \begin{cases} 
0.5/\text{Thr} & \text{if } (\text{abs}(I_h(x,y) - \text{scale}) < \text{Thr}) \\
0 & \text{otherwise.}
\end{cases}
$$

In the above, $I_h(x,y)$ is the interpolated relative height at location $(x, y)$ and $l$ is equal to $(x, y, \text{scale})$ of the particular body part. The Thr is equal to a threshold. The threshold can be chosen as a function of the amount of change that can be tolerated in the height of a person detected from the estimated height during the training phase at a given location. A smaller value means a smaller tolerance is allowed. In the above example, the value 0.5 means that a change in height of a
detected person by one-half or 1.5 times the estimated height is permitted. This variation accounts for the presence of children in a scene and the different heights of different persons.

At the end of the training phase, the following information is available—a set of part detector adaboost cascades, and for each body part detector, a set of three probabilities—\( P(x/p, l) \), \( P(h/p, l) \), and \( P(p, l) \). As shown in FIG. 2, an adaboost cascade 200 is a cascade of weak classifiers 210 from a plurality of sub-windows 220 in an image. The result is a set of numbers representing the Haar features of the sub-windows 220, leading to the rejection of a sub-window at 230 (i.e., no body part is present in a particular sub-window) or further image processing at 240.

After the training phase, the information gleaned in the training phase can be used to detect humans in video and image data. In an embodiment, in the detection phase, each body part detector is individually applied to an image in order to separately detect different body parts. As disclosed above, in an embodiment, the body parts detectors are tuned to provide a rather high detection rate—even at the cost of a rather high false alarm rate. A benefit of this scheme though is that the classifier cascade is reasonably small and therefore fairly fast. The output of any particular body part detector can be somewhat noisy. This is illustrated in FIGS. 3A and 3B.

Next, in an embodiment, the detection phase combines the outputs of the various body parts detectors in order to get a unified detection of the person. In an embodiment, each body part detector votes for centroid of the person at issue in the image using its corresponding spatial distribution. The vote of each body part detector is weighted as follows:

\[
\begin{align*}
P(h, x) &= \sum P(h, x/p_i, l) \ast P(p_i, l) \\
&= \sum P(h/p_i, l) \ast P(x/p_i, l) \ast P(p_i, l)
\end{align*}
\]

The above summations are performed for each of the various body part detectors.

An object hypothesis is obtained by locating maxima of the body part detector voting spaces. In an embodiment, maxima of the voting space are located using a scale-varying mean shift procedure using a balloon density estimator with a uniform cubical kernel. The voting and the scale varying
meanshift procedure are extremely robust and are able to remove a substantial number of the false alarms in the scene. FIG. 4 illustrates a final output of the detection of people from the people in FIGS. 3A and 3B.

In an embodiment, as a final step, the spatial relationships between the various body parts that contribute to the hypothesis are verified to ensure that the body parts are in the correct relative location with respect to one another. The individual body part detections and the verification of the spatial relationship among these body parts address the problem of partial occlusion of a body. The detections and verification also reduce the false alarms that can occur due to background objects that match the body parts. In an embodiment, other global cues such as edge templates can be used to verify the various hypotheses obtained from the earlier processing.

FIG. 5 is a flowchart of an example process 500 for detecting people in image data. FIG. 5 includes a number of process blocks 515 – 544 and 565 – 590. Though arranged serially in the example of FIG. 5, other examples may reorder the blocks, omit one or more blocks, and/or execute two or more blocks in parallel using multiple processors or a single processor organized as two or more virtual machines or sub-processors. Moreover, still other examples can implement the blocks as one or more specific interconnected hardware or integrated circuit modules with related control and data signals communicated between and through the modules. Thus, any process flow is applicable to software, firmware, hardware, and hybrid implementations.

The process 500 includes a training phase 510 and a detection phase 560. In the training phase 510, at 515, one or more body part detectors are used to learn one or more body parts. In an example, the learned body parts include one or more of a head, a leg, a shoulder, or a torso. At 520, classifiers are generated for the detected body parts. The classifiers can be as simple and straightforward as classifying a body part as an arm, leg, head, etc. At 522, the classifiers are generated using an Adaboost algorithm including Haar features. In an example, the training phase 510 can also include at 525 a modeling of an accuracy of the body part detectors, and at 530, a weighting of the body part detectors as a function of the accuracy modeling. The accuracy modeling can include a ratio of the number of true detections by a body part detector to the number of total detections by a body part detector. At 535, a spatial distribution
is determined among the one or more body parts, and at 540, a set of probabilities is determined relating to the location and scale of parts identified by the body part detectors. At 542, a plurality of different persons of different scales and different aspect ratios are used in the training phase 510 to learn the body parts. At 544, the body part detectors are tuned in the training phase 510 so that a high detection rate of body parts is obtained.

[0027] In the detection phase 560, at 565, one or more body part detectors are applied to an image. At 570, the output of the one or more body part detectors are combined. At 575, output of the body part detectors are combined by voting for a centroid of a person in the image. At 580, the previously determined spatial distribution is used in the voting. At 585, a maximum of the combination of the output of the one or more body part detectors is determined. At 590, the spatial relationship between two or more body parts is verified.

[0028] In the foregoing detailed description, various features are grouped together in one or more examples for the purpose of streamlining the disclosure. This method of disclosure is not to be interpreted as reflecting an intention that the claimed examples of the invention require more features than are expressly recited in each claim. Rather, as the following claims reflect, inventive subject matter lies in less than all features of a single disclosed example. Thus the following claims are hereby incorporated into the detailed description as examples of the invention, with each claim standing on its own as a separate example. It is understood that the above description is intended to be illustrative, and not restrictive. It is intended to cover all alternatives, modifications and equivalents as may be included within the scope of the invention as defined in the appended claims. Many other examples will be apparent to those of skill in the art upon reviewing the above description. The scope of the invention should, therefore, be determined with reference to the appended claims, along with the full scope of equivalents to which such claims are entitled. In the appended claims, the terms “including” and “in which” are used as the plain-English equivalents of the respective terms “comprising” and “wherein,” respectively. Moreover, the terms “first,” “second,” and “third,” etc., are used merely as labels, and are not intended to impose numerical requirements on their objects.
The Abstract is provided to comply with 37 C.F.R. §1.72(b) to allow the reader to quickly ascertain the nature and gist of the technical disclosure. The Abstract is submitted with the understanding that it will not be used to interpret or limit the scope or meaning of the claims.
Claims

1. A process to identify a person in image data comprising:
   executing a training phase (510), the training phase comprising:
   using one or more body part detectors to learn one or more
   body parts; (515)
   generating classifiers for the one or more body parts;
   (520)
   determining a spatial distribution among the one or more
   of the body parts; (535) and
   determining a set of probabilities, the set of probabilities
   relating to one or more of a probable location and scale of the person in the
   image data given that a particular body part detector has fired, a probability that
   there is a person in the image data given that a particular body part detector has
   fired, and a probability that a particular body part detector can fire at a particular
   location and a particular scale; (540) and
   executing a detection phase (560), the detection phase
   comprising:
   (565)
   applying the one or more body part detectors to an image;
   combining output of the one or more body part detectors;
   (570) and
   determining a maximum of the combination of output of
   the one or more body part detectors. (585)

2. The process of claim 1, comprising:
   modeling an accuracy of the one or more body part detectors;
   (525) and
   weighting the body part detectors as a function of the accuracy
   modeling. (530)
3. The process of claim 1, comprising using a plurality of persons comprising different scales and different aspect ratios to learn the one or more body parts. (542)

4. The process of claim 1, comprising tuning the one or more body part detectors in the training phase to provide a high detection rate. (544)

5. The process of claim 1, comprising verifying a spatial relationship between two or more body parts, thereby verifying the relative location of the two or more body parts. (590)

6. A process to identify an object in image data comprising:
   executing a training phase (510), the training phase comprising:
   using one or more part detectors to learn one or more parts
   of the object; (515)
   generating classifiers for the one or more parts; (520)
   determining a spatial distribution among the one or more parts; (535) and
   determining a set of probabilities, the set of probabilities relating to one or more of a probable location and scale of the object in the image data given that a particular part detector has fired, a probability that there is an object in the image data given that a particular part detector has fired, and a probability that a particular part detector can fire at a particular location and a particular scale; (540) and
   executing a detection phase (560), the detection phase comprising:
   applying the one or more part detectors to an image; (565)
   combining output of the one or more part detectors; (570)
   and determining a maximum of the combination of
   output of the one or more part detectors. (585)

7. A machine-readable medium comprising instructions, which when implemented by one or more processors perform the following operations:
   execute a training phase (510), the training phase comprising:
use one or more body part detectors to learn one or more body parts; (515)

generate classifiers for the one or more body parts; (520)
determine a spatial distribution among the one or more of the body parts; (535) and
determine a set of probabilities, the set of probabilities relating to one or more of a probable location and scale of the person in the image data given that a particular body part detector has fired, a probability that there is a person in the image data given that a particular body part detector has fired, and a probability that a particular body part detector can fire at a particular location and a particular scale; (540) and
execute a detection phase (560), the detection phase comprising:
apply the one or more body part detectors to an image;

(565)

combine output of the one or more body part detectors;

(570) and determine a maximum of the combination of output of the one or more body part detectors. (585)

8. The machine-readable medium of claim 7, comprising instructions to:
model an accuracy of the one or more body part detectors; (525)
and
weight the body part detectors as a function of the accuracy modeling. (530)

9. The machine-readable medium of claim 7, comprising instructions to

tune the one or more body part detectors in the training phase to provide a high detection rate. (544)

10. The machine-readable medium of claim 7, comprising instructions to
verify a spatial relationship between two or more body parts, thereby verifying the relative location of the two or more body parts. (590)
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