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(57) ABSTRACT

Implementations relate to automatic response suggestions to
images included in received messages. In some implemen-
tations, a computer-implemented method includes detecting
an image posted within a first message by a first user, and
programmatically analyzing the image to determine a fea-
ture vector representative of the image. The method pro-
grammatically generates one or more suggested responses to
the first message based on the feature vector, each suggested
response being a conversational reply to the first message.
Generating the suggested responses includes determining
probabilities associated with word sequences for the feature
vector using a model trained with previous responses to
previous images, and selecting one or more of the word
sequences based on the associated probabilities. The sug-
gested responses are determined based on the selected word
sequences. The method causes the suggested responses to be
rendered in the messaging application as one or more
suggestions to a second user.

20 Claims, 8 Drawing Sheets
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1
AUTOMATIC SUGGESTED RESPONSES TO
IMAGES RECEIVED IN MESSAGES USING
LANGUAGE MODEL

BACKGROUND

The popularity and convenience of digital mobile devices
as well as the widespread of use of Internet communications
have caused communications between user devices to
become ubiquitous. For example, users commonly use their
devices to send electronic messages to other users as text
messages, chat messages, email, etc. Users may send images
in messages to other users to provide receiving users with
visual content.

The background description provided herein is for the
purpose of generally presenting the context of the disclo-
sure. Work of the presently named inventors, to the extent it
is described in this background section, as well as aspects of
the description that may not otherwise qualify as prior art at
the time of filing, are neither expressly nor impliedly admit-
ted as prior art against the present disclosure.

SUMMARY

Implementations of this application relate to automatic
response suggestions to images included in received mes-
sages. In some implementations, a computer-implemented
method includes detecting an image posted within a first
message by a first user, and programmatically analyzing the
image to determine a feature vector representative of the
image. The method programmatically generates one or more
suggested responses to the first message based on the feature
vector, the one or more suggested responses each being a
conversational reply to the first message. Programmatically
generating the one or more suggested responses includes
determining probabilities associated with word sequences
for the feature vector using a model trained with previous
responses to previous images, and selecting one or more
word sequences of the word sequences based on the prob-
abilities associated with the word sequences. The one or
more suggested responses are determined based on the one
or more selected word sequences. The method causes the
one or more suggested responses to be rendered in the
messaging application as one or more suggestions to a
second user.

Various implementations and examples of the method are
described. For example, in some implementations, providing
the one or more suggested responses includes transmitting a
command to render the one or more suggested responses in
the messaging application. In some implementations, the
probabilities include a probability of each word in a stored
vocabulary to be the next word in one of the one or more
word sequences, and where the selecting the one or more
word sequences includes selecting a number of the one or
more word sequences associated with one or more highest
probabilities of the determined probabilities. In some imple-
mentations, the model is a conditioned language model and
determining the probabilities associated with the word
sequences includes inputting the feature vector to the con-
ditioned language model. In some examples, the conditioned
language model uses a long-short term memory (LSTM)
network. Some implementations select the one or more word
sequences using a beam search technique. In some imple-
mentations, each of the one or more word sequences is used
by the model as a word embedding encoding words included
in the word sequence and the feature vector.
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In additional example implementations, the one or more
word sequences are determined from a plurality of words in
a vocabulary that is determined from the previous responses,
and determining the probabilities includes iteratively deter-
mining, for each word sequence, a probability of each word
in the vocabulary to be the next word in the word sequence.
In some examples, the previous responses are selected from
a larger set of responses to the previous images, wherein the
previous responses are more specific to particular content of
the previous images than other previous responses of the
larger set of responses.

In additional example implementations, the model is a
conditioned language model, and selecting the one or more
word sequences includes iteratively feeding the feature
vector and a previous word sequence to the conditioned
language model to determine a set of new word sequences
and the probabilities associated with the new word
sequences based on the feature vector and the previous word
sequence, where one or more of the new word sequences
have at least one additional word with respect to the previous
word sequence; and selecting a subset of the set of new word
sequences based on the probabilities associated with the new
word sequences and selecting one word sequence of the
selected subset as the previous word sequence for a next
iteration.

In additional example implementations, the method fur-
ther includes, upon the second user selecting the suggested
response, posting the suggested response as a message
response to the first message. In some implementations, the
method further includes checking whether each of the one or
more word sequences is present in a whitelist of word
sequences, where the selected one or more word sequences
are present on the whitelist. Some implementations select at
least one word sequence that is weighted based on a simi-
larity to a previous message response provided by the
second user. In some implementations, the conditioned
language model is provided as a first conditioned language
model specific to a first language, and the method includes
providing a second conditioned language model specific to
a second language, determining that a language for a mes-
sage conversation in which the first message is received is
the first language, and selecting the first conditioned lan-
guage model to be used in the programmatically generating
one or more suggested responses.

In some implementations, a system includes a memory
and at least one processor configured to access the memory
and configured to perform operations including detecting an
image posted within a first message by a first user, and
programmatically analyzing the image to determine a fea-
ture vector representative of the image. The operations
include programmatically generating one or more suggested
responses to the first message based on the feature vector,
the one or more suggested responses each being a conver-
sational reply to the first message and having one or more
words arranged in a word sequence. Programmatically gen-
erating the one or more suggested responses includes, for
each one of the one or more suggested responses, iteratively
determining each word of the one or more words arranged
in the word sequence based on the feature vector and based
on one or more previous words in the word sequence. The
operations include causing the one or more suggested
responses to be rendered in the messaging application as one
or more suggestions to a second user.

Various implementations and examples of the system are
described. For example, in some implementations, the
operation of programmatically generating the one or more
suggested responses includes determining probabilities
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associated with the one or more word sequences based on
data that includes previous responses to previous images. In
some implementations, the operation of programmatically
generating the one or more suggested responses includes
selecting the one or more suggested responses based on the
probabilities associated with the one or more word
sequences. In some implementations, the operation of deter-
mining the probabilities of the word sequences includes
using a conditioned language model that was trained using
the data including previous responses to previous images,
where the conditioned language model is conditioned by the
feature vector received as an input and uses a long-short
term memory (LSTM) network.

In some implementations, a non-transitory computer read-
able medium has stored thereon software instructions that,
when executed by a processor, cause the processor to
automatically provide suggested content by performing
operations. The operations include receiving an image and
programmatically analyzing the image to determine a fea-
ture vector representative of the image. The operations
include programmatically generating one or more suggested
responses to the image based on the feature vector, the one
or more suggested responses each being a conversational
reply to the image and having one or more words arranged
in a word sequence. Programmatically generating the one or
more suggested responses includes, for each of the one or
more suggested responses, iteratively determining each
word of the one or more words arranged in the word
sequence based on the feature vector and one or more
previous words in the word sequence. The operations
include outputting the one or more suggested responses to be
rendered in an application as one or more suggestions to a
user.

Various implementations of the computer readable
medium include, for example, the suggested responses being
rendered in a messaging application, and in some imple-
mentations, the operation of programmatically generating
the one or more suggested responses includes determining
probabilities associated with the one or more suggested
responses using a conditioned language model that was
trained based on data that includes previous responses to
previous images and that is conditioned by the feature vector
received as an input, where the conditioned language model
uses a long-short term memory (LSTM) network; and select-
ing the one or more suggested responses based on the
probabilities associated with the one or more suggested
responses.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of example systems and a
network environment which may be used for one or more
implementations described herein;

FIG. 2 is a flow diagram illustrating an example method
to provide suggested responses to a message including an
image, according to some implementations;

FIG. 3 is a flow diagram illustrating an example method
to generate one or more suggested responses based on a
feature vector representing an image, according to some
implementations;

FIG. 4 is a block diagram illustrating an example module
that can implement one or more described suggested
response features, according to some implementations;

FIG. 5 is a block diagram illustrating an example of an
architecture that can implement one or more features of a
conditioned language model, according to some implemen-
tations;
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FIGS. 6-11 are graphic illustrations illustrating examples
of determined suggested responses to images, according to
some implementations; and

FIG. 12 is a block diagram of an example device which
may be used for one or more implementations described
herein.

DETAILED DESCRIPTION

One or more implementations described herein relate to
automatic response suggestions to images included in
received messages. In some implementations, automatically
suggesting content in a messaging application includes
detecting an image posted within a message by a first user,
and programmatically analyzing the image to determine a
feature vector representative of the image. The feature
vector is used to generating one or more suggested responses
to the message, where the suggested responses are conver-
sational replies to the first message. For example, in some
implementations, a conditioned language model is trained to
determine probabilities associated with word sequences for
the feature vector based on training data that includes
previous responses to previous images. One or more of the
word sequences are selected based on the probabilities, and
the suggested responses are based on the selected word
sequences. The suggested responses are output, e.g., ren-
dered in the messaging application as one or more sugges-
tions to a second user.

Various features are described. For example, the sug-
gested responses can each have one or more words arranged
in a word sequence, and, for each suggested response, each
word of the word sequence can be iteratively determined
based on the feature vector and based on one or more
previous words in the word sequence. The suggested
responses can be selected based on probabilities of words to
be the next words in word sequences; for example, the
suggested responses can be word sequences determined to
have the highest probabilities of their component words in
sequence among the words of a vocabulary. For example, the
one or more word sequences can be determined from a set
of words in the vocabulary that is based on the training data,
e.g., a set of words obtained from a set of training message
data that includes previous message images and previous
responses to those images. In some examples, the training
data can be filtered such that the previous responses in the
training data are more specific to particular content of the
previous images than other previous responses that have
been filtered.

In various examples, the conditioned language model can
use a long-short term memory (LSTM) network. The word
sequences can be selected using a beam search technique. In
some examples, the system can check whether each of the
one or more word sequences is present in a whitelist of word
sequences, such that word sequences present on the whitelist
are eligible to be suggested responses. In some implemen-
tations, after output of the suggested responses, if the second
user selects a suggested response, the selected suggested
response is sent to the first user as a message response to the
first message and image. In some implementations, one or
more word sequences are weighted for selection as sug-
gested responses based on similarity to a previous message
response provided by the second user in response to receiv-
ing a previous image that is similar to the currently-received
image. In some implementations, multiple conditioned lan-
guage models can be provided, each language model asso-
ciated with a different language. A particular conditioned
language model can be selected for determining the sug-
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gested responses for the image based on a detected language
of a message conversation in which the first message is
received. In some implementations, one or more message
responses can be determined to be commands or requests to
bots, e.g., for information related to the obtained image.

One or more features described herein enable suggested
responses to be automatically provided in response to a
received image in a message, where the suggested responses
are appropriate and relevant as message responses to the
content of the received image. For example, features
described herein can provide suggested responses that may
include appropriate reactions to particular content in images,
as if a user were creating the message responses. This
provides users with more flexible options in determining
their responses in message conversations and may provide
options for a user who is otherwise unable to respond to a
message adequately.

For example, at various times during a message conver-
sation, users may not be able to provide sufficient attention
and/or focus to respond to received messages with pertinent
responses, and/or may not be able to provide detailed user
input to a user device to create such pertinent responses. In
some examples, a user may be performing an activity or be
in an environment where appropriate responses are not
possible or more difficult for the user to provide. One or
more features described herein advantageously provide
automatic message suggestions for a user in response to an
image. For example, one or more automatic message
responses are automatically suggested based on an image
received in a messaging conversation between user devices,
and the user may simply select a desired response from the
suggestions for posting in the conversation. The message
suggestions are relevant to the received image and allow a
user to simply and quickly respond to received images with
reduced user input and reduced time to compose the
responses on a device, thus reducing consumption of device
resources that would otherwise be needed to display a large
set of possible responses and/or reducing consumption of
device resources needed to enable and process added input
from the user to compose responses, search through, edit, or
complete suggested responses, and/or otherwise participate
in conversations held via electronic devices. Consequently,
a technical effect of one or more described implementations
is that creation and transmission of responses in device-
implemented conversations is achieved with less computa-
tional time and resources expended to obtain results. For
example, a technical effect of described techniques and
features is a reduction in the consumption of system pro-
cessing resources utilized to display, create, and send mes-
sage responses as compared to a system that does not
provide one or more of the described techniques or features.

Prior techniques may determine suggested responses to
images, e.g., based on recognizing one or more objects or
features in an image, e.g., in response to recognizing that the
image includes an apple, a suggested response may be
provided that corresponds to such recognition. However,
many such techniques may fail to provide a suggestion, e.g.,
for images in which no objects are recognized. Further, some
of these techniques may provide inaccurate suggestions,
e.g., if the object recognition is erroneous, or incomplete.
Additionally, when more than one object is recognized in an
image, e.g., an apple and a knife, some of these techniques
may produce simple responses that list the objects, e.g., “An
apple and a knife,” or responses that are unlikely to be
selected by a user.

The techniques described herein overcome these and
other deficiencies. For example, the techniques may provide
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6

a greater variety and/or quality of suggested response(s). For
example, the techniques described herein feed an image
feature vector determined directly from pixels of an obtained
image to a trained neural network to produce responses.
Such a neural network can provide responses for any type of
image, without the need to specifically recognize objects in
an image. Further, use of a model trained based on image
pixels may permit a wider variety in responses than tech-
niques that depend on recognizing objects and using pre-
defined labels associated with those objects. For example, in
some implementations, the vocabulary from which words in
suggested responses are selected may include words from
multiple languages, human expressions that may not be
words in a dictionary (e.g., “aww,” “!!11” etc.), other types of
symbols (e.g., emojis, stickers, etc.), a different image, or a
combination. Additionally, techniques described herein may
provide response suggestions that are more likely to be
selected by a user, since these may be more natural than
response suggestions that are constructed based on recog-
nized image features. Thus, another technical effect of
described techniques and features is a reduction in the
consumption of system processing resources utilized to
create and send message responses as compared to a system
that does not provide one or more of the described tech-
niques or features, e.g., a system that uses prior techniques
of content recognition in which additional computational
resources are needed to display a larger set of potentially
relevant suggested responses and/or to receive input from
the user required to specify, select, edit, or create responses
that a user is to transmit.

Described techniques provide additional advantages. For
example, use of a whitelist of responses in some implemen-
tations allows particular types of responses to be removed
from suggestions, allowing response suggestions to be more
likely to be selected by a user. Furthermore, in some
implementations, techniques described herein utilize a beam
search, which can advantageously evaluate a large number
of possible word sequences based on the image feature
vector with reduced use of computational resources. In some
implementations, described techniques may determine,
based on the image feature vector, that the image is not
eligible to provide suggestions, and may not conduct carry
out computational steps to generate responses, thereby sav-
ing computational resources. In some implementations
where users permit such use of data, the language model
may be retrained, e.g., periodically, based on additional
training data and user selections, and therefore can provide
improved suggestions based on such retraining.

In situations in which certain implementations discussed
herein may collect or use personal information about users
(e.g., user data, information about a user’s social network,
user’s location and time at the location, user’s biometric
information, user’s activities and demographic information),
users are provided with one or more opportunities to control
whether information is collected, whether the personal infor-
mation is stored, whether the personal information is used,
and how the information is collected about the user, stored
and used. That is, the systems and methods discussed herein
collect, store and/or use user personal information specifi-
cally upon receiving explicit authorization from the relevant
users to do so. For example, a user is provided with control
over whether programs or features collect user information
about that particular user or other users relevant to the
program or feature. Each user for which personal informa-
tion is to be collected is presented with one or more options
to allow control over the information collection relevant to
that user, to provide permission or authorization as to



US 10,146,768 B2

7

whether the information is collected and as to which por-
tions of the information are to be collected. For example,
users can be provided with one or more such control options
over a communication network. In addition, certain data
may be treated in one or more ways before it is stored or
used so that personally identifiable information is removed.
As one example, a user’s identity may be treated so that no
personally identifiable information can be determined. As
another example, a user’s geographic location may be gen-
eralized to a larger region so that the user’s particular
location cannot be determined.

An “image” as referred to herein is a digital image having
pixels with one or more pixel values (e.g., color values,
brightness values, etc.). An image can be a still image or
single image, or can be an image included in a series of
images, e.g., a frame in a video sequence of video frames,
or an image in a different type of sequence or animation of
images. For example, implementations described herein can
be used with single images, video sequences of images, or
animated images (e.g., cinemagraphs or other animations).

FIG. 1 illustrates a block diagram of an example envi-
ronment 100 for providing messaging services that enable
and, in some embodiments, provide automatic assistive
agents, e.g., bots. The exemplary environment 100 includes
messaging server 101, one or more client devices 115a,
115#, server 135, response suggestion generator 150, and
network 140. Users 1254-1252 may be associated with
respective client devices 115a, 1151. Server 135 may be a
third-party server, e.g., controlled by a party different from
the party that provides messaging services. In various imple-
mentations, server 135 may implement bot services, as
described in further detail below. In some implementations,
environment 100 may not include one or more servers or
devices shown in FIG. 1 or may include other servers or
devices not shown in FIG. 1. In FIG. 1 and the remaining
figures, a letter after a reference number, e.g., “115q,”
represents a reference to the element having that particular
reference number. A reference number in the text without a
following letter, e.g., “115,” represents a general reference to
implementations of the element bearing that reference num-
ber.

In the illustrated implementation, messaging server 101,
client devices 115, server 135, and response generator 150
are communicatively coupled via a network 140. In various
implementations, network 140 may be a conventional type,
wired or wireless, and may have numerous different con-
figurations including a star configuration, token ring con-
figuration or other configurations. Furthermore, network 140
may include a local area network (LAN), a wide area
network (WAN) (e.g., the Internet), and/or other intercon-
nected data paths across which multiple devices may com-
municate. In some implementations, network 140 may be a
peer-to-peer network. Network 140 may also be coupled to
or include portions of a telecommunications network for
sending data in a variety of different communication proto-
cols. In some implementations, network 140 includes Blu-
etooth® communication networks, Wi-Fi®, or a cellular
communications network for sending and receiving data
including via short messaging service (SMS), multimedia
messaging service (MMS), hypertext transfer protocol
(HTTP), direct data connection, email, etc. Although FIG. 1
illustrates one network 140 coupled to client devices 115,
messaging server 101, and server 135, in practice one or
more networks 140 may be coupled to these entities.

Messaging server 101 may include a processor, a memory,
and network communication capabilities. In some imple-
mentations, messaging server 101 is a hardware server. In
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some implementation, messaging server 101 may be
implanted in a virtualized environment, e.g., messaging
server 101 may be a virtual machine that is executed on a
hardware server that may include one or more other virtual
machines. Messaging server 101 is communicatively
coupled to the network 140 via signal line 102. Signal line
102 may be a wired connection, such as Ethernet, coaxial
cable, fiber-optic cable, etc., or a wireless connection, such
as Wi-Fi, Bluetooth, or other wireless technology. In some
implementations, messaging server 101 sends and receives
data to and from one or more of client devices 115a-1157,
server 135, response generator 150, and bot 113 via network
140. In some implementations, messaging server 101 may
include messaging application 103a that provides client
functionality to enable a user (e.g., any of users 125) to
exchange messages with other users and/or with a bot.
Messaging application 103¢ may be a server application, a
server module of a client-server application, or a distributed
application (e.g., with a corresponding client messaging
application 1035 on one or more client devices 115).

Messaging server 101 may also include database 199
which may store messages exchanged via messaging server
101, data and/or configuration of one or more bots, infor-
mation provided by content classifier 130, and user data
associated with one or more users 125, all upon explicit
permission from a respective user to store such data. In some
embodiments, messaging server 101 may include one or
more assistive agents, e.g., bots 107a and 111. In other
embodiments, the assistive agents may be implemented on
the client devices 115a-r and not on the messaging server
101.

Messaging application 103¢ may be code and routines
operable by the processor to enable exchange of messages
among users 125 and one or more bots 105, 1074, 1075,
109a, 1095, 111, and 113. In some implementations, mes-
saging application 103a¢ may be implemented using hard-
ware including a field-programmable gate array (FPGA) or
an application-specific integrated circuit (ASIC). In some
implementations, messaging application 103a¢ may be
implemented using a combination of hardware and software.

In various implementations, when respective users asso-
ciated with client devices 115 provide consent for storage of
messages, database 199 may store messages exchanged
between one or more client devices 115. In some implemen-
tations, when respective users associated with client devices
115 provide consent for storage of messages, database 199
may store messages exchanged between one or more client
devices 115 and one or more bots implemented on a different
device, e.g., another client device, messaging server 101,
and server 135, etc. In the implementations where one or
more users do not provide consent, messages received and
sent by those users are not stored.

In some implementations, messages may be encrypted,
e.g., such that only a sender and recipient of a message can
view the encrypted messages. In some implementations,
messages are stored. In some implementations, database 199
may further store data and/or configuration of one or more
bots, e.g., bot 107a, bot 111, etc. In some implementations
when a user 125 provides consent for storage of user data
(such as social network data, contact information, images,
etc.) database 199 may also store user data associated with
the respective user 125 that provided such consent.

In some implementations, messaging application 103a/
1035 may provide a user interface that enables a user 125 to
create new bots. In these implementations, messaging appli-
cation 1034/1035 may include functionality that enables






