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OPTIMIZATION OF THE TOP LEVEL IN
ABUTTED-PIN HIERARCHICAL PHYSICAL
DESIGN

This patent application is a continuation of application
Ser. No. 09/714,722, filed Nov. 15, 2000, entitled “OPTI-
MIZATION OF ABUTTED-PIN HIERARCHICAL
PHYSICAL DESIGN”, by Dahl et al., which is hereby
incorporated by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention generally relates to the field of
integrated circuit design. More particularly, the present
invention relates to the field of software tools for hierarchi-
cal physical design.

2. Related Art

The tremendous advances in technology have been fueled
by improvements in integrated circuit design. In particular,
integrated circuits have become smaller and more complex.
Integrated circuit design engineers depend on electronic
design automation (EDA) software tools to facilitate the
design of integrated circuits.

Typically, the integrated circuit design process begins
with a specification which describes the functionality of the
integrated circuit and may include a variety of constraints.
Then, during a logic design phase, the logical implementa-
tion of the integrated circuit is determined. Several opera-
tions are performed to obtain a logical representation of the
integrated circuit. Generally, EDA software tools use regis-
ter transfer logic (RTL) to represent the integrated circuit.
However, additional EDA software tools may be used.

After completing the logic design phase, the integrated
circuit undergoes a physical design phase. Typically, the
output of the logic design phase is a netlist, which is then
used in the physical design phase. Here, EDA software tools
layout the integrated circuit to obtain a representation of the
physical components in the integrated circuit, whereas the
representation indicates the manner in which the integrated
circuit will be implemented on a semiconductor chip. A
variety of operations are performed on the layout of the
integrated circuit.

At the end of the physical design phase, the representation
of the semiconductor chip (in which the integrated circuit is
implemented) is sent to a semiconductor manufacturing
plant.

Typically, in the physical design phase, EDA software
tools implement a flat physical design. For example, the
components (standard cells, macrocells, etc.) of the inte-
grated circuit are placed during a placement operation and
are routed during a routing operation. However, as the
integrated circuit becomes more complex, the EDA software
tools struggle to perform the placement operation and the
routing operation. In particular, the performance of the EDA
software tools degrades since the EDA software tools have
to manipulate very large files during the placement operation
and the routing operation. Moreover, as the complexity of
the integrated circuit increases, the time necessary to com-
plete the physical design phase increases significantly.

Traditional hierarchical physical design has emerged as an
alternative to the flat physical design. FIG. 1 illustrates the
traditional hierarchical physical de sign 100. Here, the
components of the integrated circuit are partition into a
plurality of blocks 10-30. Each block 10-30 includes a
plurality of pins 50 whereas each pin 50 represents a location
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where a signal can enter the block 10-30 or a location where
a signal can exit the block 10-30. As illustrated in FIG. 1,
the traditional hierarchical physical design 100 includes a
channel 40. The channel 40 provides space in order to
connect the pins 50 of the blocks 10-30 to one another via
metal (not shown) or any mother wiring material. The
traditional hierarchical physical design 100 enables the
placement operation and the routing operation (as well as
other operations) for the blocks 10-30 to be performed in
parallel with EDA software tools, reducing the time period
of the physical design phase. Moreover, the performance of
the EDA software tools is improved because the file for each
block 10-30 is much smaller than the file for the entire
integrated circuit of the flat physical design. More
importantly, the EDA software tools are better suited to
optimize each block 10-30 than to optimize the entire
integrated circuit of the flat physical design. However, the
traditional hierarchical physical design 100 generates
wasted space in the channel 40 and generates wiring prob-
lems in the channel 40, such as congestion and crosstalk.
Moreover, the traditional hierarchical physical design 100
places and routes components at a top-level (shown in FIG.
1) and a block-level (within each block 10-30), causing
inefficiencies and causing problems with EDA software
tools which are configured to operate with flat physical
designs.

SUMMARY OF THE INVENTION

An abutted-pin hierarchical physical design process is
described. The abutted-pin hierarchical physical design pro-
vides solutions to the problems of the traditional hierarchical
physical design and provides additional advantages and
benefits. In particular, the abutted-pin hierarchical physical
design does not have channels. Moreover, in the abutted-pin
hierarchical physical design, components of the top-level are
merged into the block-level so that the top-level netlist is
reduced significantly.

In the integrated circuit design flow according to an
embodiment of the present invention, the physical design
phase receives the netlist from the logic design phase. In
addition, the physical design phase receives physical design
information, whereas the physical design information can be
any information about a prior integrated circuit that has
undergone the physical design phase. In an embodiment, the
physical design information is stored in a database.

In an embodiment of the present invention, the integrated
circuit design flow of the present invention zed to optimize
pin assignment. In an embodiment of the present invention,
excess pins formed along a boundary between two blocks
are removed.

In an embodiment of the present invention, a software tool
that performs a “press” operation preserves the properties
associated with a segment of a top-level shape despite the
shape operation (e.g., AND) being performed with the block
and the top-level shape to obtain the segment.

If the top-level object has the press property, the top-level
object retains its location when the top-level object is
“pressed” into a block. If the top-level object does not have
the press property, the top-level object generally does not
retain its location when the top-level object is “pressed” into
the block.

If in the top-level netlist, the instantiation of a block
includes a port that is unused, (thus, not needed op-level
routing for pin assignment), a software tool removes the port
from the top-level netlist, but the block-level netlist of the
block remains unchanged.
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Some software tools are not able to represent the rela-
tionship that more than one port is coupled to a pin. Hence,
a software tool removes one of the ports from the netlist
based on some criteria, such as whether a port is an input
port or an output port.

If in the top-level netlist, the instantiation of the block
includes a port that is tied to either the power line (1) or the
ground line (0) rather to a port of another block, a software
tool removes the port from the top-level netlist to avoid
routing the port at the top-level. Moreover, the software tool
ties the port to either the power line (1) or the ground line
(0) in the block-level netlist of the block.

In an embodiment, a software tool performs an unwinding
operation which adds to the block-level netlist—of bonding
pad blocks—the ports (which were removed earlier by the
software tool) that couple to the top-level inputs and to the
top-level outputs. Thus, the netlist modified by the physical
design phase (e.g., repeater and buffers are added to the
netlist) can be compared with the netlist originally received
from the logic design phase. In particular, formal
verification, layout versus schematic (LVS) verification, and
design rules check (DRC) verification can be performed by
software tools.

In an embodiment, each block-level netlist is partitioned
into a first netlist and a second netlist. The second netlist and
its associated extraction file of each block and the top-level
netlist and its associated extraction file are utilized by
software tools to perform the timing analysis. This timing
analysis can be performed significantly faster than the case
where the block-level netlist is not partitioned into the first
netlist and the second netlist. In an embodiment, the timing
graph resulting from the timing analysis can be analyzed to
extract timing constraints (relating to the delay that can be
generated by a block) for each block. Hence, if a block is
optimized to meet its extracted timing constrains, the block
is more likely to meet its timing parameter when the block
interacts with the other blocks in the integrated circuit.

These and other advantages of the present invention will
no doubt become apparent to those of ordinary skill in the art
after having read the following detailed description of the
preferred embodiments which are illustrated in the drawing
figures.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and form a part of this specification, illustrate embodiments
of the invention and, together with the description, serve to
explain the principles of the present invention.

FIG. 1 illustrates hierarchical physical design 100.

FIG. 2 illustrates an exemplary computer system 200 on
which embodiments of the present invention may be prac-
ticed.

FIG. 3 illustrates an integrated circuit 300 generated with
software tools according to an embodiment of the abutted-
pin hierarchical physical design process of the present
invention.

FIG. 4 illustrates the abutted-pin hierarchical physical
design process 400 according to an embodiment of the
present invention.

FIG. 5 illustrates the abutted-pin hierarchical physical
design process 500 as performed at the block-level in a
particular block (450A—450C of FIG. 4) after step 440 of
FIG. 4.

FIG. 6 illustrates the layout of the blocks 10-30 is
established.

10

15

20

30

40

45

50

55

60

65

4

FIG. 7 illustrates a clock wire 320 and a power wire 310
of the top-level.

FIG. 8 illustrates a top-level route for obtaining the pin
assignments for each lock 10-30.

FIG. 9A illustrates the integrated circuit design flow of the
prior art.

FIG. 9B illustrates the integrated circuit design flow
according to an embodiment of the present invention.

FIG. 10A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention and using the integrated circuit design
flow of the prior art (FIG. 9A), showing the top-level routing
for pin assignment.

FIG. 108 illustrates the integrated circuit 300 of FIG. 10A
at the block level.

FIG. 10C illustrates the integrated circuit 300 of FIG. 10B
at the block-level.

FIG. 11A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention and using the integrated circuit design
flow of the present invention (FIG. 9B), showing the top-
level routing for pin assignment.

FIG. 11B illustrates the integrated circuit 300 of FIG. 11A
at the block-level.

FIG. 11C illustrates the integrated circuit 300 of FIG. 11B
at the block-level.

FIG. 12A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for pin
assignment.

FIG. 12B illustrates the integrated circuit 300 of FIG. 12A
at the block-level.

FIG. 12C illustrates the integrated circuit 300 of FIG.
12B, showing the removal of excess pins.

FIG. 13A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for a top-
level object 30 (e.g., routing metal).

FIG. 13B illustrates the segment 30A of FIG. 13A.

FIG. 13C illustrates the integrated circuit 300 of FIG. 13A
in the top-level, showing that the segment 30A has been
removed from the top-level netlist and merged into the
block-level netlist of blockl 10.

FIG. 14A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for a top-
level object 60 (e.g., routing metal).

FIG. 14B illustrates the integrated circuit 300 at the
block-level.

FIG. 14C illustrates the integrated circuit 300 at the
block-level.

FIG. 15A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level by routing for pin
assignment.

FIG. 15B illustrates that the port F of blockl 10 has been
removed from the top-level netlist.

FIG. 16 A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for pin
assignment.

FIG. 16B illustrates that the port B of blockl 10 has been
removed from the netlist for the top-level routing for pin
assignment.
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FIG. 17A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for pin
assignment.

FIG. 17B illustrates that the port F of blockl 10 has been
removed from the top-level netlist.

The drawings referred to in this description should not be
understood as being drawn to scale except if specifically
noted.

DETAILED DESCRIPTION OF THE
INVENTION

Reference will now be made in detail to the preferred
embodiments of the present invention, examples of which
are illustrated in the accompanying drawings. While the
invention will be described in conjunction with the preferred
embodiments, it will be understood that they are not
intended to limit the invention to these embodiments. On the
contrary, the invention is intended to cover alternatives,
modifications and equivalents, which may be included
within the spirit and scope of the invention as defined by the
appended claims. Furthermore, in the following detailed
description of the present invention, numerous specific
details are set forth in order to provide a thorough under-
standing of the present invention. However, it will be
recognized by one of ordinary skill in the art that the present
invention may be practiced without these specific details. In
other instances, well known methods, procedures,
components, and circuits have not been described in detail
as not to unnecessarily obscure aspects of the present
invention.

Notation and Nomenclature

Some portions of the detailed descriptions which follow
are presented in terms of procedures, logic blocks,
processing, and other symbolic representations of operations
on data bits within a computer memory. These descriptions
and representations are the means used by those skilled in
the data processing arts to most effectively convey the
substance of their work to others skilled in thee art. In the
present application, a procedure, logic block, process, etc., is
conceived to be a self-consistent sequence of steps or
instructions leading to a desired result. The steps are those
requiring physical manipulations of physical quantities.
Usually, though not necessarily, these quantities take the
form of electrical or magnetic signals capable of being
stored, transferred, combined, compared, and otherwise
manipulated in a computer system. It has proved convenient
at times, principally for reasons of common usage, to refer
to these signals as bits, values, elements, symbols,
characters, terms, numbers, or the like.

It should be borne in mind, however, that all of these and
similar terms are to be associated with the appropriate
physical quantities and are merely convenient labels applied
to these quantities. Unless specifically stated otherwise as
apparent from the following discussions, it is appreciated
that throughout the present invention, a variety of terms are
discussed that refer to the actions and processes of an
electronic system or a computer system, or other electronic
computing device/system. The computer system or similar
electronic computing device manipulates and transforms
data represented as physical (electronic) quantities within
the computer system’s registers and memories into other
data similarly represented as physical quantities within the
computer system memories or registers or other such infor-
mation storage, transmission, or display devices. The
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present invention is also well suited to the use of other
computer systems such as, for example, optical, mechanical,
or quantum computers.

Exemplary Computer System Environment

Aspects of the present invention are discussed in terms of
steps executed on a computer system. Although a variety of
different computer systems can be used with the present
invention, an exemplary computer system 200 is shown in
FIG. 2.

With reference to FIG. 2, portions of the present invention
are comprised of computer-readable and computer execut-
able instructions which reside, for example, in computer-
usable media of an electronic system such as the exemplary
computer system. FIG. 2 illustrates an exemplary computer
system 200 on which embodiments of the present invention
may be practiced. It is appreciated that the computer system
200 of FIG. 2 is exemplary-only and that the present
invention can operate within a number of different computer
systems including general-purpose rib computer systems
and embedded computer systems.

Computer system 200 includes an address/data bus 110
for communicating information, a central processor 101
coupled with bus 110 for processing information and
instructions, a volatile memory 102 (e.g., random access
memory RAM) coupled with the bus 110 for storing infor-
mation and instructions for the central processor 101 and a
non-volatile memory 103 (e.g., read only memory ROM)
coupled with the bus 110 for storing static information and
instructions for the processor 101. Exemplary computer
system 200 also includes a data storage device 104 (“disk
subsystem”) such as a magnetic or optical disk and disk
drive coupled with the bus 110 for storing information and
instructions. Data storage device 104 can include one or
more removable magnetic or optical storage media (e.g.,
diskettes, tapes) which are computer readable memories.
Memory units of computer system 200 include volatile
memory 102, non-volatile memory 103 and data storage
device 104.

Exemplary computer system 200 can further include an
optional signal generating device 108 (e.g., a network inter-
face card “NIC”) coupled to the bus 110 for interfacing with
other computer systems. Also included in exemplary com-
puter system 200 of FIG. 2 is an optional alphanumeric input
device 106 including alphanumeric and function keys
coupled to the bus 110 for communicating information and
command selections to the central processor 101. Exemplary
computer system 200 also includes an optional cursor con-
trol or directing device 107 coupled to the bus 110 for
communicating user input information and command selec-
tions to the central processor 101. An optional display device
105 can also be coupled to the bus 110 for displaying
information to the computer user. Display device 105 may
be a liquid crystal device, other flat panel display, cathode
ray tube, or other display device suitable for creating graphic
images and alphanumeric characters recognizable to the
user. Cursor control device 107 allows the user to dynami-
cally signal the two-dimensional movement of a visible
symbol (cursor) on a display screen of display device 105.
Many implementations of cursor control device 107 are
known in the art including a trackball, mouse, touch pad,
joystick or special keys on alphanumeric input device 106
capable of signaling movement of a given direction or
manner of displacement. Alternatively, it will be appreciated
that a cursor can be directed and/or activated via input from
alphanumeric input device 106 using special keys and key
sequence commands.
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Abutted-Pin Hierarchical Physical Design

FIG. 3 illustrates an integrated circuit 300 generated with
software tools according to the abutted-pin hierarchical
physical design process of the present invention. The
abutted-pin hierarchical physical design provides solutions
to the problems of the traditional hierarchical physical
design (see FIG. 1) and provides additional advantages and
benefits. In particular, the abutted-pin hierarchical physical
design does not have channels. Moreover, in the abutted-pin
hierarchical physical design, components of the top-level are
merged into the block-level so that the top-level netlist is
reduced to instantiations of each block 10-30 and 60-94.

As illustrated in FIG. 3, the abutted-pin hierarchical
physical design 300 includes a plurality of blocks 10-30 and
60-94. The netlist of the integrated circuit 300 is partitioned
into the plurality of blocks 10-30 and 60-94 such that each
block 10-30 and 60-94 has a block level netlist. Blocks
10-30 have the major or core components of the integrated
circuit 300. Blocks 60-94 have the bonding pads and other
support circuitry of the integrated circuit 300. The blocks
10-30 and 60-94 can be rectangular in shape and can be
rectilinear in shape. It should be understood that the inte-
grated circuit 300 can have any number of blocks.

Each block 10-30 and 60-94 has one or more pins 50,
whereas each pin 50 represents a location where a signal can
enter the block 10-30 and 60—94 or a location where a signal
can exit the block 10-30 and 60-94. The edge or boundary
of each block 10-30 and 6094 rests against the edge or
boundary of another block 10-30 and 60-94, such that the
pin 50 of one block abuts the pin 50 of another block.

Moreover, the top-level components or objects (e.g.,
timing components, clock distribution wiring, power distri-
bution wiring, repeaters, buffers, etc.) are not visible because
they have been merged into the blocks 10-30 and 60-94 by
a “press” operation performed by a software tool. First, the
top-level objects (e.g., timing components, clock distribu-
tion wiring, power distribution wiring, repeaters, buffers,
etc.) are placed and routed at the top-level (the top-level is
shown in FIG. 3). In the “press” operation, the top-level
objects (e.g., timing components, clock distribution wiring,
power distribution wiring, repeaters, buffers, etc.) that are
within the boundary of a block 10-30 and 60-94 arc
removed from the top-level netlist and merged into the
block-level netlist of that block 10-30 and 60-94. Hence,
the abutted-pin hierarchical physical design 300 can be
optimized by separately optimizing the individual blocks
10-30 and 60-94. Thus, the software tools can generate
(e.g., perform placement, routing, timing, verification, etc.)
and optimize the individual blocks 10-30 and 60-94 in
parallel. Moreover, a bug within an individual block 10-30
and 60-94 can be corrected by returning that individual
block to the logic design phase, while the other blocks
continue to undergo the physical design phase.

FIG. 4 illustrates the abutted-pin hierarchical physical
design process 400 according to an embodiment of the
present invention. At 410, a software tool receives the netlist
of the integrated circuit from the logic design phase, as
described above. The netlist is partitioned into a plurality of
blocks, each block having a block-level netlist. In an
embodiment, the partitioning of the netlist focuses on reduc-
ing the number of ports or terminals of a block that need to
couple to the ports or terminals of other blocks.

At 420, a software tool performs top-level floor planning.
Here, the layout of each block is determined. At the end of
the top-level floor planning, the top-level for an integrated
circuit 300 (as shown in FIG. 6) is generated. As illustrated
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in FIG. 6, the layout of the blocks 10-30 is established. In
FIG. 6, the bonding pads 60-94 (of FIG. 3) have been
omitted.

At 430, software tools perform top-level placement and
routing for the top-level objects (e.g., timing components,
clock distribution wiring, power distribution wiring,
repeaters, buffers, etc.). FIG. 7 illustrates a clock wire 320
and a power wire 310 of the top-level. The clock wire 320
is routed over BlockA 10 and BlockC 30. The power wire
310 is routed over BlockA 10. It should be understood that
any number of additional top-level objects can be placed and
routed at the top-level.

At 440, a software tool performs a top-level route for
obtaining the pin assignments for each block 10-30, as
illustrated in FIG. 8. Since each block 10-30 has one or
more ports or terminals 47 that needs to couple to a port or
terminal of another block 10-30, the pins for each block
10-30 have to be defined. Initially, the ports 47 of each block
10-30 are placed in a general random location within each
block at the top-level since the actual location of the port 47
is not known until a placement operation is performed at the
block-level. As illustrated in FIG. 8, the location 45A—45F
where a routing wire 48 crosses a boundary between two
blocks is defined as a pin for each of the blocks 10-30,
facilitating creation of pins that are abutted. In an
embodiment, a software tool creates each pin to have a width
that is equivalent to the width of the routing wire 48 at the
boundary between the two blocks. The pins 50 are illustrated
in FIG. 3.

At 450A—450C, the abutted-pin hierarchical physical
design process 400 enables software tools to generate and to
optimize each block 10-30 in parallel at the block-level.

FIG. § illustrates the abutted-pin hierarchical physical
design process 500 as performed at the block-level in a
particular block (450A—450C of FIG. 4) after step 440 of
FIG. 4.

At 510, a software tool performs press operations. The
top-level objects illustrated in FIG. 7 (e.g., a clock wire 320
and a power wire 310) and which are located within the
boundary of a particular block, are pressed into the particular
block. In particular, the top-level objects that are within the
boundary of a particular block are removed from the top-
level netlist and merged into the block-level netlist of that
particular block. Moreover, the pins for the particular block
are generated based on the location where the routing wire
crosses the boundary between two blocks, as illustrated in
FIG. 8 and FIG. 3.

At 520, a software tool performs block-level floor plan-
ning for the particular block. At 530, a software tool per-
forms a block-level placement operation for the particular
block. At 540, software tools perform a variety of block-
level operations to optimize the particular block.
Additionally, at 550, a block-level route is performed for the
particular block by a software tool. At 552 and 554, software
tools perform a block-level extraction operation for deter-
mining capacitance and resistance at the nodes and perform
block-level timing analysis operations for the particular
block.

At 560 and 570, a variety of software tools perform a
number of verification operations such as formal
verification, layout versus schematic (LVS) verification, and
design rules check (ORC) verification.

FIG. 9A illustrates the integrated circuit design flow of the
prior art. As illustrated in FIG. 9A, the physical design phase
910 receives the netlist from the logic design phase (not
shown). The physical design phase 910 generates the physi-
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cal design for the integrated circuit and outputs a GDS II file.
The GDS 1I file is received by the semiconductor factory
920. The integrated circuit is fabricated by the semiconduc-
tor factory 920 on a semiconductor chip.

FIG. 9B illustrates the integrated circuit design flow
according to an embodiment of the present invention. As
illustrated in FIG. 9B, the physical design phase 910
receives the netlist from the logic design phase (not shown).
In addition, the physical design phase 910 receives physical
design information 930, whereas the physical design infor-
mation 930 can be any information about a prior integrated
circuit that has undergone the physical design phase 910. In
an embodiment, the physical design information 930 is
stored in a database. For example, the physical design
information 930 can be pin assignments of the prior inte-
grated circuit, optimal clock distribution tree of the prior
integrated circuit, parasitic extraction data of the prior
integrated circuit, locations of obstructions such as a RAM
of the prior integrated circuit, identification of congested
blocks of the prior integrated circuit, metal resources for the
blocks of the prior integrated circuit, or any other informa-
tion which can facilitate optimizing the current integrated
circuit. Thus, the software tools of the physical design phase
910 can customize the current integrated circuit to avoid the
problems of the prior integrated circuit and to realize the
benefits of the prior integrated circuit.

In the physical design phase 910, decisions made at the
top-level with respect to the top-level objects, significantly
influence the creation of problems at the block-level and the
optimization operations at the block-level. By using physical
design information 930 (concerning the block-level of the
prior integrated circuit) at the top-level of the current inte-
grated circuit, the decisions made at the top-level with
respect to the top-level objects of the current integrated
circuit will be able to reduce the problems present in the
prior integrated circuit and will be able to generate solutions
to overcome the problems present in the prior integrated
circuit, improving the optimization of the abutted-pin hier-
archical physical design process of the present invention.
Thus, if the physical design information 930 has information
about several prior integrated circuits, the current integrated
circuit is more likely to be optimized.

In addition, the physical design phase 910 generates the
physical design for the integrated circuit and outputs a GDS
II file. Moreover, the physical design phase 910 stores
physical design information 930 of the current integrated
circuit to be used in the physical design phase 910 of a future
integrated circuit. The GDS II file is received by the semi-
conductor factory 920. The integrated circuit is fabricated by
the semiconductor factory 920 on a semiconductor chip.

FIG. 10A 1illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention and using the integrated circuit design
flow of the prior art (FIG. 9A), showing the top-level routing
for pin assignment. The port C of block1 10 is routed to port
B of block2 20. The port A of blockl 10 is routed to port D
of block2 20. This top-level routing has been performed
after ports A—D where placed in a generally random location
within each block 10-20 at the top-level since the actual
locations of the ports A—D are not known until a placement
operation is performed at the block-level. Here, the software
tools at the top-level do not have access to the physical
design information of a prior integrated circuit. The loca-
tions 15 and 16 are where the routing metal 18 crosses the
boundary between two blocks 10 and 20.

FIG. 10B illustrates the integrated circuit 300 of FIG.
10A. At the block-level, the pins 15A and 16 A were formed
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for block1 10. At the block-level, the pins 15B and 16B were
formed for block2 20, whereas pin 15A abuts pin 15B and
pin 16A abuts pin 16B. The pins 15A and 15B were formed
at location 15 of FIG. 10A. The pins 16A and 16B were
formed at location 16 of FIG. 10A.

FIG. 10C illustrates the integrated circuit 300 of FIG. 10B
at the block-level. As illustrated in FIG. 10C, the block-level
placement operation for blockl 10 placed the ports A and C
at locations that are different from the locations used to
generate the pin assignments in FIG. 10A. In addition, the
block-level placement operation for block2 20 placed the
ports B and D at locations that are different from the
locations used to generate the pin assignments in FIG. 10A.
Hence, the block-level routing operations for blocks 10 and
20 generated an inefficient amount of routing wire 19 to
couple the ports to the pins in each block. In sum, the pin
assignment affects the optimization of the routing wire 19.

FIG. 11A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention and using the integrated circuit design
flow of the present invention (FIG. 9B) showing the top-
level routing for pin assignment. The port C of blocks 10 is
routed to port B of block 20. The port A of blockl 10 is
routed to port D of block2 20. This top-level routing has
been performed after each port A-D where placed in a
particular location within each block 10-20 at the top-level,
whereas the particular location was based on using the
physical design information associated with the prior inte-
grated circuit (FIGS. 10A-10C). Here, the software tools at
the top-level have access to the physical design information
of the prior integrated circuit (FIGS. 10A-10C). The loca-
tions 15 and 16 are where the routing metal 18 crosses the
boundary between two blocks 10 and 20.

FIG. 11B illustrates the integrated circuit 300 of FIG. 11A
at the block-level. At the block-level, the pins 15A and 16 A
were formed for blockl 10. At the block-level, the pins 15B
and 16B were formed for block2 20, whereas pin 15A abuts
pin 15B and pin 16A abuts pin 16B. The pins 15A and 15B
were formed at location 15 of FIG. 11A. The pins 16A and
16B were formed at location 16 of FIG. 11A. Here, the pins
15A and 15B are associated with ports A and D, unlike FIG.
10B where pins 15A and 15B were associated with ports C
and B. Moreover, the pins 16A and 16B of FIG. 11B are
associated with ports C and B, unlike FIG. 10B where pins
16A and 16B were associated with ports A and D.

FIG. 11C illustrates the integrated circuit 300 of FIG. 11B
at the block-level. As illustrated in FIG. 11C, the block-level
placement operation for blockl 10 placed the ports A and C
at locations that are different from the locations used to
generate the pin assignments in FIG. 1A. In addition, the
block-level placement operation for block2 20 placed the
ports B and D at locations that are different from the
locations used to generate the pin assignments in FIG. 11A.
However, the difference in the location of the ports between
FIG. 11A and FIG. 11C is less than the difference in the
location of the ports between FIG. 10A and FIG. 10C.
Hence, the block-level routing operations for blocks 10 and
20 generated a more efficient amount of routing wire 19 to
couple the ports to the pins in each block, compared to FIG.
10C. In sum, the pin assignments generated with the use of
the physical design information of the prior integrated
circuit (FIGS. 10A-10C) were more optimal than the pin
assignments generated without the use of the physical design
information of the prior integrated circuit (FIGS. 10A-10C).

FIG. 12A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
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present invention, showing the top-level routing for pin
assignment. In the course of routing source port 24 of block3
30 to destination port 22 of block2 20, the software tool that
performs the top-level routing for pin assignment crosses the
boundary between blockl 10 and block2 20 at locations
15,16, and 17, whereas the locations 15,16, and 17 will be
defined as pins. The software tool is concerned with routing
a path between the source port 24 and the destination port
22, but is not concerned about the number of times the path
crosses the boundary between the same blocks.

FIG. 12B illustrates the integrated circuit 300 of FIG. 12A
at the block-level. The pins 15A-15B, 16A-16B, and
17A-17B are formed between blockl 10 and block2 20. The
pins 18 A—18B are formed between blockl 10 and block3 30.
The presence of pins 16 A—16B and 17A-17B causes addi-
tional routing metal to be added to blockl 10 and block2 20
so that pins 15A, 16A, and 17A can be coupled within
blockl 10 and so that pins 15B, 16B, and 17B can be
coupled within block2 20. Hence, one pair of pins
(15A-15B or 16A-16B or 17A-17B) is sufficient.

FIG. 12C illustrates the integrated circuit 300 of FIG.
12B, showing the removal of excess pins. As illustrated in
FIG. 12C, excess pins 16A-16B and 17A-17B were
removed from blockl 10 and block2 20. This removal is
based on a plurality of criteria, such as the current flow
direction between the source port 24 and the destination port
22, the location of the excess pins relative to the source port
24 and the destination port 22, or any other criteria. Here, the
criteria kept pins 15A-15B but deleted pins 16A-16B and
17A-17B.

FIG. 13A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for a top-
level object 30 (e.g., routing metal). As described above, a
software tool performs a press operation so that the portion
of the top-level object 30 which is within the boundary of a
particular block 10-20 is moved from the top-level netlist to
the block-level netlist of the particular block 10-20. In
particular, the segment 30A is pressed into blockl 10 while
the segment 30B is pressed into block2 20. In an
embodiment, the shape operations of a database are utilized
in performing the press operation. In FIG. 13A, an AND
operation would be performed with blockl 10 and the shape
30 to obtain the segment 30A (FIG. 13B). Typically, the
routing metal 30 includes a plurality of properties that are
stored in a database. These properties identify the routing
metal 30 and describe the function of the routing metal 30.
However, in the shape operations (e.g., AND) of the prior
art, the shape operation returns the segment 30A (FIG. 13B)
without its properties. Thus, these properties have to be
reconstructed.

In the present invention, the software tool that performs
the press operation preserves the properties associated with
segment 30A of the routing metal 30 despite the shape
operation (e.g., AND) performed with blockl 10 and the
shape 30 to obtain the segment 30A (FIG. 13B).

FIG. 13C illustrates the integrated circuit 300 of FIG. 13A
in the top-level, showing that the segment 30A has been
removed from the top-level netlist and merged into the
block-level netlist of blockl 10. Moreover, the properties
associated with segment 30A at the top-level are transferred
to the segment 30A at the block-level.

FIG. 14A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for a top-
level object 60 (e.g., routing metal). As illustrated in FIG.
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14A, the top-level object 60 is routed through blockl 10,
block2 20, and block3 30. The locations 51-52 indicate
top-level object 60 crosses a boundary between two blocks.
In an embodiment, a press property is added to the properties
of the top-level object 60 stored in a database. If the
top-level object 60 has the press property, the top-level
object 60 retains its location when the top-level object 60 is
pressed into blockl 10, block2 20, and block3 30, as
illustrated in the block-level view of the integrated circuit
300 in FIG. 14C. If the top-level object 60 does not have the
press property, the top-level object 60 generally does not
retain its location when the top-level object 60 is pressed
into block1 10, block2 20, and block3 30, as illustrated in the
block-level view of the integrated circuit 300 in FIG. 14B.
For example, top-level objects such as power and ground
have the press property. As illustrated in FIG. 14B, the pins
51A-51B and 52A-52B are defined. However, the software
tool is not constrained to placing the top-level object 60 in
the block-level exactly as it was placed at the top-level.
Moreover, the top-level object is placed in the block-level of
blockl 10, block2 20, and block3 30 according to the
separate placement and routing requirements of blockl 10,
block2 20, and block3 30.

FIG. 15A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for pin
assignment. As illustrated in FIG. 15A, in the top-level
netlist, the instantiation of blockl 10 includes a port F that
is unused, thus, not needed for the top-level routing for pin
assignment. Hence, a software tool removes port F from the
top-level netlist, but the block-level netlist of blockl 10
remains unchanged. In an embodiment, the software tool
that performs the press operation removes the port F. FIG.
15B illustrates that the port F of blockl 10 has been removed
from the top-level netlist.

FIG. 16 A illustrates an integrated circuit 300 based on the
abutted-pin hierarchical physical design process of the
present invention, showing the top-level routing for pin
assignment. As illustrated in FIG. 16A, port F and port B of
block1 10 are coupled to port C of block2 20 with a routing
metal 40. However, at location 30 the routing metal 40
crosses the boundary between blockl 10 and block2 20. If
a pin is formed within blockl 10 at location 30, the pin
would be coupled to port F and to port B. However, some
software tools are not able to represent this relationship (i.e.,
more than one port coupled to a pin). Hence, a software tool
removes one of the ports (port F or port B) from the netlist
based on some criteria, such as whether a port is an input
port or an output port. FIG. 16B illustrates that the port B of
block1 10 has been removed from the netlist for the top-level
routing for pin assignment.

FIG. 17A illustrates an integrated circuit 300 based on the
abutted-pin 15¢: hierarchical physical design process of the
present invention, showing the top-level routing for pin
assignment. As illustrated in FIG. 17A, in the top-level
netlist, the instantiation of blockl 10 includes a port F that
is tied to either the power line (1) or the ground line (0)
rather to a port of another block. Hence, a software tool
removes port F from the top-level netlist to avoid routing the
port F at the top-level. Moreover, the software tool ties the
port F to either power line (1) or the ground line (0) in the
block-level netlist of blockl 10. FIG. 17B illustrates that the
port F of blockl 10 has been removed from the top-level
netlist.

As illustrated in FIG. 3, the integrated circuit 300 based
on the abutted-pin hierarchical physical design process of
the present invention includes a North bond pad block 60, an
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East bond pad block 70, a South bond pad block 80, and a
West bond pad block 90, each having bond pad cells. The
top-level netlist of the integrated circuit 300 includes one or
more top-level inputs for receiving external signals and one
or more top-level outputs for transmitting signals off the
chip. The top-level inputs and the top-level outputs are
coupled to bond pad cells. Typically, software tools which
perform a routing operation are configured to not perform
the routing operation if the netlist includes bond pad cells.
Since the North bond pad block 60, the East bond pad block
70, the South bond artpad block 80, and the West bond pad
block 90 have bond pad cells in the block-level netlist, the
software tools refuse to perform the routing operation in
these blocks, preventing pins to be formed on the boundary
between these blocks and the blocks 10-30 (the core
blocks).

In the present invention, the bond pad cells are marked as
macrocells rather than bond pad cells, allowing pins to be
formed on the boundary between these blocks 60, 70, 80,
and 90 and the blocks 10-30 (the core blocks).

Typically, the block-level netlist of the North bond pad
block 60, the East bond pad block 70, the South bond pad
block 80, and the West bond pad block 90 include nets to the
top-level inputs and nets to the top-level outputs. Generally,
the block-level netlist of the North bond pad block 60, the
East bond pad block 70, the South bond pad block 80, and
the West bond pad block 90 include nets to the bond pad
cells.

In an embodiment of the present invention, a software tool
removes the nets to the top-level inputs and nets to the
top-level outputs so that the physical design of the integrated
circuit can be accomplished as described above. In an
embodiment, the software tool removes in the block-level
netlist the ports that couple to the top-level inputs and to the
top-level outputs. Moreover, the software tool adds a prop-
erty to the nets to the bond pad cells to indicate that these
nets are suppose to couple to the top-level inputs and to the
top-level outputs, facilitating an unwinding operation to
reestablish at the block-level netlist the nets to the top-level
inputs and nets to the top-level outputs that were removed
earlier. The unwinding-operation adds to the block-level
netlist the ports (which were removed earlier) that couple to
the top-level inputs and to the top-level outputs. Thus, the
netlist modified by the physical design phase (e.g., repeater
and buffers are added to the netlist) can be compared with
the netlist originally received from the logic design phase. In
particular, formal verification, layout versus schematic
(LVS) verification, and design rules check (DRC) verifica-
tion can be performed by software tools.

A challenge with implementing an integrated circuit based
on the abutted-pin hierarchical physical design process of
the present invention involves analyzing the timing of signal
paths that traverse more than one block. The timing of these
global paths is difficult to analyzed compared to analyzing
the timing of local paths, whereas local paths are signal
paths that do not leave a block. One method of analyzing the
timing of these global paths involves partitioning the block-
level netlist of each block into a first netlist and a second
netlist. The first netlist includes nets which start at a register
(or flip-flop) and end at a register (or flip-flop) within the
block, whereas each branch of the net also starts at a register
(or flip-flop) and ends at a register (or flip-flop) within the
block. The second netlist includes nets which are coupled to
a pin of the block. Generally, the first netlist is % of the initial
block-level netlist while the second netlist is % of the initial
block-level netlist. If the second netlist ratio is greater than
Y4, this indicates inefficient partitioning of the blocks.
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Once the first netlist and the second netlist are obtain, an
extraction operation to obtain parasitic resistance and
capacitance is performed on the second netlist of each a
block. In an embodiment, the partitioning of the block-level
netlist and the extraction operation in each block are per-
formed in parallel. Moreover, an extraction operation is
performed on the top-level netlist. In an embodiment, a
software tool replaces the abutted pins of the top-level netlist
with zero ohm resistors.

Some software tools utilized to perform the timing analy-
sis are unable to operate on netlists having nets that are
coupled to multiple pins of a block. In an embodiment of the
present invention, these netlist are transformed by using
“assign statements” to assign different names to the nets that
are coupled to multiple pins of a block. Hence, each different
named net can be coupled to a separate pin of the block.

In an embodiment, the second netlist and its associated
extraction file of each block and the top-level netlist and its
associated extraction file are utilized by software tools to
perform the timing analysis. This timing analysis can be
performed significantly faster than the case where the block-
level netlist is not partitioned into the first netlist and the
second netlist. In an embodiment, the timing graph resulting
from the timing analysis can be analyzed to extract timing
constraints (relating to the delay that can be generated by a
block) for each block. Hence, if a block is optimized to meet
its extracted timing constrains, the block is more likely to
meet its timing parameter when the block interacts with the
other blocks in the integrated circuit.

The foregoing descriptions of specific embodiments of the
present invention have been presented for purposes of
illustration and description. They are not intended to be
exhaustive or to limit the invention to the precise forms
disclosed, and obviously many modifications and variations
are possible in light of the above teaching. The embodiments
were chosen and described in order to best explain the
principles of the invention and its practical application, to
thereby enable others skilled in the art to best utilize the
invention and various embodiments with various modifica-
tions as are suited to the particular use contemplated. It is
intended that the scope of the invention be defined by the
claims appended hereto and their equivalents.

What is claimed is:

1. A method of optimizing determination of pins for a
plurality of blocks of a physical design, comprising:

a) determining a plurality of ports that need to couple to
other ports in other blocks, wherein each block includes
one or more cells, and wherein each port represents one
of a location where a signal enters said cells and a
location where a signal exits said cells;

b) at a top-level, placing each one of said plurality of ports
in a general random location within each corresponding
block since actual locations of said ports within each
corresponding block requires a block-level placement;

¢) at said top-level, routing said ports using a routing wire;

d) at said top-level, generating each pin for each block at
a position where said routing wire crosses a shared
boundary between two blocks, wherein each pin rep-
resents one of a location where a signal enters said
blocks and a location where a signal exits said blocks;
and

¢) removing one or more excess pins from said plurality
of blocks based on criteria.

2. A method as recited in claim 1 wherein said criteria

includes current flow direction between a source port of a
first block and a destination port of a second block.
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3. A method as recited in claim 1 wherein said criteria
includes location of excess pins relative to a source port of
a first block and a destination port of a second block.

4. A method as recited in claim 1 wherein said physical
design is an abutted-pin hierarchical physical design.

5. A method as recited in claim 4 wherein said physical
design includes a top-level physical design.

6. A method as recited in claim 4 wherein said physical
design includes a block-level physical design.

7. A method as recited in claim 1 wherein said step by d)
includes:

at each location along a boundary between a first block
and a second block in which a route path between a
source port of said first block and a destination port of
said second block crosses said boundary, forming a first
pin for said first block and forming a second pin for said
second block, wherein said first and second pins are
abutted.

8. A computer-readable medium comprising computer-
executable instructions stored therein for performing a
method of optimizing determination of pins for a plurality of
blocks of a physical design, said method comprising:

a) determining a plurality of ports that need to couple to
other ports in other blocks, wherein each block includes
one or more cells, and wherein each port represents one
of a location where a signal enters said cells and a
location where a signal exits said cells;

b) at a top-level, placing each one of said plurality of ports
in a general random location within each corresponding
block since actual locations of said ports within each
corresponding block requires a block-level placement;

¢) at said top-level, routing said ports using a routing wire;

d) at said top-level, generating each pin for each block at
a position where said routing wire crosses a shared
boundary between two blocks, wherein each pin rep-
resents one of a location where a signal enters said
blocks and a location where a signal exits said blocks;
and

¢) removing one or more excess pins from said plurality
of blocks based on criteria.

9. A computer-readable medium as recited in claim 8
wherein said criteria includes current flow direction between
a source port of a first block and a destination port of a
second block.

10. A computer-readable medium as recited in claim 8
wherein said criteria includes location of excess pins relative
to a source port of a first block and a destination port of a
second block.

11. A computer-readable medium as recited in claim 8
wherein said physical design is an abutted-pin hierarchical
physical design.

12. A computer-readable medium as recited in claim 11
wherein said physical design includes a top-level physical
design.

13. A computer-readable medium as recited in claim 11
wherein said physical design includes a block-level physical
design.

14. A computer-readable medium as recited in claim 8
wherein said step by d) includes:

at each location along a boundary between a first block
and a second block in which a route path between a
source port of said first block and a destination port of
said second block crosses said boundary, forming a first
pin for said first block and forming a second pin for said
second block, wherein said first and second pins are
abutted.
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15. A method of optimizing a top-level routing for a
plurality of ports of a plurality of blocks of a physical design
to determine pin assignment, comprising:

a) determining a first plurality of ports that need to couple
to other ports in other blocks, wherein each block
includes one or more cells, and wherein each port
represents one of a location where a signal enters said
cells and a location where a signal exits said cells;

b) determining whether said plurality of ports includes
one or more unused ports;

¢) if said plurality of ports includes one or more unused
ports, removing said one or more unused ports from a
top-level netlist;

d) at a top-level, placing each one of said first plurality of
ports in a general random location within each corre-
sponding block since actual locations of said ports
within each corresponding block requires a block-level
placement;

e) at said top-level, routing said first plurality of ports
using a routing wire; and

f) at said top-level, generating each pin for each block at
a position where said routing wire crosses a shared
boundary between two blocks, wherein each pin rep-
resents one of a location where a signal enters said
blocks and a location where a signal exits said blocks.

16. A method as recited in claim 15 wherein said physical
design is an abutted-pin hierarchical physical design.

17. A method as recited in claim 16 wherein said physical
design includes a top-level physical design.

18. A method as recited in claim 16 wherein said physical
design includes a block-level physical design.

19. A method as recited in claim 15 further comprising:

removing one or more excess pins from said plurality of
blocks based on criteria.

20. A computer-readable medium comprising computer-
executable instructions stored therein for performing a
method of optimizing a top-level routing for a plurality of
ports of a plurality of blocks of a physical design to
determine pin assignment, said method comprising:

a) determining a first plurality of ports that need to couple
to other ports in other blocks, wherein each block
includes one or more cells, and wherein each port
represents one of a location where a signal enters said
cells and a location where a signal exits said cells;

b) determining whether said plurality of ports includes
one or more unused ports;

¢) if said plurality of ports includes one or more unused
ports, removing said one or more unused ports from a
top-level netlist;

d) at a top-level, placing each one of said first plurality of
ports in a general random location within each corre-
sponding block since actual locations of said ports
within each corresponding block requires a block-level
placement;

e) at said top-level, routing said first plurality of ports
using a routing wire; and

f) at said top-level, generating each pin for each block at
a position where said routing wire crosses a shared
boundary between two blocks, wherein each pin rep-
resents one of a location where a signal enters said
blocks and a location where a signal exits said blocks.

21. A computer-readable medium as recited in claim 20
wherein said physical design is an abutted-pin hierarchical
physical design.

22. A computer-readable medium as recited in claim 21
wherein said physical design includes a top-level physical
design.
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23. A computer-readable medium as recited in claim 21
wherein said physical design includes a block-level physical
design.

24. A computer-readable medium as recited in claim 20
wherein said method further comprises:

removing one or more excess pins from said plurality of
blocks based on criteria.

25. A method of optimizing a top-level routing for a
plurality of ports of a plurality of blocks of a physical design
to determine pin assignment, comprising:

a) determining a first plurality of ports that need to couple
to other ports in other blocks, wherein each block
includes one or more cells, and wherein each port
represents one of a location where a signal enters said
cells and a location where a signal exits said cells;

b) determining whether said plurality of ports includes a
second plurality of first ports of a first block that couple
to a second port of a second block;

¢) if said plurality of ports includes said second plurality
of first ports of said first block that couple to said
second port of said second block, removing excess first
ports from a top-level netlist based on criteria; and

d) at a top-level, placing each one of said first plurality of
ports in a general random location within each corre-
sponding block since actual locations of said ports
within each corresponding block requires a block-level
placement;

e) at said top level, routing said first plurality of ports
using a routing wire; and

f) at said top-level, generating each pin for each block at
a position where said routing wire crosses a shared
boundary between two blocks, wherein each pin rep-
resents one of a location where a signal enters said
blocks and a location where a signal exits said blocks.

26. A method as recited in claim 25 wherein said physical
design is an abutted-pin hierarchical physical design.

27. A method as recited in claim 26 wherein said physical
design includes a top-level physical design.

28. A method as recited in claim 26 wherein said physical
design includes a block-level physical design.

29. A method as recited in claim 25 further comprising:

removing one or more excess pins from said plurality of
blocks based on criteria.

30. A method as recited in claim 25 wherein said criteria
includes designation of an input port.

31. A method as recited in claim 25 wherein said criteria
includes designation of an output port.

32. A computer-readable medium comprising computer-
executable instructions stored therein for performing a
method of optimizing a top-level routing for a plurality of
ports of a plurality of blocks of a physical design to
determine pin assignment, said method comprising:

a) determining a first plurality of ports that need to couple
to other ports in other blocks, wherein each block
includes one or more cells, and wherein each port
represents one of a location where a signal enters said
cells and a location where a signal exits said cells;

b) determining whether said plurality of ports includes a
second plurality of first ports of a first block that couple
to a second port of a second block;

¢) if said plurality of ports includes said second plurality
of first ports of said first block that couple to said
second port of said second block, removing excess first
ports from a top-level netlist based on criteria; and

d) at a top-level, placing each one of said first plurality of
ports in a general random location within each corre-
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sponding block since actual locations of said ports
within each corresponding block requires a block-level
placement;

¢) at said top-level routing said first plurality of ports
using a routing wire; and

f) at said top-level, generating each pin for each block at
a position where said routing wire crosses a shared
boundary between two blocks, wherein each pin rep-
resents one of a location where a signal enters said
blocks and a location where a signal exits said blocks.

33. A computer-readable medium as recited in claim 32
wherein said physical design is an abutted-pin hierarchical
physical design.

34. A computer-readable medium as recited in claim 33
wherein said physical design includes a top-level physical
design.

35. A computer-readable medium as recited in claim 33
wherein said physical design includes a block-level physical
design.

36. A computer-readable medium as recited in claim 32
wherein said method further comprises:

removing one or more excess pins from said plurality of
blocks based on criteria.

37. A computer-readable medium as recited in claim 32

wherein said criteria includes designation of an input port.

38. A computer-readable medium as recited in claim 32
wherein said criteria includes designation of an output port.

39. A method of optimizing a top-level routing for a
plurality of ports of a plurality of blocks of a physical design
to determine pin assignment, comprising:

a) determining a first plurality of ports that need to couple
to other ports in other blocks, wherein each block
includes one or more cells, and wherein each port
represents one of a location where a signal enters said
cells and a location where a signal exits said cells;

b) determining whether said plurality of ports includes
one or more ports that are coupled to a power line;

¢) determining whether said plurality of ports includes
one or more ports that are coupled to a ground line;

d) if said plurality of ports includes one or more ports that
are coupled to said power line, removing said ports that
are coupled to said power line from a top-level netlist;

e) if said plurality of ports includes one or more ports that
are coupled to said ground line, removing said ports
that are coupled to said ground line from said top-level
netlist; and

f) at a top-level, placing each one of said first plurality of
ports in a general random location within each corre-
sponding block since actual locations of said ports
within each corresponding block requires a block-level
placement;

2) at said top-level, routing said first plurality of ports
using a routing wire; and

h) at said top-level, generating each pin for each block at
a position where said routing wire crosses a shared
boundary between two blocks, wherein each pin rep-
resents one of a location where a signal enters said
blocks and a location where a signal exits said blocks.

40. A method as recited in claim 39 wherein said physical
design is an abutted-pin hierarchical physical design.

41. A method as recited in claim 40 wherein said physical
design includes a top-level physical design.

42. A method as recited in claim 40 wherein said physical
design includes a block-level physical design.
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43. A method as recited in claim 39 further comprising:

removing one or more excess pins from said plurality of
blocks based on criteria.

44. A computer-readable medium comprising computer-
executable instructions stored therein for performing a
method of optimizing a top-level routing for a plurality of
ports of a plurality of blocks of a physical design to
determine pin assignment, comprising:

a) determining a first plurality of ports that need to couple
to other ports in other blocks, wherein each block
includes one or more cells, and wherein each port
represents one of a location where a signal enters said
cells and a location where a signal exits said cells;

b) determining whether said plurality of ports includes
one or more ports that are coupled to a power line;

¢) at determining whether said plurality of ports includes
one or more ports that are coupled to a ground line;

d) if said plurality of ports includes one or more ports that
are coupled to said power line, removing said ports that
are coupled to said power line from a top-level netlist;

e) if said plurality of ports includes one or more ports that
are coupled to said ground line, removing said ports
that are coupled to said ground line from said top-level
netlist; and

f) at a top-level, placing each one of said first plurality of
ports in a general random location within each corre-
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sponding block since actual locations of said ports
within each corresponding block requires a block-level
placement;

2) at said top-level, routing said first plurality of ports

using a routing wire; and

h) at said top-level, generating each pin for each block at

a position where said routing wire crosses a shared
boundary between two blocks, wherein each pin rep-
resents one of a location where a signal enters said
blocks and a location where a signal exits said blocks.

45. A computer-readable medium as recited in claim 44
wherein said physical design is an abutted-pin hierarchical
physical design.

46. A computer-readable medium as recited in claim 45
wherein said physical design includes a top-level physical
design.

47. A computer-readable medium as recited in claim 45
wherein said physical design includes a block-level physical
design.

48. A computer-readable medium as recited in claim 44
wherein said method further comprises:

removing one or more excess pins from said plurality of

blocks based on criteria.



