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armazenamento com codificagdo adaptativa que usa codificagbo
resiliente de apagamento (ERC) adaptativa que muda o numero de
fragmentos usados para codificagdo de acordo com o tamanho do
arquivo distribuido. ERC adaptativa pode melhorar enormemente a
eficiéncia e a confiabilidade do armazenamento P2P. Iniume ros
procedimentos para aplicagbes de armazenamento P2P também
podem ser impiementados. Em uma modalidade, pequenos arquivos
de dados dindmicos sdo desviados para os pares mais confiaveis ou
mesmo para um servidor, enquanto que grandes arquivos estaticos
sdo armazenados utilizando-se a capacidade de armazenamento dos
pares nhao confiaveis. Também, para contribuicido e beneficio
equilibrados, um par deve hospedar a mesma quantidade de conteudo
armazenada ha rede P2P. Em decorréncia disto, pares ndo confiaveis
podem distribuir menos dados, e pares confiaveis podem distribuir
mais. Também, arquivos menores sdo atribuidos com um custo de
distribuicdo mais alto, e os arquivos maiores sédo atribuidos com um
custo de distribuicdo mais baixo.
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“ARMAZENAMENTO PONTO A PONTO CONFIAVEL E EFICIENTE”

ANTECEDENTES DA INVENCAO
Em uma aplicagdo Ponto a Ponto (P2P), pares trazem consigo larguras de banda

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\&\\\\\\\

de rede e/ou recursos de armazenamento em disco rigido quando eles ingressam no servigo

5 P2P. A medida que a demanda em um sistema P2P cresce, a capacidade do sistema tam-
bém cresce. Isto é exatamente o contrario de um sistema cliente-servidor, em que a capaci-
dade do servidor ¢ fixa e paga pelo provedor do sistema cliente-servidor. Em decorréncia
disto, um sistema P2P é mais econdmico de executar do que um sistema cliente-servidor, e
é superior em virtude de ser escalavel.

10 Em um sistema P2P, o par contribui ndo somente com a largura de banda, mas
também com o espago de armazenamento para servir os outros pares. O espago de arma-
zenamento coletivo contribuido pelos pares forma uma nuvem de armazenamento distribui-
da. Dados podem ser armazenados na nuvem e ser recuperados a partir dela. O armaze-
namento P2P pode ser usado por inimeras aplicagdes. Uma € a copia de seguranga distri-

15  buida. O par pode fazer copia de seguranga dos seus proprios dados na nuvem P2P. Quan-
do um par falhar, os dados podem ser restaurados a partir da nuvem. Uma outra aplicagao
P2P é acesso distribuido a dados. Em virtude de o cliente poder recuperar dados simultane-
amente a partir de multiplos pares controladores, a recuperagdo P2P pode ter maior rendi-
mento se comparado com a recuperagdo de dados a partir de uma unica fonte. Uma outra

20 aplicagdo é visualizagdo de filme sob demanda. Um servidor de midia pode disseminar a
nuvem P2P com arquivos de filme com direito de posse. Quando um cliente estiver visuali-
zando o filme, ele pode transmitir o filme em fluxo continuo tanto a partir da nuvem P2P
quanto a partir do servidor, assim, reduzindo a carga do servidor, reduzindo o trafego na
espinha dorsal da rede e melhorando a qualidade do filme em fluxo continuo.

25 . Embora os pares na rede P2P possam agir como servidores, eles diferem de servi-
dores da Internet / bases de dados comerciais em um importante aspecto: confiabilidade.
Em virtude de, usualmente, um par ser um computador ordinario que suporta a aplicagao
P2P com seu espago livre em disco rigido e largura de banda ociosa, ele € muito menos
confiavel do que um servidor tipico. O usuério pode escolher desligar um computador par ou

30 a aplicagdo P2P de tempos em tempos. Necessidades compulsorias, por exemplo, transfe-
réncia / carregamento de grandes arquivos, podem subalimentar o par em relagdo a largura
de banda necessaria para a atividade P2P. O computador par pode estar fora de linha em
fungdo da necessidade de atualizar ou consertar software / hardware ou em fungdo de um
ataque de virus. O hardware do computador e a ligag&o de rede do par também séo ineren-

35 temente muito menos confidveis do que um computador servidor tipico e suas ligagdes de
rede comerciais, que sdo projetados para confiabilidade. Embora agrupamentos comerciais

servidor / servidor sejam projetados para confiabilidade “seis nove” (com uma taxa de falha
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de 108, nesta taxa, cerca de 30 segundos de tempo ocioso é permitido a cada ano), um bom
par cliente pode ter confiabilidade somente “dois nove” (uma taxa de falha de 10 ou cerca
de 15 minutos de tempo ocioso a cada dia), e ndo é incomum que pares tenham somente 50
% (metade do tempo ocioso) ou até 10 % de confiabilidade (ocioso em 90 % do tempo).

A maior parte das aplicagdes P2P, por exemplo, cpia de seguranca e recuperagao
de dados P2P, deseja manter o mesmo nivel de confiabilidade para armazenamento P2P do
que aquele do servidor (confiabilidade “seis nove”). O desafio esta em como construir um
armazenamento P2P confiavel e eficiente usando minima largura de banda e recursos de
armazenamento dos pares.

SUMARIO DA INVENCAO

S&o apresentados um sistema e método de armazenamento com codificagdo adap-

" tativa para armazenar dados de forma eficiente e confiavel em uma rede Ponto a Ponto

(P2P). Os sistema e método de armazenamento com codificagdo adaptativa ajustam inume-
ros fragmentos para codificagéo resiliente de apagamento (ERC), o nimero de fragmentos
ERC, com base no tamanho do arquivo armazenado e distribuido.

Inimeras modalidades do sistema de armazenamento com codificagédo adaptativa
empregam procedimentos para melhorar a eficiéncia e confiabilidade de uma rede P2P. Por
exemplo, em uma modalidade, pequenos dados dindmicos s&o desviados para pares mais
confiadveis ou mesmo para um servidvor, se o suporte ao componente do servidor estiver dis-
ponivel. Também, em uma outra modalidade, para uma rede P2P equilibrada, € permitido
que pares que ndo sdo confidveis e estdo distribuindo arquivos menores distribuam menos
dados.

Percebe-se que, embora as limitagdes expostas nos sistemas de armazenamento e
de distribuigdo ponto a ponto existentes descritos na seg@o de Antecedentes da Invengao
possam ser resolvidas por uma implementag&o em particular do sistema de armazenamento
com codificagdo adaptativa de acordo com a presente invencéo, estes sistema e processo
ndo sdo, de nenhuma maneira, limitados as implementagdes que resolvem exatamente
qualquer uma e todas as desvantagens expostas. Em vez disto, os presentes sistema e pro-
cesso tém uma aplicagdo muito mais ampla, como ficara evidente a partir das descri¢des
que seguem.

Também percebe-se que este Sumario é fornecido para introduzir uma selegéo de
conceitos de uma forma simplificada que séo descritos adicionalmente a seguir na Descri-
cdo Detalhada. Nao pretende-se que este Sumario identifique recursos chaves ou recursos
essenciais do assunto em questdo reivindicado, nem pretende-se que seja usado como um
auxilio na determinacéo do escopo do assunto em questéo reivindicado.

DESCRICAO RESUMIDA DOS DESENHOS

Os recursos, aspectos e vantagens especificos do sistema de armazenamento com
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codificagdo adaptativa serdo mais bem entendidos em relag@o a descrigéo, reivindicagoes
anexas e desenhos anexos seguintes, em que:

a figura 1 é um diagrama de sistema geral que representa um dispositivo de compu-
tagso de uso geral que constitui um sistema exemplar que implementa um sistema e método
de armazenamento com codificagdo adaptativa aqui descrito.

A figura 2 ilustra uma rede ponto a ponto (P2P) exemplar que pode ser usada com
os sistema e método de armazenamento com codificagdo adaptativa aqui descritos.

A figura 3 fornece um gréfico que mostra o numero de pares de armazenamento de
informacgéo para alcangar uma confiabilidade desejada de 10°. _

A figura 4 fornece um grafico que mostra a confiabilidade do par e a taxa de repli-
cagao desejadas.

A figura 5 fornece um gréafico que mostra o numero de pares de armazenamento de
informacdo necessario para alcangar confiabilidade desejada de 10 usando codificagdo
resiliente de apagamento.

A figura 6 fornece um gréafico do numero de fragmentos ERC e o tamanho de arqui- -
vo adequado associado para armazenamento de informagédo em uma rede P2P.

A figura 7 fornece um grafico que representa uso de largura de banda entre pares
em uma configuragdo P2P com ERC adaptativa e ERC fixa (em uma confiabilidade de par =
50 %). A figura 8 fornece um gréafico que representa uso de largura de banda entre pares em
uma configuragdo P2P com ERC adaptativa e ERC fixa (em uma confiabilidade de par = 99
%).

A figura 9 representa uma modalidade do processo de armazenamento com codifi-
cagao adaptativa.

A figura 10 representa um fluxograma operacional exemplar que mostra como a
técnica de armazenamento com codificagéo adaptativa & empregada em uma rede P2P.

A figura 11 representa uma modalidéde dos sistema e processo de armazenamento
com codificagdo adaptativa que implementam um procedimento para otimizar a eficiéncia de
armazenamento de uma rede P2P.

A figura 12 representa uma outra modalidade dos sistema e método de armazena-
mento com codificagdo adaptativa que implementam procedimentos para otimizar a eficién-
cia de armazenamento de um sistema P2P.

A figura 13 representa uma modalidade dos sistema e método de armazenamento
com codificagdo adaptativa que empregam copia de seguranga P2P com suporte ao servi-
dor.

DESCRICAQO DETALHADA

Na seguinte descrigdo das modalidades preferidas do presente sistema de armaze-

namento com codificagdo adaptativa, a referéncia é feita aos desenhos anexos que formam
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uma parte deste, e que sdo mostrados a titulo de ilustragao das modalidades especificas
nas quais o sistema de armazenamento com codificagéo adaptativa pode ser praticado. En-
tende-se que outras modalidades podem ser utilizadas e que mudangas estruturais podem
ser feitas sem fugir do escopo do presente sistema de armazenamento com codificagdo a-
daptativa.

1.0 AMBIENTE OPERACIONAL EXEMPLAR

A figura 1 ilustra um exemplo de um ambiente do sistema de computacgao adequado

100 no qual a invengdo pode ser implementada. O ambiente do sistema de computagéo 100
é somente um exemplo de um ambiente de computagdo adequado e n&o pretende-se que
sugira nenhuma limitagéo ao escopo do uso ou de funcionalidade da invengdo. Nem o am-
biente de computagdo 110 deve ser interpretado sem nenhuma dependéncia ou exigéncia
relacionada a qualquer componente ou combinagéo de componentes ilustrados no ambiente

operacional exemplar 100.
A invengdo ¢ operacional com inimeros outros ambientes ou configuracdes de sis-

tema de computagdo de uso geral ou de uso especial. Exemplos de sistemas, ambientes

elou configuragdes de computagdo bem conhecidos que podem ser adequados para uso
com a invengéo incluem, mas sem limitagdes, computadores pessoais, computadores servi-
dores, dispositivos de computagédo ou de comunicagées de méo, portateis ou moéveis, tais
como telefones celulares e PDAs, sistemas multiprocessadores, sistemas com base em mul-
tiprocessadores, conversores de sinal de freqliéncia, dispositivos eletronicos programaveis
pelo cliente, PCs em rede, minicomputadores, computadores de grande porte, ambientes de
computacdo distribuida que incluem qualquer um dos sistemas ou dispositivos expostos, e
congéneres.

A invencdo pode ser descrita no contexto geral das instrugoes executaveis por
computador, tais como médulos de programa que sé@o executados por um computador em
conjunto com moédulos de hardware, incluindo componentes de um arranjo de microfone
198. No geral, mdédulos de programa incluem rotinas, programas, objetos, componentes,
estruturas de dados, etc., que realizam tarefas em particular ou implementam tipos de dados
abstratos em particular. A invengdo também pode ser praticada em ambientes de computa-
¢ao distribuida em que tarefas séo realizadas por dispositivos de processamento remoto que
sdo ligados por meio de uma rede de comunicagbes. Em um ambiente de computacao dis-
tribuida, os modulos de programa podem ficar localizados em midia de armazenamento tan-
to local quanto remota, incluindo dispositivos de armazenamento em meméria. Em relagdo a
figura'1, um sistema exemplar para implementar a invengao inclui um dispositivo de compu-
tacdo de uso geral na forma de um co‘mput.ador 110.

Componentes do computador 110' podem incluir, mas sem limitagdes, uma unidade

de processamento 120, uma memoria do sistema 130 e um barramento do sistema 121 que
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acopla varios componentes do sistema, incluindo a memoaria do sistema, na unidade de pro-
cessamento 120. O barramento do sistema 121 pode ser qualquer um de diversos tipos de
estruturas de barramento, incluindo um barramento de memoria ou controlador de memdria,
um barramento periférico e um barramento local que usa qualquer uma de uma variedade
de arquiteturas de barramento. A titulo de exemplo, e sem limitagdes, tais arquiteturas inclu-
em barramento Arquitetura Padrédo da Industria (ISA), barramento Arquitetura Micro Canal
(MCA), barramento ISA Melhorado (EISA), barramento Associagédo dos Padrdes Eletrénicos
de Video (VESA) local, e barramento Interconex@o de Componente Periférico (PC!), também
conhecido como barramento Mezzanine. _

Tipicamente, o computador 110 inclui uma variedade de midias legiveis por compu-
tador. A midia legivel por computador pode ser qualquer midia disponivel que pode ser a-
cessada pelo computador 110 e inclui tanto midia volatil quanto midia nao volatil, tanto midia
removivel quanto midia ndo removivel. A titulo de exemplo, e sem limitagdes, a midia legivel
por computador pode compreender midia de armazenamento em computador e midia de
comunicagdo. A midia de armazenamento em computador inclui midia volatil e nao volatil,
removivel e ndo removivel implementada em qualquer método ou tecnologia para armaze-
namento da informacdo, tais como instrugdes legiveis por computador, estrutura de dados,
modulos de programa ou outros dados.

Midia de armazenamento no computador inclui, mas sem limitagdes, RAM, ROM,
PROM, EPROM, EEPROM, memoéria flash, ou outra tecnologia de meméria, CD-ROM, dis-
cos versateis digitais (DVD), ou outro armazenamento em disco 6tico, cassetes magnéticos,
fita magnética, armazenamento em disco magnético ou outros dispositivos de armazena-
mento magnético, ou qualquer outra midia que possa ser usada para armazenar a informa-
¢ao desejada e que pode ser acessada pelo computador 110. Tipicamente, midia de comu-
nicacdo incorpora instrugdes legiveis por computador, estrutura de dados, médulos de pro-
grama ou outros dados em um sinal de dados modulado, tais como uma onda portadora ou
outro mecanismo de transporte, e inclui qualquer midia de distribuicdo de informacgéo. O
termo “sinal de dados modulado” significa um sinal que tem uma ou mais de suas caracteris-
ticas ajustadas ou modificadas de uma maneira tal que seja para codificar informag&o no
sinal. A titulo de exemplo, e sem limitagdes, midia de comunicag&o inclui midia com fios, tais
como rede com fios ou conex3o direta com fios, e midia sem fios, tais como midia acustica,
RF, infravermelho, e outras midias sem fios. Combinagdes de qualquer um dos expostos
também devem ser incluidas no escopo da midia legivel por computador.

A memoéria do sistema 130 inclui midia de armazenamento no computador na forma
de meméria volatil e/ou ndo volatil, tais como meméria exclusiva de leitura (ROM) 131 e
memoria de acesso aleatorio (RAM) 132. Um sistema basico de entrada / saida (BIOS) 133

que contém as rotinas basicas que ajudam a transferir informagéo entre elementos no com-



10

15

20

25

30

35

putador 110, tal como durante a inicializagdo, € armazenado, tipicamente, na ROM 131. Ti-
picamente, a RAM 132 contém dados e/ou médulos de programa que sdo imediatamente
acessiveis pela unidade de processamento 120 e/ou que estao sendo atualmente operados
por ela. A titulo de exemplo, e sem limitagdes, a figura 1 ilustra o sistema operacional 134,
programas de aplicagdo 135, outros médulos de programa 136 e dados do progra'ma 137.

O computador 110 também pode incluir outras midias de armazenamento no com-
putador removiveis / ndo removiveis, volateis / ndo volateis. A titulo de exemplo somente, a
figura 1 ilustra uma unidade de disco rigido 141 que |é e grava em uma midia magnética néo
removivel e ndo volétil, uma unidade de disco magnético 151 que |&é e grava em um disco
magnético removivel e ndo volatil 152, e uma unidade de disco o6tico 155 que 1é e grava em
um disco ético removivel e ndo volatil 156, tais como um CD ROM ou outra midia ¢tica. Ou-
tras midias de armazenamento no computador removiveis / ndo removiveis, volateis / nao
volateis que podem ser usadas no ambiente operacional exemplar incluem, mas sem limita-
¢oes, cassetes de fita magnética, cartdes de memoria flash, discos versateis digitais, fita de
video digital, RAM em estado sélido, ROM em estado solido e congéneres. Tipicamente, a
unidade de disco rigido 141 é conectada no barramento do sistema 121 por meio de uma
interface de memaria ndo removivel, tal como a interface 140, e, tipicamente, a unidade de
disco magnético 151 e a unidade de disco otico 155 s&o conectadas no barramento do sis-
tema 121 por uma interface de memoria removivel, tal como a interface 150.

As unidades e suas midias de armazenamento no computador discutidas anterior-
mente e ilustradas na figura 1 fornecem armazenamento de instrugdes legiveis por compu-
tador, de estruturas de dados, de médulos de programa e de outros dados para o computa-
dor 110. Por exemplo, na figura 1, a unidade de disco rigido 141 ¢é ilustrada armazenando o
sistema operacional 144, os programas de aplicagdo 145, outros modulos de programa 146
e dados de programa 147. Note que estes componentes tanto podem ser 0os mesmos quan-
to podem ser diferentes do sistema operacional 134, dos programas de aplicagado 135, de
outros modulos de programa 136 e dos dados de programa 137. Aqui, s@o dados ao sistema
operacional 144, aos programas de aplicagdo 145, aos outros médulos de programa 146 e
aos dados de programa 147 diferentes numeros para ilustrar que, no minimo, eles sao co-
pias diferentes. Um usuério pode inserir comandos e informagéo no computador 110 por
meio de dispositivo de entrada, tais como um teclado 162 e um dispositivo de apontamento
161, comumente chamado de mouse, dispositivo de apontamento com esfera superior ou
plataforma sensivel ao toque.

Outros dispositivos de entrada (ndo mostrados) podem incluir uma manete, um con-
trolador de jogos, antena parabdlica, digitalizador, receptor de radio e uma televisao ou re-
ceptor de video por difusdo ou congéneres. Estes e outros dispositivos de entrada sé&o fre-

qglientemente conectados na unidade de processamento 120 por meio de uma interface de
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entrada de usuario com fios ou sem fios 160 que € acoplada no barramento do sistema 121,
mas podem ser conectados por outras interfaces e estruturas de barramento convencionais,
tais como, por exemplo, uma porta paralela, uma porta de jogos, um barramento serial uni-
versal (USB), uma interface |IEEE 1394, uma interface sem fios Bluetooth™, uma interface
sem fios IEEE 802.11, etc. Adicionalmente, o computador 110 também pode incluir um dis-
positivo de fala ou de entrada de audio, tais como um microfone ou um arranjo de microfone
198, bem como um alto-falante 197 ou outro dispositivo de saida de som conectado por
meio de uma interface de audio 199, novamente incluindo interfaces com fios ou sem fios
convencionais, tais como, por exemplo, paralela, serial, USB, IEEE 1394, Bluetooth™, etc.

Um monitor 191 ou outro tipo de dispositivo de exibigdo também & conectado no
barramento do sistema 121 por meio de uma interface, tal como uma interface de video 190.
Além do monitor, computadores também podem incluir outros dispositivos periféricos de
saida, tal como uma impressora 196, que pode ser conectada por meio de uma interface
periférica de saida 195.

O computador 110 pode operar em um ambiente de rede usando conexoes I6gicas
a um ou mais computadores remotos, tal como um computador remoto 180. O computador
remoto 180 pode ser um computador pessoal, um servidor, um roteador, um PC em rede,
um dispositivo par ou outro né de rede comum e, tipicamente, inclui muitos ou todos os ele-
mentos supradescritos em relagdo ao computador 110, embora somente um dispositivo de
armazenamento em memoria 181 tenha sido ilustrado na figura 1. As conexdes logicas re-
presentadas na figura 1 incluem uma rede de area local (LAN) 171 e uma rede de area am-
pla (WAN) 173, mas também podem incluir outras redes. Tais ambientes de rede séo corri-
queiros em escritérios, redes de computador empresariais, intranets e a Internet.

Quando usado em um ambiente de rede LAN, o computador 110 é conectado na
LAN 171 por meio de uma interface ou adaptador de rede 170. Quando usado em um ambi-
ente de rede WAN, o computador 110 inclui, tipicamente, um modem 172 ou outro dispositi-
vo para estabelecer comunicagdes na WAN 173, tal como a Internet. O modem 172, que
pode ser interno ou externo, pode ser conectado no barramento do sistema 121 por meio da
interface de entrada do usuario 160 ou de outro mecanismo apropriado. Em um ambiente de
rede, os modulos de programa representados em relagdo ao computador 110, ou a partes
dele, podem ser armazenados no dispositivo de armazenamento em memoria remoto. A
titulo de exemplo, e sem limitagdes, a figura 1 ilustra programas de aplicagdo remotos 185
residentes no dispositivo de meméria 181. Percebe-se que as conexdes de rede mostradas
sdo exemplares e que podem ser usados outros dispositivos para estabelecer uma ligagao
de comunicagdes entre os computadores.

No geral, o sistema de armazenamento com codificagdo adaptativa opera em uma

rede P2P, tal como a rede ilustrada pela figura 2. Para uma sesséo de transmissdo de da-
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dos em fluxo continuo em particular, um “servidor” 200 é definido como um n6 na rede P2P
que organiza inicialmente os dados ou midia transmitida em fluxo continuo, um “cliente” (ou
receptor) 210 é definido como um nd que solicita atualmente os dados, e um “par de servigo”
220 é definido como um né que serve o cliente com uma cépia completa ou parcial dos da-
dos.

No geral, o servidor 200, o cliente 210 e os pares de servico 220 sdo todos nés de
usuario final conectados em uma rede tal como a Internet. Em virtude de o servidor 200
sempre poder servir os dados, o n6 servidor tambeém age como um par de servigo 220. O n6
servidor 200 também pode desempenhar funcionalidades administrativas que ndo podem
ser desempenhadas por um par de servigo 220, por exemplo, manter uma lista de pares de
servico disponiveis, desempenhar funcionalidade de gerenciamento de direitos digitais
(DRM), e assim por diante. Além do mais, como com 0s esquemas P2P convencionais, 0
sistema de armazenamento com codificacdo adaptativa aqui descrito se beneficia da maior
eficiéncia a medida que mais e mais nés pares 220 sdo implementados. Em particular, &
medida que o nﬂmerb de nos pares 220 aumenta, a carga no servidor de dados 200 diminui-
r4, desse modo, ficando menos oneroso operar, enquanto que cada no cliente 210 podera
receber dados com muito mais qualidade durante uma sesséao de transferéncia de dados em
particular.

Além do mais, deve ficar claro que o papel dos n6s em particular pode mudar. Por
exemplo, um né em particular pode agir como o cliente 210 em uma transferéncia de dados
em particular, agindo como um par de servigo 220 em uma outra sessdo. Adicionalmente,
ndés em particular podem agir simultaneamente tanto como nos clientes 210 quanto como
servidores 200 quanto como pares de servico 220 para transmitir simultaneamente um ou

mais arquivos de dados, ou partes destes arquivos, recebendo outros dados de um ou mais

outros pares de servigo.

Durante uma transmissdo de dados, primeiro, o cliente 200 localiza inumeros pares
proximos 220 que detém parte dos dados desejados ou todos eles e, entao, recebe os da-
dos dos multiplos pares (que podem incluir o servidor 200). Conseqiientemente, cada par de
servico 220 age para auxiliar o servidor 200 pela redugéo do encargo total de carregamento
servindo uma parte da solicitagdo de transferéncia do cliente 210. Em decorréncia disto,
freqlientemente, o cliente 210, especiaimente no caso em que ha muitos clientes, pode re-
ceber dados com muito mais qualidade, ja que ha uma largura de banda de servigo significa-
tivamente maior disponivel quando ha muitos pares de servico 220 para auxiliar o servidor
200.

O ambiente operacional exemplar tendo sido agora discutido, as partes restantes
desta segdo de descrigdo serdo dedicadas a uma descrigdo dos médulos de programa que

incorporam o sistema e processo de armazenamento com codificagdo adaptativa.
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2.0 ARMAZENAMENTO PONTO A PONTO CONFIAVEL E EFICIENTE

O sistema de armazenamento com codificagdo adaptativa fornece um esquema de

codificagéo resiliente de apagamento (ERC) que determina adaptativamente se usa-se codi-
ficacdo ERC ou ndo e emprega o numero ideal de fragmentos a ser usados para codificacao
ERC para um dado tamanho de arquivo para confiabilidade e efiéiéncia ideais. O numero de
fragmentos usado para codificagdo ERC de um arquivo sera denominado “numero de frag-
mentos ERC” com os propositos desta discussdo. Os seguintes paragrafos fornecem uma
discussao da eficiéncia e da confiabilidade do armazenamento ponto a ponto (P2P) e do uso
do ERC em redes P2P, bem como uma discussdo do numero de fragmentos ERC usado.
Entdo, varias modalidades do sistema e processo de armazenamento com codificagdo a-
daptativa séo discutidas.
2.1 Confiabilidade em Armazenamento P2P; Redundéncia de Dados

A solugdo ad hoc para ocasionar confiabilidade a um sistema com partes nao confi-
4veis é o uso da redundancia. Se cada par individual na rede tem uma confiabilidade de p,
para alcangar uma confiabilidade desejada de p,, pode-se simplesmente replicar a invengao
a n pares:

n =log(1—po) /log(1-p), (1)

em que n é um numero de pares que detém a informag&o. No momento da recupe-
ragédo, o cliente pode entrar em contato com os pares que armazeénam a informag&o-um a
um. Desde que um dos pares que armazenam a informagao esteja em linha, a informagéo .
pode ser confiavelmente recuperada. ’

Embora alcance a confiabilidade, a estratégia de simples replicagdo néo ¢ eficiente.
A figura 3 esboga o numero de pares que armazenam informagédo necessarios para alcangar
confiabilidade “seis nove”. Com a confiabilidade do par em 50 %, é necessario replicar e
armazenar a informagdo em 20 pares. Isto leva a 20 vezes mais largura de banda e espago
de armazenamento para distribuir e armazenar informagdo. Obviamente, a eficiéncia foi sa-
crificada em troca da confiabilidade de informagao.

2.2 Codificacdo Resiliente de Apagamento em P2P

Para melhorar a eficiéncia, ainda mantendo a mesma confiabilidade, ERC pode ser

uma ferramenta usada. ERC divide o arquivo original em k fragmentos originais {x}, /= 0, ...,
k-1, cada um dos quais é um vetor do Campo Galois GF(q), emque g é a ordem do campo.
Dito que alguém esta codificando um arquivo que tem 64 KB de tamanho, se alguém usar q
= 2'% ¢ k = 16, cada fragmento tera 4 KB e consistira em uma palavra de 2 K, com cada pa-
lavra sendo um elemento de GF(2'°). Entdo, ERC gera fragmentos codificados provenientes
dos fragmentos originais. Um fragmento ERC codificado & formado pela operagéao:

¢ = GiO[Xo X1 .. X!, (2)

em que ¢; € um fragmento codificado, G; € um vetor gerador k-dimensional, e a e-
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quagao (2) é uma multiplicagédo de matriz, todas em GF(q). No momento da decodificagéo, o
par coleta m fragmentos codificados, em que m & um numero igual ou ligeiramente maior
que k, e tenta decodificar os k fragmentos originais. Isto € equivalente a resolver a equagao:

(copiar férmula pg 12)(3)

Se a matriz formada pelos vetores do gerador tiver uma classificagdo completa &,
as mensagens originais podem ser recuperadas.

H4a muitos ERCs disponiveis. Um particularmente interessante & o codigo Reed-
Solomon (RS). O cédigo RS usa vetores de gerador estruturados, e € maxima distancia se-
paravel (MDS). Em decorréncia disto, quaisquer k fragmentos codificados distintivos pode-
rao decodificar os fragmentos originais. Uma outra vantagem do cddigo RS é que o frag-
mento codificado pode ser facilmente identificado e gerenciado pelo indice i do vetor gera-
dor, assim, facilitando a detecgdo dos cddigos RS duplicados. Na seguinte discussao de
ERC, considera-se que o codigo RS é usado. Entretanto, o sistema de armazenamento com
codificagdo adaptativa pode ser implementado com qualquer nimero de ERCs convencio-
nais.

2.3 ERC: Numero de fragmentos

Pelo uso de ERC em armazenamento P2P, um arquivo de dados é distribuido a

mais pares, mas cada par precisa somente armazenar um fragmento codificado que é 1/k
em tamanho do arquivo original, levando a uma redug&o geral na largura de banda e no es-
paco de armazenamento exigido para alcangar o mesmo nivel de confiabilidade e, assim, a
uma melhoria na eficiéncia. Deixe que n; seja o nimero de pares que os fragmentos codifi-
cados precisa que sejam distribuidos para alcangar um certo nivel de confiabilidade deseja-
do. Desde que o codigo RS seja codigo MDS, k pares que detém k fragmentos codificados
distintivos serdo suficientes para recuperar o arquivo original. A probabilidade de que haja
exatamente m pares disponiveis pode ser calculada por meio da distribui¢&o binomial:

(copiar férmula pg 13)(4)

Assim, pode-se calcular n, a partir de p, Po € k como:

(copiar férmula pg 13)(5)

A taxa de replicagéo r é definida como:

r =n4/ k(6)

A taxa de replicagdo r é um bom indicador de eficiéncia, ja que r copias de arquivos
precisam ser distribuidas e armazenadas na nuvem P2P.

E mostrada na figura 4 a taxa de replicagdo desejada alcangando confiabilidade
“seis nove” para diferentes nimeros de fragmentos ERC k. Observa-se que o uso de ERC
reduz enormemente a taxa de replicacéo exigida. Comparando o nimero de fragmentos nao
ERC (k = 1) e ERC k = 256, a taxa de replicagdo desejada diminui de r = 132 para r = 13,1
para confiabilidade de par de 10 %, de r = 20 para r = 2,5 para confiabilidade de par de 50
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%, e de r = 3 para r = 1,05 para confiabilidade de par de 99 %. ERC pode melhorar a efici-
éncia sem sacrificar a confiabilidade.

Observa-se que um maior nimero de fragmentos ERC reduz adicionalmente a taxa
de replicagdo. Com uma confiabilidade de par de 50 %, ir de k = 8 para 16, 32, 64, 128 e
256 leva a uma redugao da taxa de replicagdo de r = 5,75 para 4,375, 3,53, 3,02, 2,68 e
2.48. A melhoria de eficiéncia correspondente é de 24 %, 19 %, 15 %, 11 % e 8 %, respecti-
vamente. Isto parece sugerir que deve-se usar grande nimero de fragmentos ERC para
mais eficiéncia. .

Entretanto, um maior nimero de fragmentos ERC implica em que mais pares sao
necessarios para armazenar e recuperar os fragmentos codificados. Da forma mostrada na
figura 5, o numero de pares que precisam deter os fragmentos codificados para alcancgar a
confiabilidade “seis nove” é esbogado. Novamente, com 50 % de confiabilidade de par, ir de
k = 8 para 16, 32, 64, 128 e 256 aumenta o numero de pares que armazenam informacgéo de
n; = 46 para 70, 113, 193, 343 e 630. Cada duplicag&o de k resulta em 52 %, 61 %, 71 %, 78
%, 84 % mais pares necessarios para armazenar a informagéo. A duplicagéo de k também
exige pelo menos o dobro de nimero de pares a ser contatados durante a recuperagéo de
informacgao. _

Na maior parte das redes P2P praticas, estabelecer uma conexao entre os pares
exige uma quantidade n3o trivial de sobreprocessamento. Uma parte do sobreprocessamen-
to pode ser atribuida a recuperagéo da identidade do par apropriado e a encontrar a trajetd-
ria de roteamento apropriada (por exemplo, por meio da Tabela de Dispersao Distribuida
(DHT)). Uma outra parte do sobreprocessamento € em fungéo da necessidade de invocar
certos algoritmos de tradugdo de enderego de rede (NAT), por exemplo, STUN (travessia
simples de UDP por meio de NAT) se um ou ambos os pares estiverem atras da NAT. Con-
siderando que o sobreprocessamento médio para estabelecer a conexao entre dois pares &
sobreprocessamento (ajustado em 16 KB neste exemplo), pode-se calcular a largura de
banda geral da rede necessaria para armazenar um arquivo de tamanho s por:

store_bandwidth = s *r + n; * sobreprocessamento (7)

Com a equagdo (7), percebe-se que um maior numero de fragmentos ERC nem
sempre leva a maior eficiéncia. Em vez disto, para um pequeno arquivo, um pequeno nume-
ro de fragmentos ERC ou mesmo ndo ERC deve ser usado. Computa-se a largura de banda
geral exigida na equagdo (7) para diferentes tamanhos de arquivos e nimero de fragmentos
ERC, e esboga-se as curvas mostradas na figura 6. O limite entre diferentes nimeros de
fragmentos ERC é a faixa do tamanho de arquivo ideal adequada para um numero de frag-
mentos ERC em particular. Por exemplo, a curva de base da figura 6 mostra o limite do ta-
manho de arquivo abaixo do qual ndo ERC deve ser usado, e acima do qual ERC com nu-

mero de fragmentos k = 2 deve ser usado. Uma observagéo interessante € que o limite de
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tamanho do arquivo é relativamente insensivel a disponibilidade de par, o que simplifica e-
normemente a escolha do parametro de fragmento ERC ideal. No geral, para um arquivo
menor do que aproximadamente 10 KB, ERC n&o deve ser usado. Para ERC com um nime-
ro de fragmentos k = 2, 4, 8, 16, 32, 128 e 256 a faixa de tamanho do arquivo mais adequa-
da é aproximadamente 10 — 33 KB, 33 - 100 KB, 100 — 310 KB, 310 — 950 KB, 950 KB - 2,9
MB, 2,9 MB — 8,9 MB, 8,9 MB — 26 MB, > 26MB, respectivamente.

2.4 Esquema ERC Adaptativo

Os sistema e método de armazenamento com codificagdo adaptativa escolhem a-

daptativamente o numero de fragmentos ERC apropriado para armazenar eficientemente
contetido em uma rede P2P de forma confiavel. Usando a curva de limite de arquivo estabe-
lecida na figura 6, uma modalidade do sistema escolhe adaptativamente usar ndo ERC e
ERC com um numero de fragmentos k = 2, 4, 8, 16, 32, 64, 128, 256 para diferentes tama-
nhos de arquivo. A abordagem ERC adaptativa € comparada com o parametro ERC fixo, e a
diferenca no uso da largura de banda da rede é mostrada na figura 7 e na figura 8, em que a
confiabilidade do par é de 50 % e de 99 %, respectivamente. Comparado com o uso de um
ntmero de fragmentos ERC fixo k = 1 (ndo ERC), 8, 32 e 256, o método ERC adaptativo
pode melhorar a eficiéncia em uma média de 61 %, 26 %, 25 % e 50 % para confiabilidade
de par de 50 %, e 50 %, 18 %, 29 % e 57 % para confiabilidade de par de 99 %. A melhoria
na eficiéncia é significativa. o

No sentido mais geral, uma modalidade do processo de armazenamento com codi-
ficagdo adaptativa é mostrada na figura 9. Da forma mostrada na agéo do processo 902, o
sistema de armazenamento com codificagdo adaptativa calcula limites de tamanho de arqui-
vo ideais para um diferente namero de fragmentos. Um arquivo de um dado tamanho de
arquivo a ser codificado € inserido (agdo de processo 904). E feita uma verificagéo se o ta-
manho de arquivo inserido corresponde a codificagao ndo apagamento (k = 1), como mos-
trado na agado do processo 906. Se o tamanho do arquivo inserido nao corresponder a ERC,
o arquivo é codificado sem usar ERC (agéo de processo 908). Se o tamanho de arquivo cor-
responder a uma faixa de tamanho de arquivo ERC, o arquivo é codificado usando codifica-
¢ao ERC e o numero de fragmentos correspondente ao tamanho de arquivo do arquivo inse-
rido, que € o nimero de fragmentos ideal para aquele tamanho de arquivo (agao de proces-
so0 910).

Uma aplicagdo principal do processo ERC adaptativo aqui descrito € uma copia de
seguranga ou restauragdo P2P. Um par pode fazer copia de seguranga de arquivos em ou-
tros pares em uma rede e, entdo, restaurar estes arquivos pela recuperagao deles a partir
dos pares na rede no caso de eles se perderem (por exemplo, no caso em que eles sé@o
perdidos em um travamento do computador). No geral, a figura 10 ilustra um fluxograma

operacional exemplar que mostra como a técnica de armazenamento com codificagdo adap-
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tativa pode ser empregada em um sistema P2P. Percebe-se que todas as caixas e interco-
nexdes entre as caixas que sdo representadas por linhas rompidas ou tracejadas na figura

10 representam modalidades alternativas do sistema de armazenamento com codificagao

~ adaptativa aqui descrito, e que qualquer uma ou todas estas modalidades alternativas, des-

critas a seguir, podem ser usadas em conjunto com outras modalidades alternativas que séao
descritas por todo este documento.

Em particular, como ilustrado pela figura 10, antes das operagdes de transferéncia
de dados, tal como quando for desejado fazer copia de seguranca de dados em pares em
uma rede, o servidor 200 ou o par 220 codifica 1000 os dados a ser transferidos a outros
pares para armazenamento. O sistema de armazenamento com codificagdo adaptativa pode
operar com qualquer um de inimeros codecs convencionais, tais como, por exemplo, MPEG
1/2/4, WMA, WMV, etc. Além do mais, durante o processo de codificagdo 1000, o servidor
200 ou o par 220 também gera tanto um cabegalho de dados quanto um arquivo parceiro
que contém a estrutura de dados.

Como exposto, em uma modalidade, uma vez que os dados sao codificados 1000,
os pacotes de dados codificados sdo divididos 1005 em inimeras unidades de dados de
tamanho fixo. Adicionalmente, como com os dados codificados, o cabegalho de dados e a
estrutura de dados também sé&o divididos 1005 em inimeras unidades de dados do mesmo
tamanho fixo, usadas para dividir os pacotes de dados codificados. Dividir 1005 esta infor-
macédo em unidades de dados de tamanho fixo permite que os pares pré-aloquem blocos de
memoria antes das operagdes de transferéncia de dados, desse modo, evitando operagoes
de alocagdo de memoria computacionalmente onerosas durante o processo de transferéncia
de dados. Adicionalmente, o uso de unidades de dados menores permite controle mais fino
pelo cliente ou par que armazena os dados sobre a quantidade exata de largura de banda
gasta por cada par para satisfazer as solicitagoes de unidade de dados do cliente durante as
operacgdes de transferéncia de dados.

Além de dividir 1005 os dados codificados, o cabegalho de dados e a estrutura de
dados em unidades de dados menores, se codificagéo resiliente de apagamento for empre-
gada, uma camada adicional de codificagdo € usada para fornecer maior redundéncia em
um ambiente P2P tipico, em que servir pares é inerentemente ndo confiavel. Em particular,
como exposto, em uma modalidade, se codificagéo resiliente de apagamento for determina-
da como apropriada para o arquivo de dados, as unidades de dados s&o adicionalmente
divididas em inameros blocos de dados e um processo de codificagdo resiliente de apaga-
mento 1010 é usado para codificar o arquivo.

O uso de tal codificagdo 1010 garante que um ou mais dos pares tera os blocos de
dados necessarios para reconstruir as unidades de dados em particular, simplificando a de-

manda do cliente para identificar qual dos pares contém os dados necessarios. Adicional-
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mente, em uma modalidade, as chaves de codificagéo resiliente de apagamento usadas por
cada par de servigo 220 sdo automaticamente atribuidas a cada par pelo servidor 200. En-
tretanto, em uma outra modalidade, cada par de servigo 220 simplesmente escolhe uma
chave de codificacdo resiliente de apagamento aleatoriamente. Entao, estas chaves sao
recuperadas pelo cliente 210 quando cada par 220 é inicialmente contatado pelo cliente.

Uma vez que o arquivo de dados foi inicialmente codificado 1000, dividido em uni-
dades de dados 1005 e, possivelmente, adicionalmente codificado com apagamento 1010,
entdo, as unidades de dados ou blocos de dados resultantes s&o distribuidos 1015 aos va-
rios pares 220. Esta distribuigdo 1015 pode ser deliberada no sentido de que os blocos ou
pacotes dos dados codificados s&o simplesmente fornecidos, no todo ou em parte, a inime-
ros pares em que, entdo, eles sédo ocultados ou armazenados para futura transferéncia de
dados quando chamados por um cliente que deseja recuperar 0s dados.

Uma vez que os dados foram distribuidos 1015 aos pares de servico 220, entéo, o
cliente 210 esta pronto para comegar as solicitagdes de dados para aqueles pares no caso
em que o cliente deseja recuperar estes dados a partir do armazenamento. Adicionalmente,
como exposto, o servidor 200 também pode agir como um par 220 com os propositos de
transferir dados para o cliente 210.

Neste ponto, o cliente 210 comega uma sesséo de transferéncia de dados, primeiro,
pela recuperagdo de uma lista de pares de servigo 220 disponiveis. Esta lista e diretamente
recuperada do servidor 200, de um dos pares 220 ou pelo uso de um método convencional
de tabela de dispersao distribuida (DHT) para identificar pares de servigo em potencial. Uma
vez que o cliente 1010 recuperou a lista de pares, entéo, o cliente se conecta em cada par
de servigo 220 e recupera 1025 uma lista de arquivos disponiveis de cada par. Uma vez que
o cliente 210 recuperou a lista de arquivos disponiveis de cada par 220, entéo, o cliente re-
cupera 1035 o cabegalho de dados e a estrutura de dados dos dados a ser transferidos a
partir de um ou mais dos pares pela solicitagdo de unidades de dados correspondentes a-
quela informag&o de um ou mais dos pares por meio de uma conexéo de rede entre o clien-
te e aqueles pares.

No geral, o cabegalho de dados contém informagao global que descreve os dados,
por exemplo, o nimero de canais nos dados, as propriedades e caracteristicas (taxa de a-
mostragem de audio, taxa de resolugdo / quadro de video) de cada canal, codecs usados,
autor / titular de direito autoral da midia, e assim por diante. Consequentemente, a recupe-
racdo do cabegalho de dados no inicio da sessdo de transferéncia de dados permite que 0
cliente 220 ajuste ou inicialize 1040 as ferramentas necessarias para decodificar 1065 os
pacotes subseqiientemente recebidos antes da recepgao destes pacotes durante a sessdo
de transferéncia de dados.

Adicionalmente, depois de recuperar 1035 a estrutura de dados dos dados em par-
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ticular, o cliente analisa a estrutura de dados e calcula IDs da unidade de dados 1045 das
unidades de dados dos dados transferidos que precisardo ser solicitados durante o processo
de transferéncia de dados. Entdo, o cliente 210 solicita estas unidades de dados 1050, uma
a uma, a partir de um ou mais dos pares 220.

Finalmente, uma vez que todas as unidades de dados que constituem um pacote
de dados em particular foram recuperadas de acordo com a solicitagdo 1050 do cliente 210,
estes pacotes de dados sdo remontados 1055 no pacote de dados original. Entéo, pacotes
de dados remontados s&o decodificados 1060 e podem ser restaurados 1065 no cliente 210.

3.0 Armazenamento P2P: Politicas e Estratégias de Projeto

Além de ajustar o nimero de fragmentos ERC com base no tamanho do arquivo a

ser armazenado na rede P2P, a eficiéncia também pode ser melhorada. Véarias modalidades
do sistema de armazenamento com codificagdo adaptativa aqui descrito s&o projetadas para
melhorar a eficiéncia de armazenamento pelo emprego de certas estratégias como descrito
a seguir. Estas estratégias podem ser empregadas em conjunto com o sistema de armaze-
namento com codificagdo adaptativa ou podem ser empregadas em qualquer rede P2P.

3.1 Custo de Armazenamento P2P

Nesta segdo, armazenar um arquivo em uma rede P2P é comparado com armaze-
nar o arquivo diretamente em um servidor confiavel “seis nove”. Observa-se que a solugao
P2P reduz a largura de banda e os custos do servidor, mas exige que o par gaste mais lar-
gura de banda para distribuir o arquivo no armazenamento P2P. O uso geral da largura de
banda da rede aumenta na solugdo P2P. O aumento na largura de banda do carregamento
do cliente pode ser considerado um custo do sistema de armazenamento P2P. Este custo
para diferentes confiabilidades e tamanhos de arquivo de par é tabulado na Tabela 1.

Tabela 1 — Custo do maior uso de largura de banda em P2P

Tamanho do Arquivo
Confiabilidade 10 KB 100 KB 1 MB 10 MB 100 MB
10 % 332,9 79,1 29,5 16,5 12,5
50 % 51,0 12,11 4,34 2,23 1,56
99 % 9,4 1,87 0,55 0,22 0,09

Observa-se que o custo do uso de armazenamento P2P € pequeno se a confiabili-
dade do par for alta e o arquivo for grande. Por exemplo, armazenar 100 MB de arquivo em
pares com confiabilidade de 99 % incorre em somente 9 % de custo. Entretanto, quando a
confiabilidade do par for baixa e o arquivo for pequeno, o custo pode ser significativo.

3.2 Politicas de Armazenamento P2P

A partir da Tabela 1, pode-se derivar a seguinte politica de uso da nuvem de arma-

zenamento P2P:
a) Deve-se usar pares ndo confidveis para armazenar grandes arquivos, e usar pa-
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res confidveis para armazenar pequenos arquivos. O custo do sistema P2P sera menor se
grandes arquivos forem alocados em pares nédo confiaveis, e se forem atribuidos arquivos
menores a pares confiaveis.

b) Deve-se usar pares ndo confidveis para armazenar arquivos estaticos, e deve-se
usar pares confidveis para armazenar arquivos dinamicos. Chama-se aqueles arquivos que
ndo mudam de estaticos e chama-se aqueles arquivos que mudam constantemente de di-
namicos. Multiplos pequenos arquivos estaticos podem ser empacotados em um grande
arquivo estatico e armazenados na nuvem de armazenamento P2P. A mesma estratégia
ndo & efetiva para arquivos dindmicos, ja que a mudanga de um Unico arquivo exige que
todo o arquivo combinado seja atualizado.

Uma consequiéncia desta politica é que se a rede P2P for usada para armazenar o
estado de uma aplicagdo, informagédo de estado do par, e assim por diante, deve-se desviar
a informacdo até os pares mais confidveis da rede. Se for restrito que o arquivo que contém
o estado da aplicagdo seja colocado somente em pares altamente confiaveis (em esséncia,
os pares altamente confiaveis formardo uma sub-rede que constitui os nucleos da rede P2P
estendida), pode-se reduzir enormemente esta taxa de replicagéo e o custo de atualizar o
arquivo de estado, e melhorar a eficiéncia.

c) Deve ser permitido que pares ndo confidveis distribuam menos, e deve ser per-
mitido que pares confidveis distribuam mais.

d) Deve ser atribuido a arquivos menores um maior custo de distribuigdo, e deve
ser atribuido a arquivos maiores um menor custo de distribui¢éo.

As politicas ¢) e d) sdo para aplicagbes de copia de seguranga € de recuperagéo
P2P, em que um par pode distribuir contelido para a nuvem de armazenamento P2P e ar-
mazenar contetdo para outros pares. Uma rede de armazenamento P2P equilibrada deve
deixar cada par equilibrar sua contribuicdo e beneficio. Em trabalhos anteriores, apontou-se
que a largura de banda é recurso primario na aplicacdo de armazenamento P2P. Deixe a
contribuigdo do par ser a quantidade de fragmentos codificados que ele recebe e armazena
para os outros pares. Deixe o beneficio do par ser a quantidade de contetdo que ele distri-
bui para a nuvem P2P. Levando em considerag@o que baixa confiabilidade leva ao armaze-
namento de dados mais redundante, deve-se punir pares ndo confiaveis para permitir que
eles distribuam menos, e deve-se recompensar pares confidveis para permitir que eles dis-
tribuam mais. Tal politica pode ter um beneficio positivo na economia P2P, ja que ela enco-
raja o usuario a manter a aplicagdo P2P em linha, assim, melhorando a confiabilidade geral
da rede P2P e reduzindo a taxa de replicagao exigida.

Também pode-se punir a distribuigdo de um pequeno arquivo pela sua atribuigao
com um alto custo de distribuigdo, exigindo que o par contribua proporcionalmente mais, e

pode-se recompensar a distribuigdo de um grande arquivo pela sua atribuigdo com um baixo
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custo de distribuicdo, deixando que o par contribua proporcionalmente menos. Como uma
conseqiiéncia, aplicagdes de copia de seguranga P2P devem ser projetadas para minimizar
a frequéncia de cépia de seguranga. Em vez de atualizar imediatamente o arquivo exata-
mente depois de sua mudanga, pode-se considerar empacotar multiplas mudangas em um
grande arquivo e atualiza-lo somente uma vez, dito toda meia-noite, na nuvem de armaze-
namento P2P.

Uma modalidade do sistema e método de armazenamento com codificagido adapta-
tiva que séo projetados ao redor das politicas expostas & mostrada na figura 11. Da forma
mostrada na agdo de processo 1102, a confiabilidade de cada par na rede distribuida ou
P2P é determinada. Um arquivo a ser distribuido ou armazenado é inserido (agéo de pro-
cesso 1104). O tamanho do arquivo é avaliado (agdo de processo 1106) e um custo de dis-
tribuigdo & atribuido ao arquivo com base na largura de banda de armazenamento esperada
na equagao (7) (agdo de processo 1108). Se o arquivo for um grande arquivo, um custo de
distribuigdo mais alto pode ser atribuido. Se o arquivo for pequeno, pode ser atribuido ao
arquivo um menor custo de distribuigdo. Com base no tamanho do arquivo, o sistema de
armazenamento com codificagdo adaptativa escolhera pares com confiabilidade apropriada
para armazenar o arquivo (acdo de processo 1110). Isto &, os pares cuja confiabilidade esta
abaixo de um dado limite sdo usados para armazenar e distribuir o grande arquivo, e pares
cuja confiabilidade esta abaixo de um dado limite sdo usados para armazenar e distribuir o
pequeno arquivo. |

Uma outra modalidade dos sistema e método de armazenamento com codificagao
adaptativa que s&o projetados ao redor das politicas expostas € mostrada na figura 12. Da
forma mostrada na agdo de processo 1202, a confiabilidade de cada par na rede distribuida
ou P2P é determinada. Um arquivo a ser distribuido ou armazenado € inserido (agéo de
processo 1204). O arquivo € comparado com 0 mesmo arquivo que foi previamente arma-
zenado para determinar se o arquivo € estatico ou dindmico (agéo de processo 1206). Na
primeira vez que o arquivo for depositado, considera-se que o arquivo € dinamico. Se forem
observadas mudangas freqlientes no arquivo, o arquivo permanece designado como dina-
mico. Se for observado que o arquivo ndo muda por um periodo de tempo prolongado, o
arquivo é designado como estatico. Os arquivos dindmicos s&o armazenados em pares al-
tamente confiaveis (agdo de processo 1210) (Assim, em primeiro lugar, arquivos serao ar-
mazenados em servidores ou pares altamente confidveis.). Uma vez que observa-se que 0s
arquivos ndo mudam, e eles ficam estaticos, estes arquivos estaticos seréo redistribuidos e
armazenados em pares com confiabilidade mais baixa.

Percebe-se que as modalidades mostradas nas figuras 11 e 12 podem ser usadas
sozinhas ou em conjunto a fim de aumentar a eficiéncia e confiabilidade gerais de uma rede

distribuida ou ponto a ponto.
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3.3 Armazenamento P2P com Suporte ao Componente de Servidor

Se um componente de servidor for usado em conjunto com a rede P2P, pode-se
usar o armazenamento P2P para grandes arquivos estaticos, e pode-se usar o servidor para
pequenos arquivos dindmicos. Uma vez que sao 0s grandes arquivos que consomem a
maior parte dos recursos do servidor, o armazenamento P2P complementa bem o servidor.

Da forma mostrada na figura 13, uma modalidade dos sistema e processo de arma-
zenamento com codificagdo adaptativa emprega copia de seguranga P2P com suporte ao
servidor. Da forma mostrada na figura 13, é feita copia de seguranga dos arquivos dinami-
cos na rede no servidor (agdo de processo 1302). Entéo, o cliente e/ou o servidor podem
detectar automaticamente aqueles arquivos dindmicos que ndo mudaram mais e estdo se
transformando em arquivos estaticos (agdes de processo 1304, 1306). Entdo, estes arquivos
estaticos detectados podem ser empacotados juntamente em um grande arquivo, da forma
mostrada na agdo de processo 1308, e podem ser distribuidos com ERC na nuvem de ar-
mazenamento P2P (agdo de processo 1310). Isto aumenta efetivamente o tamanho do ar-
quivo armazenado na-nuvem P2P. Combinado com ERC de um grande numero de fragmen-
tos, isto pode melhorar a eficiéncia.

A modalidade mostrada na figura 13 pode ser usada sozinha ou em conjunto com
as modalidades mostradas nas figuras 11 e 12 para aumentar a eficiéncia e confiabilidade
gerais de uma rede distribuida ou ponto a ponto. Também percebe-se que esta modalidade
pode ser usada tanto com codificagéo resiliente de apagamento quanto sem ela.

Percebe-se que qualquer uma ou todas as modalidades alternativas supramencio-
nadas podem ser usadas em qualquer combinag&o desejada para formar modalidades hi-
bridas adicionais. Embora o assunto em questdo tenha sido descrito em linguagem especifi-
ca para recursos estruturais e/ou atos metodolégicos, entende-se que o assunto em questdo
definido nas reivindicagbes anexas ndo é necessariamente limitado aos recursos ou atos
especificos supradescritos. Em vez disto, os recursos e atos especificos supradescritos séo

divulgados como formas de exemplos da implementacéo das reivindicagoes.
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REIVINDICACOES .
1. Processo implementado em computador para codificar arquivos a ser armazena-
dos em uma rede distribuida, CARACTERIZADO pelo fato de que compreende as agdes de

processo de:

calcular faixas de tamanho de arquivo ideais correspondentes a diferentes nimeros
de fragmentos de codificagéo resiliente de apagamento (ERC), em que cada numero de
fragmentos é o nimero de fragmentos ideal para uma faixa de tamanhos de arquivo corres-
pondente (902);

inserir um arquivo de um dado tamanho de arquivo (904); ,

se o tamanho do arquivo for menor do que a faixa de tamanhos de arquivo para o
menor numero de fragmentos ERC de dois, codificar o arquivo sem usar codificagao resilien-
te de apagamento (906, 908),

se o tamanho do arquivo do arquivo inserido corresponder a uma faixa de tama-
nhos de arquivo, codificar o arquivo usando codificagéo resiliente de apagamento e o nume-
ro de fragmentos ideal correspondente & faixa de tamanho de arquivo do arquivo inserido
(906, 910).

2. Processo implementado em computador, de acordo com a reivindicagao 1,
CARACTERIZADO pelo fato de que compreende adicionalmente a agéo de processo de
transmitir o arquivo codificado a um ou mais pares em uma rede distribuida.

3. Processo implementado em computador, de acordo com a reivindicagdo 1,
CARACTERIZADO pelo fato de que compreende adicionalmente computar o nuamero de
pares em que o arquivo codificado sera armazenado de acordo com a confiabilidade do par
e com a confiabilidade desejada do contetido do arquivo.

4. Processo implementado em computador, de acordo com a reivindicagéo 1,
CARACTERIZADO pelo fato de que calcular as faixas de tamanho de arquivo ideais corres-
pondentes a diferentes nameros de fragmentos de codificagédo resiliente de apagamento
(ERC) compreende as agdes de processo de:

determinar um limite entre diferentes nimeros de fragmentos como o tamanho de
arquivo ideal adequado para um numero de fragmentos ERC em particular.

5. Processo implementado em computador, de acordo com a reivindicagao 1,
CARACTERIZADO pelo fato de que compreende adicionalmente as agdes de processo de:

obter um conjunto de fragmentos de arquivo do arquivo codificado igual ou maior do
que um numero de fragmentos em que o arquivo ¢ dividido para codificagéo; e

decodificar os fragmentos de arquivo codificados com decodificagdo resiliente de
apagamento se o arquivo foi codificado por codificagéo resiliente de apagamento para obter
uma versao decodificada do arquivo codificado; e

decodificar os fragmentos codificados sem decodificagéo resiliente de apagamento
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se 0 arquivo ndo foi codificado por codificagdo resiliente de apagamento para obter uma
versdo decodificada do arquivo codificado.

6. Processo implementado em computador, de acordo com a reivindicagao 1,
CARACTERIZADO pelo fato de que a codificago resiliente de apagamento usada na codi-ﬂ
ficagdo do arquivo é codificagdo Reed Solomon.

7. Processo implementado em computador, de acordo com a reivindicagao 6,
CARACTERIZADO pelo fato de que:

se o tamanho do arquivo for menor de que aproximadamente 10 KB, codificagao
resiliente de apagamento nao € usada, ‘

se o tamanho do arquivo for aproximadamente 10 KB até 33 KB, o nimero de
fragmentos ideal é dois;

se o tamanho do arquivo for aproximadamente 33 KB até 100 KB, o numero de
fragmentos ideal é quatro;

se o tamanho do arquivo for aproximadamente 100 KB até 310 KB, o numero de
fragmentos ideal € oito;

se o tamanho do arquivo for aproximadamente 310 KB até 950 KB, o numero de
fragmentos ideal é dezesseis;

se o tamanho do arquivo for aproximadamente 950 KB até 2,9 MB, o numero de
fragmentos ideal é trinta e dois;

se o tamanho do arquivo for aproximadamente 2,9 MB até 8,9 MB, o numero de
fragmentos ideal é sessenta e quatro; ‘

se o tamanho do arquivo for aproximadamente 8,9 MB ate 26 MB, o nimero de
fragmentos ideal é cento e vinte e oito; e

se o tamanho do arquivo for maior do que aproximadamente 26 MB, o nimero de
fragmentos ideal é duzentos e cinqiienta e seis.

8. Midia legivel por computédor com instrugdes executaveis por computador,
CARACTERIZADA pelo fato de que é para desempenhar o processo citado na reivindica-
¢ao 1.

9. Sistema para melhorar a confiabilidade e a eficiéncia de armazenamento de uma
rede ponto a ponto, CARACTERIZADO pelo fato de que compreende:

um dispositivo de computagéo de uso geral;

um programa de computador que compreende modulos de programa executaveis
pelo dispositivo de computador de uso geral, em que o dispositivo de computagao é direcio-
nado pelos médulos de programa do programa de computador para:

determinar o nimero de fragmentos ideal para codificar um arquivo de dado tama-
nho com codificagéo resiliente de apagamento (1010);

se o numero de fragmentos ideal para codificar o arquivo com codificagao resiliente
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de apagamento for um, ndo codificar o arquivo com codificagdo resiliente de apagamento
(1010); e

se o numero de fragmentos ideal for maior do que um, codificar o arquivo rompendo
o arquivo no numero de fragmentos ideal e codificar o arquivo com codificagdo resiliente de
apagamento (1010).

10. Sistema, de acordo com a reivindicagdo 9, CARACTERIZADO pelo fato de que
compreende adicionalmente um moédulo de programa para computar o nimero de pares em
que os fragmentos de arquivo codificados serao armazenados de acordo com a confiabilida-
de do par e com a confiabilidade desejada do conteudo. .

11. Sistema, de acordo com a reivindicagdo 10, CARACTERIZADO pelo fato de
que compreende adicionalmente um modulo de programa para distribuir o arquivo codificado
com codificagdo resiliente de apagamento a um ou mais pares em uma rede.

- 12. Sistema, de acordo com a reivindicagdo 11, CARACTERIZADO pelo fato de
que o moédulo de programa para distribuir o arquivo compreende submodulos para:
determinar a confiabilidade de cada par na rede distribuida;

determinar o tamanho do arquivo;

e usar um ou mais pares com confiabilidade apropriada determinada pelo tamanho
do arquivo para distribuir o arquivo.

13. Sistema, de acordo com a reivindicagdo 12, CARACTERIZADO pelo fato de
que o madulo de programa para distribuir o arquivo compreende submoédulos para:

se o arquivo for grande, usar pares cuja confiabilidade esta abaixo de um dado limi-
te para distribuir o grande arquivo; e

se o arquivo nao for grande, usar pares cuja confiabilidade esta acima de um dado
limite para distribuir o arquivo.

14. Sistema, de acordo com a reivindicagdo 11, CARACTERIZADO pelo fato de
que o modulo de programa péra distribuir o arquivo compreende submodulos para:

determinar a confiabilidade de cada par na rede distribuida;

determinar se o arquivo é estatico;

se o arquivo for estatico, usar pares cuja confiabilidade esta abaixo de um dado Ii-
mite para distribuir o arquivo; e

se o arquivo nao for estatico, usar pares cuja confiabilidade esta acima de um dado
limite para distribuir o arquivo.

15. Sistema, de acordo com a reivindicagdo 11, CARACTERIZADO pelo fato de
que o moédulo de programa para distribuir o arquivo compreende submaodulos para:

determinar a confiabilidade de cada par na rede distribuida;

monitorar mudangas no arquivo;

primeiro, distribuir o arquivo para pares mais confiaveis;



10

15

20

25

30

35

se nao for observada mudanga no arquivo, redistribuir o arquivo para pares monos
confiaveis.

16. Sistema, de acordo com a reivindicagdo 9, CARACTERIZADO pelo fato de que
compreende adicionalmente um moédulo de programa para melhorar a eficiéncia da rede
distribuida usando um servidor, compreendendo adicionalmente submodulos para: '

fazer copia de seguranga de todos os arquivos dindmicos na rede distribuida para o
servidor,;

verificar periodicamente pares e o servidor na rede distribuida para ver se os arqui-
vos dinamicos com cdpia de seguranga no servidor mudaram;

se os arquivos dindmicos ndo mudaram, designar estes arquivos como estaticos e
empacota-los em um grande arquivo; e

distribuir o grande arquivo com codificagdo resiliente de apagamento para a rede
distribuida.

17. Sistema, de acordo com a reivindicagdo 9, CARACTERIZADO pelo fato de que
o modulo de programa para determinar o nimero de fragmentos ideal para codificar um ar-
quivo de um dado tamanho com codificagéo resiliente de apagamento compreende submo-
dulos para:

determinar uma faixa de tamanho de arquivo ideal para cada numero de fragmentos
de codificacdo resiliente de apagamento, em que cada nimero de fragmentos é o numero
de fragmentos ideal para a faixa correspondente;

determinar em qual faixa de tamanho de arquivo o tamanho de um arquivo inserido
cai; e

~ usar como o' numero de fragmentos ideal correspondente a faixa de tamanho de ar-
quivo ideal na qual o tamanho do arquivo inserido cai.

18. Processo implementado em computador para decodificar um arquivo codificado

" armazenado em uma rede distribuida, CARACTERIZADO pelo fato de que compreende as

acOes de processo de:

recuperar um conjunto de fragmentos de um arquivo codificado igual ou maior do
que o numero de fragmentos que foi usado para codificar o arquivo, em que o arquivo foi
codificado por codificagdo resiliente de apagamento com um numero de fragmentos ideal
para um dado tamanho; e

decodificar os fragmentos codificados com decodificagdo resiliente de apagamento
para obter uma versdo decodificada do arquivo codificado.

19. Processo implementado em computador, de acordo com a reivindicagao 18,
CARACTERIZADO pelo fato de que pelo menos alguns dos fragmentos codificados sdo
recuperados a partir de uma midia de armazenamento de um ou mais pares na rede distri-
buida.



20. Processo implementado em computador, de acordo com a reivindicagéo 18,
CARACTERIZADO pelo fato de que pelo menos alguns dos fragmentos codificados sao

recuperados a partir de uma midia de armazenamento de um servidor na rede distribuida.
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RESUMO

“ARMAZENAMENTO PONTO A PONTO CONFIAVEL E EFICIENTE”

E divulgado um sistema de armazenamento com codificagdo adaptativa que usa
codificacdo resiliente de apagamento (ERC) adaptativa que muda o nimero de fragmentos
usados para codificagdo de acordo com o tamanho do arquivo distribuido. ERC adaptativa
pode melhorar enormemente a eficiéncia e a confiabilidade do armazenamento P2P. Inime-
ros procedimentos para aplicagdes de armazenamento P2P também podem ser implemen-
tados. Em uma modalidade, pequenos arquivos de dados dindmicos s&o desviados para 0os
pares mais confidveis ou mesmo para um servidor, enquanto que grandes arquivos estaticos
sio armazenados utilizando-se a capacidade de armazenamento dos pares ndo confiaveis.
Também, para contribuigdo e beneficio equilibrados, um par deve hospedar a mesma quan-
tidade de conteldo armazenada na rede P2P. Em decorréncia disto, pares nao confidveis
podem distribuir menos dados, e pares confiaveis podem distribuir mais. Também, arquivos
menores sdo atribuidos com um custo de distribuigdo mais alto, e os arquivos maiores s&o

atribuidos com um custo de distribuicdo mais baixo.
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