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col. The apparatus has a scanner for scanning
the device, a device scan table for storing data
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network using the standard communication pro-
tocol. The present invention is also directed to l
a device scanner for a first device located on a
first node of a standard communications network.
The device scanner is provided for scanning de-
vices on the standard communications network
and for identifying a second device on a second
node of the standard communications network.
The device scanner has an initiator for initiating
a first communications command in a peer proto-
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and an identifier for identifying the second de-
vice on the second node as a peer device. This
apparatus and device can be used within a con-
trol system for monitoring input devices and for
controlling output devices which reside on the
standard communications network. The standard

communications network can be an Ethernet network, and the standard communications protocol used therein can TCP using Modbus.
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Input/Output (1/0) Scanner for a Control System
with Peer Determination

DESCRIPTION

Technical Field

The present invention generally relates to control systems. More specifically,
the present invention relates to an apparatus and method for determining the type
of a communication device using known communication protocols over standard
networks, and for moving data, relating to input and output (I/0) devices within

the control system, to and from a programable logic controller.

Background of the Invention

Within control systems, there has a need to make I/O devices and modules,
programmable logic controllers (PLCs), and other devices capable of being used
on standard communications protocols, such as Ethernet, TCP/IP, and others. This
includes the ability to interface a proprietary communications protocol with
standard protocols. Previous I/O scanners within such devices, typically used
proprietary control networking protocols. Using proprietary control networking
protocols, resulted in high installation costs, low ease-of-use, and compatibility
problems with other devices/systems used in control systems, such as in factory
automation applications. U.S. Patent Nos. 5,159,673 (Sackman et al.), 4,992,926
(Janke et al.), 4,897,777 (Jamke et al.), 5,245,704 (Weber et al.), 4,937,777 (Flood
et al.), 5,307,463 (Hyatt et al.), and /or 5,805,442 (Crater et al.) provide some
background and context for the present invention.

The present invention is directed to solving the above mentioned and other

problems.
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Summary of the Invention

The present invention is an apparatus for communication with at least one
device which resides on a standard communications network, such as an Ethernet
network, using a standard communications protocol, such as TCP using Modbus.
The apparatus has a scanner for scanning the device, a device scan table for storing
data relating to the device, and a standard communications interface for interfacing
between the device scanner and the standard communications network using the
standard communication protocol.

The present invention is also a device scanner for a first device located on a
first node of a standard communications network. The device scanner is provided -
for scanning devices on the standard communications network, and for identifying
a second device on a second node of the standard communications network. The
device scanner has an initiator for initiating a first communications command in a
peer protocol format to the second node, a receptor for receiving from the second
node a second communications command in the peer protocol format, in response
to the first communications command, and an identifier for identifying the second
device on the second node as a peer device. This apparatus and device can be used
within a control system for monitoring input devices and for controlling output
devices which reside on the standard communications network, as will be

described in detail below.

Brief Description of the Drawings
FIG. 1 is a functional block network diagram of an example of a control

system network over Ethernet of the present invention.
FIG. 2 is a functional block diagram of one embodiment of the present

invention and the connections to other portions of the control system of the present
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invention.
FIG. 3 is a state diagram of the control states of a scanner of present invention.
FIG. 4 is functional block and timing diagram of one embodiment of peer
device determination of the present invention.
FIGs. 5A-5G are a detailed flowchart of the one embodiment of software code

running on one embodiment of the scanner of the present invention.

Detailed Description

While this invention is susceptible of embodiment in many different forms,
there is shown in the drawings and will herein be described in detail preferred
embodiments of the invention with the understanding that the present disclosure is
to be considered as an exemplification of the principles of the invention and is not
intended to limit the broad aspect of the invention to the embodiments illustrated.

Referring to Figures 1 and 2, one embodiment of the present invention is an
apparatus for communication with at least one device 22, 26, 32, and/or 36, which
resides on a standard communications network 10, such as an Ethernet network,
using a standard communications protocol, such as TCP. The apparatus has a
scanner 110, which resides within the element labeled as the "NOE" 100 in Figure
1. "NOE" stands for Network Options Ethernet module or card. In the
embodiment/example shown in Figure 1, the NOE is a communications card which
fits into a backplane 70 having several slots (eight in Figure 1) for various
cards/modules, such as local input modules 24 and local output modules 34, within
the control system. One embodiment of the present invention is implemented with
software (also referred to as firmware, or Exec), which runs on the NOE module
having a microprocessor and memory. However, the present invention can be
implemented in various different ways, such as having the scanner 110 residing on

the PLC 50, 52 itself, depending on the implementation of the invention. The
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device scanner is provided for scanning the devices 22, 26, 32, 36, both locally
(located on its own backplane) or remotely (over the standard communications
network, shown as an Ethernet network in the Figures). A device scan table 120 is
provided for storing data relating to the devices 22, 26, 32, 36. A standard
communications interface 140, such as a TCP/IP stack with an Ethernet driver, is
provided for interfacing between the device scanner 110 and the standard
communications network 10 using the standard communication protocol, such as
TCP. The Ethernet network embodiment of the present invention uses Ethernet as
the device level 10 network. This provides a fast, flexible, and convenient way of
interconnecting the /O devices of different PLCs or I/O modules to the PLCs.

The device scan table 120 includes several parameters which can be used by
the scanner 110 to communicate with the devices 22, 26, 32, 36. A listing of the
parameters in one specific embodiment of the present invention are provided in a
chart further below. Some of these parameters within the scan table 120 are as
follows: a first scan parameter is provided for indicating the number of devices 22,
26, 32, 36 to be scanned by the device scanner 110. A second scan parameter is
provided for indicating a device type. A third scan parameter is provided for
indicating where to retrieve and store data for the devices 22, 26, 32, 36. A fifth
scan parameter is provided for indicating the length of the stored data and the
retrieved data.

Within the control system, the programmable logic controllers (PLC) 50, 52
communicate between themselves and with other devices using a PLC
communication protocol. One such protocol is Modbus, a known protocol. In the
present embodiment, the PLC communications protocol is communicated over the
standard communications protocol, such as TCP. Detailed information on the
Modbus protocol and TCP and TCP/IP can be found on the Internet at

www.modicon.com, and other locations, including documentation listed as "Open
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Modbus/TCP Specification," which is hereby incorporated by reference into the
present specification. The standard communications network 10 provides
communication between the device scanner 110 and the remote devices 22, 32 and
modules 20, 30. Within Figure 1, element 42 depicts that many other devices can
be connected to the standard communications network 10, as is well known. As
indicated above, in one specific embodiment of the present invention, the I/O
scanner 110 scans the I/O devices by using the Modbus™ protocol (from
Schneider Automation, Inc.) over TCP/IP. In this embodiment, the I/O scanner
110 uses the read registers, write registers, and the read/write registers’ Modbus
commands to move data to and from the PLC memory. This will allow specific
types of PLCs within the control system to efficiently transfer repetitive data to
Ethernet modules, other types of PLCs, and any other Ethernet TCP/IP device that
supports the MB (Modbus) protocol.

The control system shown in Figure 1 can have numerous PLCs 50, 52. Each
PLC 50, 52 typically has a microprocessor and memory (PLC memory such as
Random Access Memory - RAM), with software or firmware running therein.
Within the embodiment shown in Figures 1 and 2, the PLCs 50, 52 each have PLC
memory that includes a configuration table. The PLC memory configuration table
can have the same parameters listed within the scan table 120 listed above and/or
listed within the table of parameters further below. In the embodiment using a
configuration table within the PLC memory, the parameters within the
configuration table of the PLC memory are read into the scan table 120 upon start-
up of the NOE 100 and/or device scanner 110. However, other embodiments of
the present invention can have the parameters read into the scan table 120 by other
means, such as through a web page (accessible through the world wide web
(www)) located on the NOE itself. This type of NOE could generally be called a

web-embedded server module. Alternatively, the parameters could be placed into
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the scan table through a user creating/editing a file on the user’s personal
computer, and the user could send the file to the NOE using a File Transfer
Protocol (FTP) or some other transfer means from a remote location.

In the embodiment shown in Figures 1 and 2, the PLCs 50, 52 are adapted to
communicate with the local input and output (I/O) devices 26, 36 through the back
plane 70, and with the remote input and output (I/O) devices 22, 32 through the
back plane 70, the NOE 100, the network 10, and the I/O modules 20, 30 on the
network 10. The NOE 100 in the embodiment in Figures 1 and 2 is adapted for
communication with the PLC 50, 52, the local input and output devices 26, 36, the
Ethernet network, 10 and the remote input and output devices 22, 32. As stated
above, and as will described in detail further below, the NOE server module 100
has a scanner 110 for scanning the input and output devices, an I/O scan table 120
for storing real time and other information for the input and output devices, a
standard communication protoéol interface 142 and a standard communication
network driver 144 for interfacing between the I/0 scanner 110 and the standard
communication network 10 using the standard communication protocol. The
standard communications network driver 144 can be a commercially available
AM79C961 Driver.

In the embodiment shown in Figures 1 and 2, the NOE module 100 also has a
real time operating system for running the various tasks on the NOE, including the
"IO scan task" or scanner 110. Commercially available operating systems can be
used, such as the PSOS real time operating system manufactured by Integrated
Systems, Inc. of Sunnyvale, California. Information on the PSOS real time
operating system is available from this company and/or on the Internet at
www.isi.com. One preferred real time operating system that can be used is
VXWORKS provided by a company named Wind River Systems, Inc. of
Alameda, California. VXWORKS has been used within the QUANTUM product
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line of Schneider Automation, Inc., the Assignee of the present invention. Some
of the embodiments of the present invention do not need a real time operating
system, such as the "M1" product line of Schneider Automation, Inc., in which
case, the firmware runs on a processor without the assistance of the real time
operating system.

In one embodiment, the operation of the scanner 110 is configured using a
commercially available panel software applications, such as Modsoft™ or
Concept™. The panel software is used to input the information about /O devices,
which are to be scanned by the NOE, that is, to be written to and read from.

In a particular embodiment of the present invention, the scan table 120
includes: the number of 16-bit words that the device accepts as input or produces
as output; the source or destination address in the controller memory space
(referred to as OX, IX, 3X, or 4X Registers); the timeout value for a device, which
is the amount of time which is allowed to elapse before a device is considered to
be unhealthy; a flag to indicate what to do with input data when a device has
stopped responding, the two choices are HOLD or ZERO. This implementation

produces the IP address of the device from its Modbus address as follows:

Device ' s IP Address: AA.BB.CC.MB

AABB.CC is the 1* 3 octets of this NOE' s IP address, and MB is the
Modbus Address which has been entered with the panel software. A further
embodiment includes the ability to directly enter the remote /O devices, IP
addresses, as well as the device types.
A TCP connection shall be reserved for each I/O device in the scan list, until
the maximum of 128 devices are reached. As used within this specification, FC 3

means function code 3, which is a MB (Modbus) read register message. Likewise,
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FC 16 means function code 16, is also an MB write register message, and FC 23
means function code 23, which is an MB read/write message. The preferred
embodiment of the present invention is capable of supporting Peer Cop, the name
of a particular control system arrangement of Schneider Automation, Inc., which is
described in U.S. patent application serial number 60/078,223, entitled
Communications System For A Control System Over Ethernet And IP Networks
and Communications Interfaces for Such Systems," which is hereby incorporated

by reference into the present specification. Additional information on "peer con"
Y p p p p

is also available on the Internet at www.modicon.com, which is hereby
incorporated by reference herein. In this embodiment, the user can use the peer
cop input screens in the panel software to configure the NOE, including the I/O
scan table, although there are other ways to configure the NOE, as are described
within the present specification.

The general setup and flow of the I/O scanner software/firmware is shown in
Figure 3. The following next state transition table indicates the next states of the

next state diagram of Figure 3.

PCT/US99/23658

Current State Next State Trigger Trigger

Number
10ScanEmpty IOScanStarting 1 ExitDim
IOScanStarting I0ScanNewCfg | 2 New Cfg. From controller and

Controller is running

10ScanRunning I0ScanStopped | 3 Controller Not Running
I0ScanNewCfg IOScanStopped | 6 Controller Not Running
10ScanStarting IOScanStopped | 4 Controller Not Running
10ScanStopped IOScanStarting 5 ExitDim
10ScanNewCfg I0ScanReadCfg | 7 10ScanState still IOScannewCfg
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I0ScanReadCfg I0ScanRunning | 8 I0ScanState still I0ScanReadCfg and

Open I0Scan connections

In one embodiment, the I/O scanner 110 utilizes the event flag capability of the
PSOS real-time operating system (RTOS). This allows up to 16 user defined events
to be posted to a task. The I/O scanner interface to the backplane (BP) driver is via a
call-back function. The BP driver calls the call back function to interface to the /O
scanner 110. The call back function posts the appropriate event to the I/O scanner
110. The /O scanner 110 runs in a forever loop, checking for events. If an event is
posted, the /O scanner 110 carries out the appropriate function. The event flag
communication within the PSOS RTOS does not provide the full functionality of the
message queue communication method, but requires much less system resources.
Event flags do not need to be queued in this embodiment.

The I/O scanner 110 utilizes the services of a client task 160 to implement I/O
scanning. The client portion or task 160 is the portion of the NOE 100 which handles
the "client" tasks. For example, the user can write a control program for the PLC 50
which, as a part of the operation of the program on the PLC, the PLC will
send/receive a Modbus message to/from the backplane 70, and these types of
messages will be handled by the client task 160 to/from TCP/IP stack 142 and
Ethernet driver 144. Parameters are used to pass pointers for connection list and
connection arrays.

With reference to the above next state transition table and Figure 3, there is no
processing required during the I0ScanEmpty state. The backplane driver initializes
the I/O scan table 120 through existing or created configuration data located
elsewhere, as has been described herein. During the I0ScanNewCfg State the 1/0
scanner disables interrupts, and tests to see if the state is still [OScanNewCfg, If the
state is I0ScanNewCfg, the IO scanner 110 task changes the IO Scan state to
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I0ScanReadCfg, and re-enables interrupts. The I/O scanner 110 also performs the
necessary housekeeping, to remove any previously used open connections. Ifthe test
for I0ScanNewCfg fails, then the IO scanner 110 re-enables interrupts and exits. The
IO scanner 110 copies the IO scan data structure to its own local variable to ensure
that here will not be a contention issue with the BackPlane Driver trying to access the
data at the same time.

Another aspect of present invention includes a "peer" determination portion that
, among other things, was implemented to allow for versatility of the control system.
As will be described in greater detail below, one particular embodiment of the present
invention includes using two determinations to determine whether a device (in the
scan list) is a peer: (1) Does the device understand the Modbus read/write register
command (Function Code 23) and (2) does the information in the scan table 120
match the communication that the remote device is directing at this node? If these
two conditions are met then the device is determined to be a "peer" device.

Referring to Figure 4, in view of Figures 1 through 3, in general, the present
invention is a method for identifying a second device 210 on a second node of a
standard communications network 10 from a first device 200 located on a first node
of the standard communications network 10. The method first initiates from the first
node a first communications command in a peer protocol format to the second node.
The method then responds to the first communications command from the second
node to the first node. The method then initiates from the second node a second
communications command in the peer protocol format to the first node. The method
then responds to the second communications command from the first node to the
second node. The method then identifies the second device on the second node as a
peer device within the first device on the first node, and the method identifies the first
device on the first node as a peer device within the second device on the second node.

The method then sets the first node to an active status, and sets the second node to a
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passive status. In one embodiment, the peer protocol format can be a programmable
logic controller (PLC) format, the peer device can be a programmable logic controller
(PLC) device, the peer protocol format can be Modbus, and the standard
communications network can be Ethernet.

The present invention is also a device scanner 110 for a first device 200 located
on a first node of a standard communications network 10, for scanning devices on the
standard communications network 10, and for identifying a second device 210 on a
second node of the standard communications network 10. The device scanner 110 has
an initiator for initiating a first communications command in a peer protocol format
to the second node, a receptor for receiving from the second node a second
communications command in the peer protocol format, in response to the first
communications command, and an identifier for identifying the second device 210 on
the second node as a peer device. The device scanner 110 can have the scan table 120
of prior embodiments built into the device scanner 110 or as a separate portion of the
system for storing parameters relating to the devices. As in prior embodiments, the
scanner 110 uses one or more of the parameters for scanning the devices.

In one particular embodiment, if communication has been initiated by a
device which is in the scan table 120, that is, a device which this NOE 100 has been
configured to also communicate with, then the peer determination test is performed.
As indicated above , the peer determination includes at least the following aspects:1)
Does the remote device understand the read/write register command? 2) Does the
communication from the remote device match the characteristics of this scan table
120. That is, does the write length match the read length in the scan table, and does
the read length match the write length in the scan table 120. If (1) and (2) are met
then the device is flagged as a "peer." There are two peer types: peer active and peer
passive. The active peer takes over the task of initiating the scanning, while the

passive peer only keeps track of the health of the active peer.
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More particularly, as a part of its operation, the I/O scanner 110 determines
during initialization whether an I/O device listed in the I/O scan table 120 is a peer
device, which will actively initiate transfers, or a simple slave device, in which case
the I/O Scanner must issue MB reads or writes to get or receive data. To determine
peer status, the /O scanner 110 issues a MB read/write request (which is FC 23) to
the /O device. Ifthe /IO device responds with an exception indicating that it does not
support the read/write request, then the I/O device is assumed to be a simple device,
and therefore this I/O scanner 110 must initiate all requests for input data. If the
device responds positively then it may or may not be a peer. The next qualifying
event to declare the I/O device a peer is the arrival of a read/write request from the
peer I/O device. If the read/write request is received and the input and output length
match the configuration in this I/O scanner's scan table 120 then the device is declared
a peer.

Asbriefly mentioned above, when a device is declared a peer, then the I/O devices
IP addresses are used to decide which /O device will be "active" and which /O
device will be "passive." By convention, the I/O device with the lower IP address will
become active (lower = active) and the device with the higher IP address will become
passive (higher =passive) in the I/O scanning process. The active device initiates the
read, write, or read/write request to the passive /O device. The passive device
accepts/provides data in response to the active I/O device’s requests. Figure 4 shows

the timeline for the peer determination:

TO - Node #1 initiates a Read/Write MSTR to Node #2.
T1 - Node #2 responds to Node #1's request.

T2 - Node #2 initiates a Read/Write MSTR to Node #1.
T3 - Node #1 responds to Node #2's request.

T4 - Node #1 declares Node #2 a Peer.
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Node #2 then declares Node #1 a Peer.

Node #1 then becomes active and Node #2 becomes peer passive.

The following provides additional detail of one embodiment of the scanner 110

5 and scan table 120 of the present invention. The I/O scan table 120 allows up to a
maximum of a 128 input devices and a maximum of 128 output devices. The I/O scan

table allows up to a 100 words of data to be sent to or from a device in the I/O scan

table 120. The format of the I/O scan table 120 is as follows:

10 Entry Name Data Type | Description Default Value
IODevType Uint8 Device Type: Indicates SLAVE_INPUT
the type of IO device
Ipaddr Uint32 IP address of IO Device Derived from MB+
address
MbpAddr Uint8 MB+ Address of IO Value from Peer Cop

Device Table

15 HealthTimeOutValue Uint16 Indicates the amount of Value from Peer Cop
time t wait before Table

declaring an IO device

unhealthy
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InputLocalRefNum Uint16 Local state RAM Value from Peer Cop
reference Table
InputRemoteRefNum Uint16 Remote state RAM 0x00
reference
InputLength Uintl6 Length of Input Data Value from Peer Cop
Table
HoldLastValue Uint8 Indicates whether to hold | Value from Peer Cop
the last value, or reset Table

value to 0 when IO device

is declared unhealthy

OutputLocalRefNum Uint16 Local state RAM Value from Peer Cop
reference Table
OutputRemoteRefNum Uint16 Remote state RAM 0x00
reference
Output Length Uint16 Length of Output Data Value from Peer Cop

Table
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During the IOScanReadCfg state, the I/O scanner 110 initializes the connection
and transaction arrays, then transitions to the I0ScanRunning state. During the
I0ScanRunning state, the I/O scanner is issuing write/read registers(FC 23) to /O
devices in the scan table 120 that have both inputs and outputs, write4x register, and
read4x register commands to I/O devices the scan table 120. The data received back
from the read4x responses is sent to the backplane driver to update the controller
memory.

The following describes with more particularity the peer active processing of one
embodiment of the present invention. In the I/O peer case, the initial FC 23 from the
peer, of the peer determination will be received by the server or server task 190, as
well as, the FC 23s from peer active devices. The server 190 will determine whether
the device associated with an incoming FC 23 is in the I/O scanner’s I/O scan table
120. Ifitis, the server 190 will take control of the I/O scan table 120 by using the /O
scan table semaphore. Once the server 190 has control of the /O scan table 120, the
server 190 will determine whether the device associated with the incoming FC 23 is
already flagged a peer, or is listed as a slave.

If the device is listed as a slave in the /O scan table, then this FC 23 is part of the
peer determination The server 190 then posts a
IOSCAN_PEER_DETERMINATION_EVENT to the /O scanner 110. Upon receipt
oftheIOSCAN_PEER_DETERMINATION_EVENT the I/O scanner 110 willupdate
the status of the device to either peer active or peer passive, based on the IP addresses.
If the device is listed as peer active, then this FC 23 is the I/O scan data associated
with this peer. The server 190 will take control of the I/O scan table 120 by claiming
the semaphore. The server 190 will write the new data into the I/O scan table 120 and
update the NewInputDataAvailable flag. The server 190 will then release the I/O scan
table 120 semaphore. If the output data length is non-zero, the server 190 will take
control of the I/O scan table 120, and write the output data in the responsé to the FC
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23 to the peer. The I/O scan table 120 can be broken down into two or more groups
in order have the server 190 and/or the scanner 110 take control of only one or more
groups therein and allow for access of the other groups by the other task. In peer
passive, the response to the peer data exchange is received directly by the IO scanner
110, and is treated the same as the slave case.

The following describes with more particularity the input device scan operation
of one embodiinent of the present invention. While the I/O scanner 110 is in the
IOScanRunning state, the BP driver sends an event to the I/O scanner 110 at each End
of Scan (EOS). The transmission of the request for data for each input in the Scan
Table is performed at the EOS. The I/O scanner 110 sends a FC 23 or FC 3 for each
slave input, and peer active input in the scan table 120, if the device has responded to
the previous request for data. The I/O scanner 110 clears the I/O data received flag
for each request that is sent. The input data that is received as a result of the FC 23
or FC 3 commands that were transmitted will cause a IOSCAN TCIP_EVENT to be
caused. This event is generated by the TCPSignalHandler function. The
IOSCAN_TCIP_EVENT is handled by the I/O scanner 110 by determining which
connection the response was received over, and setting the I/O data received flag for
that device. The health timer is reset, and the health bit is set for the device.

The following describes with more particularity the ouput device scan operation
of one embodiment of the present invention. Following the input device scan
operation, the output devices are scanned. The output data is sent to each slave
output, and peer active output in the scan list if the device has acknowledged the
previous output data. When a device on the output scan list acknowledges the receipt
of the output data, the health timer for the device is reset, and the health bit is set.
To maintain consistency for all output data sent each scan, the I/O scanner 110 double
buffers the output data before the starting the output of the data for each scan. Thus,
if the BP driver updated part of the output data, while the I/O scanner 110 was in the
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middle of a transmission, the current set of data being output would not be affected.

The following describes with more particularity the I/O device health
information operation of one embodiment of the present invention. The health
timer for each device is initially set to the health time-out value in the I/O scan
table 120. The real time operating system timer 150 capability is used to maintain
the health timers for each device in the I/O Scan table 120. The RTOS 150 system
timer is configured to generate an event to the I/O scanner 110 every 16.67mSec.
This is accomplished via the tm_evevery(unsigned long ticks, unsigned long
events, unsigned long *tmid) function call(see PSOS documentation for more
details). This configures a timer that will automatically reload. Every time the
timer expires, an event is generated to the I/O scanner 110 indicating that the
health timers need to be decremented. Following the update, any device whose
health timer has expired, are flagged as bad by resetting the health bit for the
device. Any time data is received from an input device or an acknowledge is
received from an output device, the health timer for that device is set to the initial
health time-out value. In order to use the I/O device health information with the
current MSTR to get "peer cop" health, a 128 bit array will be used to provide
health information for 128 devices. Otherwise, health will be provided for the first
64 devices. The I/O scan table 120 will be sorted for ascending IP addresses. Each
bit in the 128 bit array indicates the health of one of the I/O devices. The I/O
scanner 110 is capable of 1,000 transactions per second.

Th following provides additional information on the relationship between the
/O scanner 110, the server 190, and the backplane driver 180. In one
embodiment of the present invention, three components are used to perform I/O
scanning: the backplane driver 180, the server 190, and the I/O scanner 110. A
double buffer scan table and a double buffer output table is used. The double

buffer output table is used for outgoing write requests. An input table is also used
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for outgoing read requests. A health array is also used. When the configuration
changes, the backplane driver 190 copies the configuration from the PLC 50 into
one configuration table while the client and server tasks are using another
configuration table. When the backplane driver 190 has completed copying the
configuration, it signals the client I/O scanner 110 task by setting the event flag.
The client task 160 then swaps the tables, and the new table will also be used by
the server 190. It is the client task 160 that determines which tables (configuration
and output) are used by the server 190 and backplane driver 180. It does this with
one variable for the configuration table and another variable for the output table.
The server 190 and backplane driver 180 reads the appropriate variable and
determines the table to use, and the client task 160 sets the appropriate variable.
The server 190 examines if the read, write or read-write request from the remote
node has a corresponding entry in the scan table 120. If not, the request is
processed in the normal manner by passing the request to the backplane driver 180.
If there is a corresponding entry, the server 190 processes it using the input and
output tables. To save bandwidth, the server 190 compares its IP address with the
remote node. Ifits IP address is greater than the remote node, it goes into passive
mode, and changes the state in the scan table 120. At a later time, when the client
task 160 notices that its in a passive state, it no longer sends modbus requests to
the remote node. Thus, bandwidth is saved by sending less messages.

Referring back to embodiment in Figures 1 and 2, the I/O scanner 110 handles
the cyclic communication, the server 190 communicates directly with a dual port
RAM and an ASIC which is directly connected to a bus that runs accross the
backplane 70 which in turn connects to the PLC 50. The backplane driver 180
handles communication to/from the controller. As discussed above, the PLC 50
has configuration tables which stores, at least, the number of devices to be

scanned, whether a device is an input, and output, or and input and output device.
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If a device is an input, the table stores where in the controller’s memory to store
the data. If the device is an output, the table stores where in the memory to
retrieve the data. If the device is both an input and output device, the table stores
both. The configuration table also stores the length (in bytes) of the input and
output data. As described in detail above, the configuration table also includes a
health timeout parameter for each device. If there is no response to a read/write to
an I/0O device within the timeout parameter amount, the device can be "flagged" as
unhealthy in the NOE 100. The NOE 100 keeps track of the dynamic health
status.

In this embodiment, the configuration table is scanned by the NOE 100, and
then the NOE 100 operates according to those parameters. The controller (PLC)
50, 52 runs in a cyclic manner, and it handles the updating of the inputs and
outputs once per scan. At the end of each scan, the controller gives an indication
tp the NOE 100 that the controller is at the end of a scan, and the NOE 100 then
takes a snapshot of all of the available outputs and copies the outputs into its local
memory. The NOE 100 then generates messages to update all of the output
devices that are in the I/O scan table. The NOE 100 also takes the current values
for all of the input devices (after sending read messages for all of the input
devices) and the NOE 100 updates the controller 50 with all of the new input data.

In Figure 2, there is an indication of a "semaphore controlled" I/O scan table
120. This term was briefly mentioned above. The scan table 120 needs to be
available to both the I/O scanner 110 and the server 190 because the server 190
needs to be able to talk to a "peer" device that is generating messages. Those
messages will go to the server 190 first (before the I/O scanner 110). Generally,
the server 190 receives requests on the Modbus port 502 from other controllers 50,
52 and NOEs 100. Continuing, in order to prevent both the server 190 and the /O

scanner 110 from accessing the I/O scan table 120 at the same time, a control
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mechanism is provided to control "ownership" of the table at any one time by
either the I/O scanner 110 or the server 190. If this is not done, problems with
consistency of the data and its use may arise.

The client task 160 is a portion of the NOE 100 that handles "client" tasks. A
described above, users of the controllers will create programs to run on the
controllers. The programs can be written to send Modbus messages over TCP.
The controller 50, 52 will send a message to the backplane 70 (type of message
will be handles by the client task 160) and the client task 160 will send the
message onto the TCP/IP over Ethernet network. A message will then come back
from the TCP/IP over Ethernet network, the client task will handle the return
message, and send it onto the controller 50, 52 for use by the program running on
the controller 50, 52. The Client Connection Function Library 128 is a library of
functions which are used to format and unformat messages to/from the format on
the backplane 70 handled by the backplane driver 180, as well as the format of the
TCP/IP stack 142, including the handling of the Modbus format.

A detailed flow diagram (chart) of one embodiment of the I/O scanner 110 of
the present invention is shown in Figures 5A through 5G, as one of ordinary skill
would understand. This embodiment does not need to use an RTOS 150 for its
operation, and thus includes some additional routines for handling. The program
of this detailed flow diagram can be loaded into flash program firmware memory
on the NOE.

While the specific embodiments have been illustrated and described, numerous
modifications come to mind without significantly departing from the spirit of the
invention and the scope of protection is only limited by the scope of the

accompanying Claims.
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CLAIMS
WE CLAIM:
1. An apparatus for communication with at least one device which resides

3

on a standard communications network using a standard communications protocol
comprising:

a scanner for scanning the device;

a device scan table for storing data relating to the device, the scanner using the
data in the device scan table relating to the device to scan the device; and,

a standard communications interface for interfacing between the scanner and
the device on the standard communications network using the standard
communication protocol.

2. The apparatus of claim 1 wherein the device scan table comprises:

a first scan parameter indicating the number of devices to be scanned by the
device scanner;

a second scan parameter indicating a device type;

a third scan parameter indicating where to store and retrieve data for the
devices; and,

a fourth scan parameter indicating the length of the stored data and the
retrieved data.

3. The apparatus of claim 1, wherein the standard communications
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network is an Ethernet network.

4. The apparatus of claim 1, wherein the standard communications
protocol is TCP.

5. The apparatus of claim 1, wherein a programmable logic controller
(PLC) communication protocol is communicated over the standard
communications protocol.

6. The apparatus of claim 1, wherein the standard communications
network provides communication between the device scanner and the devices.

7. An apparatus for monitoring and controlling input and output devices
which reside on a standard communications network using a standard
communications protocol, comprising:

a scanner for scanning the input and output devices;

an input/output (I/O) scan table for storing input and output data relating to the
input and output devices; and,

a standard communications interface for interfacing between the I/O scanner
and the standard communications network using the standard communication
protocol.

8. The apparatus of claim 7 wherein the /O scan table comprises:

a first scan parameter indicating the number of devices to be scanned by the

I/O scanner;



WO 00/41377 PCT/US99/23658
23

a second scan parameter indicating whether each device is an input device, an
output device, or an input and output device;

a third scan parameter indicating where to store data from the input devices;

a fourth scan parameter indicating where to retrieve data for the output devices;
and,

a fifth scan parameter indicating the length of the stored data and the retrieved
data, for the input and output devices, respectively.

9. The apparatus of claim 7, wherein the standard communications
network is an Ethernet network.

10.  The apparatus of claim 7, wherein the standard communications
protocol is TCP.

11.  The apparatus of claim 7, wherein a programmable logic controller
(PLC) communication protocol is communicated over the standard
communications protocol.

12.  The apparatus of claim 7, wherein the standard communications
network provides communication between the I/O scanner and the input and
output devices.

13. A control system for monitoring input devices and for controlling

output devices which reside on a standard communications network using a

standard communication protocol, the control system comprising:
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a programmable logic controller (PLC) having a microprocessor and a PL.C
memory having a configuration table, the PLC being adapted to communicate with
at least one or more local input and output devices, and being adapted to
communicate with at least one or more remote input and output devices, the
configuration table storing parameters for the input and output devices, the
parameters including one or more of the following parameters: a first configuration
parameter indicating the number of devices to be scanned, a second configuration
parameter indicating whether each device is an input device, an output device, or
an input and output device, a third confi guration parameter indicating where in the
PLC memory to store data from the input devices, a fourth configuration
parameter indicating where in the PLC memory to retrieve data for the output
devices, and a fifth configuration parameter indicating the length of the stored data
and the retrieved data, for the input and output devices, respectively;

a server module adapted for communication with the PLC, adapted for
communication with local input and output devices, and adapted for
communication with the standard communication network and the remote input
and output devices, the server module having: a scanner for scanning the input and
output devices, an I/O scan table for storing real time information for the input and
output devices, a standard communication protocol interface and a standard

communication network driver for interfacing between the I/O scanner and the
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standard communication network using the standard communication protocol, a
real time operating system for operating the server module, wherein the I/O scan
table comprises:
a first scan parameter indicating the number of devices to be scanned
by the I/O scanner;
a second scan parameter indicating whether each device is an input
device, an output device, or an input and output device;
a third scan parameter indicating where in the PLC memory to store
data from the input devices;
a fourth scan parameter indicating where in the PLC memory to retrieve
data for the output devices; and,
a fifth scan parameter indicating the length of the stored data and the
retrieved data, for the input and output devices, respectively.

14. A method for identifying a second device on a second node of a
standard communications network from a first device located on a first node of the
standard communications network, comprising the steps of:

initiating from the first node a first communications command in a peer
protocol format to the second node;

initiating from the second node a second communications command in the peer

protocol format to the first node;
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identifying the second device on the second node as a peer device within the
first device on the first node; and,

identifying the first device on the first node as a peer device within the second
device on the second node.

15.  The method of claim 14, wherein the peer protocol format is a
programmable logic controller (PLC) format.

16.  The method of claim 14, wherein the peer device is a programmable
logic controller (PLC) device.

17.  The method of claim 14, wherein the peer protocol format is Modbus.

18. The method of claim 14, wherein the standard communications network
is Ethernet.

19.  The method of claim 14, further comprising the step of:

after initiating from the first node a first communications command in a peer
protocol format to the second node, responding to the first communications
command from the second node to the first node.

20.  The method of claim 14, further comprising the step of:

after initiating from the second node the second communications command in
the peer protocol format to the first node, responding to the second
communications command from the first node to the second node.

21.  The method of claim 14, further comprising the steps of:
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setting the first node to an active status; and,

setting the second node to a passive status.

22. A device scanner for a first device located on a first node of a standard
communications network, for scanning devices on the standard communications
network, and for identifying a second device on a second node of the standard
communications network, comprising:

an initiator for initiating a first communications command in a peer protocol
format to the second node;

a receptor for receiving from the second node a second comfnunications
command in the peer protocol format, in response to the first communications
command; and,

an identifier for identifying the second device on the second node as a peer
device.

23.  The device scanner of claim 22 further comprising a scan table for
storing parameters relating to the devices, the scanner using one or more of the
parameters for scanning the devices.

24.  The device scanner of claim 22 wherein the second device identifies the
first device on the first node as a peer device.

25.  The device scanner of claim 22, wherein the peer protocol format is a

programmable logic controller (PL.C) format.
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26.  The device scanner of claim 22, wherein the peer device is a
programmable logic controller (PLC) device.

27.  The device scanner of claim 22, wherein the peer protocol format is
Modbus.

28. The device scanner of claim 22, wherein the standard communications
network is Ethernet.

29.  The device scanner of claim 22, wherein after the device scanner
initiates the first communications command, the second node responds to the first
communications command to the first node.

30.  The device scanner of claim 22, wherein the after the second
communications command is received by the first node, the device scanner
responds to the second communications command to the second node.

31. The device scanner of claim 22, wherein after the second device on the
second node is identified as a peer device, the first node is set to an active status,

and the second node is set to a passive status.
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PCS—XMIT_STATE

STATE MACHINE: ONCE A PATH HAS BEEN SUBMITTED
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