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CATALOG USER INTERFACE ELEMENTS BELONGING TO USER
INTERFACES ON DEVICES INCLUDED IN AN AMBIENT COMPUTING
ENVIRONMENT, CATALOGING CAN BE PERFORMED BY A
CENTRALIZED MANAGER IN A CENTRALIZED CONFIGURATION OR
BY THE DEVICES IN A DISTRIBUTED CONFIGURATION, AND CAN
INVOLVE CATALOGING STATE INFORMATION FOR THE ELEMENTS.
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i

ESTIMATE COGNITIVE DEMANDS OF THE AMBIENT COMPUTING
ENVIRCNMENT ON THE USER FOR VARIOUS STATES OF THE
USER INTERFACE ELEMENTS. THE DEMANDS CAN BE MODELED.

b.

20

i

ESTIMATE A CURRENT COGNITIVE LOAD OF A USER. THE LOAD

CAN BE MODELED. THE LOAD CAN BE ESTIMATED RESPONSIVE

TO A CURRENT CONTEXT OF USER ACTIVITY WITH RESPECT TO
THE AMBIENT COMPUTING ENVIRONMENT.

i

GENERATE FORECASTED VERSIONS OF AT LEAST SOME OF THE
USER INTERFACES AND MANAGE A FORECASTED QUEUE THAT | 440
QUEUES THE FORECASTED VERSIONS.

i

DETERMINE AN ALIGNMENT BETWEEN THE CURRENT COGNITIVE
STATE OF THE USER AND THE CURRENT COGNITIVE DEMANDS | 450
OF THE AMBIENT COMPUTING ENVIRONMENT ON THE USER.

i

MODIFY AT LEAST ONE INTERFACE ELEMENT TO ALIGN CURRENT
COGNITIVE DEMANDS OF THE AMBIENT COMPUTING
ENVIRONMENT ON THE USER WITH THE CURRENT COGNITIVE
STATE OF THE USER.
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CATALOG USER INTERFACE ELEMENTS BELONGING TO USER
INTERFACES ON DEVICES INCLUDED IN AN AMBIENT COMPUTING
ENVIRONMENT. CATALOGING CAN BE PERFORMED BY A 410
CENTRALIZED MANAGER IN A CENTRALIZED CONFIGURATION OR
BY THE DEVICES IN A DISTRIBUTED CONFIGURATION, AND CAN
INVOLVE CATALOGING STATE INFORMATION FOR THE ELEMENTS.

v

ESTIMATE COGNITIVE DEMANDS OF THE AMBIENT COMPUTING
ENVIRONMENT ON THE USER FOR VARIOUS STATES OF THE 420
USER INTERFACE ELEMENTS. THE DEMANDS CAN BE MODELED.

v

ESTIMATE A CURRENT COGNITIVE LOAD OF A USER. THE LOAD
CAN BE MODELED. THE LOAD CAN BE ESTIMATED RESPONSIVE
TO A CURRENT CONTEXT OF USER ACTIVITY WITH RESPECT TO | 430

THE AMBIENT COMPUTING ENVIRONMENT.

v

GENERATE FORECASTED VERSIONS OF AT LEAST SOME OF THE
USER INTERFACES AND MANAGE A FORECASTED QUEUE THAT | 440
QUEUES THE FORECASTED VERSIONS.

v

DETERMINE AN ALIGNMENT BETWEEN THE CURRENT COGNITIVE
STATE OF THE USER AND THE CURRENT COGNITIVE DEMANDS | 450
OF THE AMBIENT COMPUTING ENVIRONMENT ON THE USER.

v

MODIFY AT LEAST ONE INTERFACE ELEMENT TO ALIGN CURRENT
COGNITIVE DEMANDS OF THE AMBIENT COMPUTING 460

ENVIRONMENT ON THE USER WITH THE CURRENT COGNITIVE
STATE OF THE USER.

END

FIG. 4
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1
ENUMERATION AND MODIFICATION OF
COGNITIVE INTERFACE ELEMENTS IN AN
AMBIENT COMPUTING ENVIRONMENT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a Continuation application of co-
pending U.S. patent application Ser. No. 14/584,365, filed
Dec. 29, 2014, which is incorporated herein by reference in
its entirety.

BACKGROUND

Technical Field

The present invention relates generally to cognitive and
contextual computing and, in particular, to the enumeration
and modification of cognitive interface elements in an
ambient computing environment.

Description of the Related Art

Adaptive user interfaces assume that a user is interacting
only with the device providing the interface. Today, users
face multiple interfaces into multiple devices, each compet-
ing independently for limited attention related and cognitive
resources. As cognitive computing environments emerge
and systems become more pervasive and ambient, a need
exists to streamline this interface experience.

SUMMARY

According to an aspect of the present principles, a method
is provided. The method includes cataloging a plurality of
user interface elements belonging to a plurality of user
interfaces on a plurality of devices included in an ambient
computing environment. The method further includes esti-
mating a current cognitive state of a user. The method also
includes modifying at least one of the plurality of interface
elements to align current cognitive demands of the ambient
computing environment on the user with the current cogni-
tive state of the user.

According to another aspect of the present principles, a
computer program product is provided for cognitive inter-
face modification. The computer program product includes
a computer readable storage medium having program
instructions embodied therewith. The program instructions
are executable by a computer to cause the computer to
perform a method. The method includes cataloging, by a
user interface element manager of the computer, a plurality
of user interface elements belonging to a plurality of user
interfaces on a plurality of devices comprised in an ambient
computing environment. The method further includes esti-
mating, by a user cognitive state estimator of the computer,
a current cognitive state of a user. The method also includes
modifying, by a global user interface modifier of the com-
puter, at least one of the plurality of interface elements to
align current cognitive demands of the ambient computing
environment on the user with the current cognitive state of
the user.

According to yet another aspect of the present principles,
a system is provided. The system includes a user interface
element manager for cataloging a plurality of user interface
elements belonging to a plurality of user interfaces on a
plurality of devices comprised in an ambient computing
environment. The system further includes a user cognitive
state estimator for estimating a current cognitive state of a
user. The system also includes a global user interface
modifier for modifying at least one of the plurality of
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interface elements to align current cognitive demands of the
ambient computing environment on the user with the current
cognitive state of the user.

These and other features and advantages will become
apparent from the following detailed description of illustra-
tive embodiments thereof, which is to be read in connection
with the accompanying drawings.

BRIEF DESCRIPTION OF DRAWINGS

The disclosure will provide details in the following
description of preferred embodiments with reference to the
following figures wherein:

FIG. 1 shows an exemplary ambient computing environ-
ment 100 to which the present principles can be applied, in
accordance with an embodiment of the present principles;

FIG. 2 shows an exemplary processing system 200 to
which the present principles may be applied, in accordance
with an embodiment of the present principles;

FIG. 3 shows an exemplary system 300 for enumeration
and modification of cognitive interface elements in an
ambient computing environment, in accordance with an
embodiment of the present principles;

FIG. 4 shows an exemplary method 400 for enumeration
and modification of cognitive interface elements in an
ambient computing environment, in accordance with an
embodiment of the present principles;

FIG. 5 shows an exemplary cloud computing node 510, in
accordance with an embodiment of the present principles;

FIG. 6 shows an exemplary cloud computing environment
650, in accordance with an embodiment of the present
principles; and

FIG. 7 shows exemplary abstraction model layers, in
accordance with an embodiment of the present principles.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

The present principles are directed to enumeration and
modification of cognitive interface elements in an ambient
computing environment.

In an embodiment, a system and method are described
which simplify interfaces to one or more devices, including
mobile and other devices in physical proximity, depending
on a user’s state. In an embodiment, the present principles
advantageously reduce options available to a user during
times of impaired cognitive capacity of the user and increase
options available to a user during times of heighted cogni-
tive capacity of the user.

In an embodiment, information regarding interfaces to
one or more devices is enumerated continually or periodi-
cally through a set of standard machine-to-machine inter-
faces. This enumeration information from across devices is
then provided to a cognitive load estimator and global user
interface modifier which control the entire environment,
based on a consistent understanding of the user’s state. The
system includes a user interaction device for determining the
user’s interaction with the environment. The features of a
cognitive state are provided to the cognitive load estimator
while the environment and the user’s interaction within the
environment are provided to the global user interface modi-
fier. In some embodiments, a forecasted cognitive state,
environment, and user’s interaction within the environment
queue potential transitional user interfaces over time.

FIG. 1 shows an exemplary ambient computing environ-
ment 100 to which the present principles can be applied, in
accordance with an embodiment of the present principles.
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The ambient computing environment 100 includes a set of
devices 110 having respective user interfaces 111 thereon for
a user 199 to interact with the devices. The user interfaces
111 each include a set of user interface elements 112. The
user interface elements 112 can be any portion of a user
interface and/or any characteristics of any portion of a user
interface. Examples of user interface elements are provided
throughout herein.

The set of devices 110 can include any type of electronic
device suitable for implementing the present principles, as
readily recognized by one of ordinary skill in the art given
the teachings of the present principles provided herein. As
examples, such the set of devices can include any of, but is
not limited to, televisions, mobile phones, videoconference
devices, smart watches, computers, laptops, tablet, personal
digital assistants, radios, stereos, multimedia players, appli-
ances (refrigerator, stove, etc.), and so forth. As noted, the
preceding listing is merely illustrative.

FIG. 2 shows an exemplary processing system 200 to
which the present principles may be applied, in accordance
with an embodiment of the present principles. The process-
ing system 200 includes at least one processor (CPU) 204
operatively coupled to other components via a system bus
202. A cache 206, a Read Only Memory (ROM) 208, a
Random Access Memory (RAM) 210, an input/output (1/O)
adapter 220, a sound adapter 230, a network adapter 240, a
user interface adapter 250, and a display adapter 260, are
operatively coupled to the system bus 202.

Afirst storage device 222 and a second storage device 224
are operatively coupled to system bus 202 by the I/O adapter
220. The storage devices 222 and 224 can be any of a disk
storage device (e.g., a magnetic or optical disk storage
device), a solid state magnetic device, and so forth. The
storage devices 222 and 224 can be the same type of storage
device or different types of storage devices.

A speaker 232 is operatively coupled to system bus 202 by
the sound adapter 230. A transceiver 242 is operatively
coupled to system bus 202 by network adapter 240. A
display device 262 is operatively coupled to system bus 202
by display adapter 260.

A first user input device 252, a second user input device
254, and a third user input device 256 are operatively
coupled to system bus 202 by user interface adapter 150. The
user input devices 252, 254, and 256 can be any of a
keyboard, a mouse, a keypad, an image capture device, a
motion sensing device, a microphone, a device incorporating
the functionality of at least two of the preceding devices, and
so forth. Of course, other types of input devices can also be
used, while maintaining the spirit of the present principles.
The user input devices 252, 254, and 256 can be the same
type of user input device or different types of user input
devices. The user input devices 252, 254, and 256 are used
to input and output information to and from system 200.

Of course, the processing system 200 may also include
other elements (not shown), as readily contemplated by one
of skill in the art, as well as omit certain elements. For
example, various other input devices and/or output devices
can be included in processing system 200, depending upon
the particular implementation of the same, as readily under-
stood by one of ordinary skill in the art. For example,
various types of wireless and/or wired input and/or output
devices can be used. Moreover, additional processors, con-
trollers, memories, and so forth, in various configurations
can also be utilized as readily appreciated by one of ordinary
skill in the art. These and other variations of the processing
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system 200 are readily contemplated by one of ordinary skill
in the art given the teachings of the present principles
provided herein.

Moreover, it is to be appreciated that system 300
described below with respect to FIG. 3 is a system for
implementing respective embodiments of the present prin-
ciples. Part or all of processing system 200 may be imple-
mented in one or more of the elements of system 300.

Further, it is to be appreciated that processing system 200
may perform at least part of the method described herein
including, for example, at least part of method 400 of FIG.
4. Similarly, part or all of system 300 may be used to
perform at least part of method 400 of FIG. 4.

FIG. 3 shows an exemplary system 300 for enumeration
and modification of cognitive interface elements in an
ambient computing environment, in accordance with an
embodiment of the present principles. The ambient comput-
ing environment (e.g., environment 100) includes devices
(e.g., devices 110) which, in turn, include user interfaces
(e.g., user interfaces 111) which, in turn, include user
interface elements. The system 300 includes a user interface
element manager 310, an ambient computing environment
cognitive demand estimator 320, a user cognitive state
estimator 330, a user interface version forecaster 340, a
cognitive state aligner 350, and a global user interface
modifier 360.

The user interface element manager 310 catalogs the user
interface elements. In an embodiment, the user interface
element manager 310 is implemented in a distributed con-
figuration so as to reside in each of the devices in the
ambient computing environment. In such a case, the devices
maintain their own respective catalogs of the user interface
elements and information pertaining thereto. Thus, while
directly coupled to the bus 302 in system 300, in another
embodiment, the user interface element manager 310 can be
implemented on each device and simply communicate with
the other elements of system 300 via any connection means.
In another embodiment, the user interface element manager
310 is implemented in a centralized configuration so as to
receive user interface element information from the devices
that include the user interface elements and manage a
centralized catalog of the user interface elements and user
interface element information.

The ambient computing environment cognitive demand
estimator 320 estimates cognitive demands of the ambient
computing environment on the user for various states of the
user interface elements. As used herein, the term “cognitive
demands of the ambient computing environment on the
user” refers to a system that maps interface elements to
cognitive demands, through a parameterizable model of a
user’s state. Specifically, for each interface, a set of specific
model parameters are provided to the model over time, such
as content topic, interface volume, rate of visual motion in
content, etc. The user model is updated by these changing
parameters, and by other parameters provided by the envi-
ronment, user wearable devices, etc. The updated user model
then computes an affinity of the user for each interface, and
a cost the model will incur if each affinity is maintained.
Costs may be estimated based on a decrease in a scarce
model resource, such as attentional resource, short term
memory maintenance, emotional tone, etc. These estimates
of the cost of maintained affinities are then transformed by
the cognitive demand estimator into an estimate of the
“current cognitive demands of the ambient computing envi-
ronment on the user” for a given interface. In an embodi-
ment, the ambient computing environment cognitive
demand estimator 320 includes an ambient computing envi-
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ronment cognitive demand model generator 321 for gener-
ating a model of the cognitive demands of the ambient
computing environment on the user.

The user cognitive state estimator 330 estimates the
cognitive state of the user. As used herein, the term “cog-
nitive state of the user” refers to the current state of the user
model, its affinities, and estimates of affinity maintenance
costs. The model may include dynamical elements to model
these quantities, or may be represented as a simple look up
table from input parameters to affinities and affinity main-
tenance costs. The user cognitive state estimator 330 can
include a user cognitive state model generator 331 for
generating a model of the user’s current cognitive state. The
model generator 331 can also update the model as necessary
responsive to changes in the user’s cognitive state. The user
cognitive state estimator 330 can include a user activity
context determination device 332 that determines a current
context of user activity with respect to the ambient comput-
ing environment. The user activity context determination
device 332 can include various sensors including, but not
limited to, a camera, a keystroke logger, a microphone, and
so forth. The user cognitive state estimator 330 can include
a user cognitive state forecaster 333 for generating various
forecasts of the user’s cognitive state. Hence, in an embodi-
ment, a user cognitive state forecast can be used in place of
or in addition to a user cognitive state estimation. Moreover,
an estimate and/or a forecast of user cognitive state can be
based on the user activity context.

The user interface version forecaster 340 determines
forecasted versions of at least some of the user interfaces
(hereinafter also “forecasted user interface versions”), and
manages a forecasted queue 341 that queues the forecasted
versions.

The cognitive state aligner 350 determines an alignment
between the current cognitive state of the user and the
current cognitive demands of the ambient computing envi-
ronment on the user.

The global user interface modifier 360 modifies at least
one user interface element to align the current cognitive state
of the user with the current cognitive demands of the
ambient computing environment on the user.

Hence, the system 300 quantifies computing interface
elements across one or more devices present in a user’s
environment, and manages the computing interface elements
as a single cognitive interface. Such a single cognitive
interface can include one or more virtual or physical inter-
faces, sharing a unified knowledge of the cognitive state.
Thus, the present principles are directed to and exploit a
shared “knowledge” of user state which allows systems to
coordinate their interfaces accordingly. Management
includes modeling the user’s current cognitive state and
relating it to the attention and cognitive demands of the
environment.

In the embodiment shown in FIG. 3, the elements thereof
are interconnected by a bus 302. However, in other embodi-
ments, other types of connections can also be used. More-
over, while some elements of FIG. 3 are shown as part of
other elements (e.g., element 321 is part of element 320), in
other embodiment, these included elements can be imple-
mented as stand-alone elements. Moreover, in an embodi-
ment, at least one of the elements of system 300 is processor-
based. These and other variations of the elements of system
300 are readily contemplated by one of ordinary skill in the
art given the teachings of the present principles provided
herein, while maintaining the spirit of the present principles.

FIG. 4 shows an exemplary method 400 for enumeration
and modification of cognitive interface elements in an
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ambient computing environment, in accordance with an
embodiment of the present principles.

At step 410, catalog user interface elements belonging to
user interfaces on devices included in an ambient computing
environment. In an embodiment, the cataloging can involve
state information for various states of the user interface
elements. The cataloging can be performed by the devices
and/or by a centralized manager. Hence, in an embodiment,
step 410 can involve sharing, among the devices, the state
information provided from corresponding ones of the
devices that include the set of user interface elements.
Moreover, in an embodiment, step 410 can involve receiv-
ing, by a centralized manager, the state information from
corresponding ones of the set of devices that include the
plurality of user interface elements. The state information
can include, but is not limited to: inputs; outputs; features;
options; availability, and so forth.

At step 420, estimate cognitive demands of the ambient
computing environment on the user for various states of the
user interface elements. In an embodiment, step 420 can
involve generating a model of the cognitive demands of the
ambient computing environment on the user for various
states of the user interface elements.

At step 430, estimate a current cognitive state of a user. In
an embodiment, step 430 can involve generating a model
and/or forecast of the current cognitive state of the user. In
an embodiment, the current cognitive state of the user can be
estimated and/or forecasted responsive to a current context
of user activity with respect to the ambient computing
environment.

At step 440, generate forecasted versions of at least some
of the user interfaces (hereinafter also “forecasted user
interface versions”) and manage a forecasted queue that
queues the forecasted versions. In an embodiment, the
forecasted versions can have one or more user interface
elements therein modified to influence the current cognitive
state of the user. In an embodiment, the forecasted versions
can be determined from one or more of the following: the
current cognitive state of the user; past cognitive states of the
user; the current cognitive demands of the ambient comput-
ing environment on the user; past cognitive demands of the
ambient computing environment on the user; and so forth.

At step 450, determine an alignment between the current
cognitive state of the user and the current cognitive demands
of the ambient computing environment on the user. The
alignment is determined in relation to modifying one or
more of the user interface elements. In this way, the current
cognitive demands of the ambient computing environment
on the user coincide with the current cognitive state and,
hence, cognitive capacity, of the user. Thus, in an embodi-
ment, the cognitive demands of the ambient computing
environment on the user are adjusted by modifying one or
more interface elements so as to make such cognitive
demands be as close as possible to the current cognitive state
of the user. Various examples of such an alignment are
presented herein. In an embodiment, the alignment can be
determined based on the model (of the current cognitive
state of the user) generated by step 410 and/or the model (of
the cognitive demands of the ambient computing environ-
ment on the user) generated by step 420. In an embodiment,
the alignment can be determined based on the state infor-
mation obtained by step 410.

At step 460, modify at least one interface element to align
current cognitive demands of the ambient computing envi-
ronment on the user with the current cognitive state of the
user. In an embodiment, the at least one interface element
can be modified responsive to the alignment determined by
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step 450. In an embodiment, the at least one interface
element can be modified based on the model (of the current
cognitive state of the user) generated by step 410 and/or the
model (of the cognitive demands of the ambient computing
environment on the user) generated by step 420. In an
embodiment, the at least one interface element is modified
to form a single cognitive-responsive interface to interface
with the devices. In an embodiment, the single cognitive-
responsive interface includes at least one of, one or more
physical interfaces and one or more virtual interfaces, all
sharing a unified knowledge of the current cognitive state of
the user.

Further relating to step 460, we note that the ambient
computing environment includes user usable features (also
interchangeably referred to herein as “user usable options™).
Such user usable features can include, but are not limited to,
applications, features of the applications, features of the
devices, and so forth. The user usable features relate to the
user interface elements. For example, in an embodiment, the
user interface elements can include one or more of the user
usable features as well as other user interface related items
as readily appreciated by one of ordinary skill in the art,
given the teachings of the present principles provided
herein.

In an embodiment, step 450 can involve providing more
of the user usable features to the user when the user is in a
cognitively enhanced state and less of the user usable
features to the user when the user is in a cognitively
impaired state. Hence, modification of a user interface
element can include, but is not limited to, activating the
element, deactivating the element, highlighting the element,
hiding the element, changing a characteristic (e.g., accessi-
bility, etc.) of the element, and so forth.

Also relating to step 460, in an embodiment, the modifi-
cation of the at least one user interface element can be
implemented by selecting and/or otherwise activating one of
the forecasted user interface versions.

Hereinafter, four exemplary scenarios to which the pres-
ent principles can be applied are described. Of course, the
present principles are not limited to solely the preceding
scenarios and, thus, other scenarios to which the present
principles can be applied are readily determined by one of
ordinary skill in the art given the teachings of the present
principles provided herein, while maintaining the spirit of
the present principles. These exemplary scenarios demon-
strate various alignments from among many possible align-
ments that can be performed in accordance with the teach-
ings of the present principles, while maintaining the spirit of
the present principles.

The first example will now be described. Early in the
morning, as a user is just waking, he may be in a drowsy
state as he reaches for his mobile telephone. The mobile
device may offer only a limited set of application icons (e.g.,
browser, email, social networks, etc.) which conform to the
applications he uses in such a just-waking state. At other
times, in cognitively impaired states, the applications offered
may vary depending on his current use of a desktop or
videoconferencing facility, e.g., during work meetings, those
applications offered may be only relevant to work or his
current tasks.

The second example will now be described. At the same
waking state, the user’s television may be included in a
single ambient interface which understands his current state,
and simplifies the process of navigating between a few
“frequently Watched” morning stations, depending on his
current use of other computing resources such as handheld
devices or room teleconferencing capabilities. His radio,
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tablet computer, and other display-based devices would
likewise expand or contract available options and user
interfaces in a way that provides a consistent experience
based on perceived cognitive state.

The third example will now be described. A user begins
reading a newspaper article on a tablet. The newspaper is
very engaging, yet the user needs to walk to a store. While
walking, the tablet becomes transparent except for the
newspaper article text. The change in the Ul was altered by
the user’s interaction within an environment. Note that in
this example, changes of material state occur, thus altering
the UI, based on other ambient features that are predictors of
a change in the user cognitive state, i.e., detection through
ambient light of being outdoors, or detection through accel-
erometers of constant walking.

The fourth example will now be described. A runner
tracks her progress on a head-mounted, wearable display.
The device predicts that the user is getting tired, and moves
a user interface that was on the predicted queue into the
foreground. The updated UI changes the display of miles run
from a count to a countdown, and show’s remaining tenths
of miles as the runner approaches her goal. This has the
effect of encouraging the runner to keep going to meet her
goal.

It is to be appreciated that the options presented to the user
may vary according to time-of-day, detected cognitive vari-
ances, and/or other factors modeled in a unified cognitive
state predictor model of the user for a given ambient
computing environment.

A description will now be given regarding a cognitive bus,
in accordance with an embodiment of the present principles.
As used herein, the term “cognitive bus” refers to an
embodiment of the present principles that conveys to all
devices the states of persons in a household/office. Consider
the following example. It is the morning, and Joe is waking
up. His state is captured, and his cell phone responds
accordingly. This information is propagated over the “cog-
nitive bus” so that the television and other devices likewise
respond accordingly. Soon thereafter, Joe’s wife wakes up,
followed by each of their kids. In each case, the states are
recorded, and each device “knows” how to interact with
each of them given their relative cognitive states.

A description will now be given regarding various addi-
tional embodiments.

In an embodiment, the device changes its state from
complex to simple based upon the user’s cognitive state.

In an embodiment, the device shares information with
other devices, so that detection by one may be echoed
through as behavior by all devices.

In an embodiment, a cognitive bus can be used that
propagates continual state changes for all parties, so that all
devices in a given ecosystem can be responsive to the last
measured state.

It is understood in advance that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to
a cloud computing environment. Rather, embodiments of the
present invention are capable of being implemented in
conjunction with any other type of computing environment
now known or later developed.

Cloud computing is a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g. networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be
rapidly provisioned and released with minimal management
effort or interaction with a provider of the service. This cloud



US 9,996,239 B2

9

model may include at least five characteristics, at least three
service models, and at least four deployment models.

Characteristics are as follows:

On-demand self-service: a cloud consumer can unilater-
ally provision computing capabilities, such as server time
and network storage, as needed automatically without
requiring human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that
promote use by heterogeneous thin or thick client platforms
(e.g., mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There is
a sense of location independence in that the consumer
generally has no control or knowledge over the exact
location of the provided resources but may be able to specify
location at a higher level of abstraction (e.g., country, state,
or datacenter).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, in some cases automatically, to quickly scale
out and rapidly released to quickly scale in. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased in any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capa-
bility at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth, and active user
accounts). Resource usage can be monitored, controlled, and
reported providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to
the consumer is to use the provider’s applications running on
a cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as
a web browser (e.g., web-based email). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even individual application capabilities, with the possible
exception of limited user-specific application configuration
settings.

Platform as a Service (PaaS): the capability provided to
the consumer is to deploy onto the cloud infrastructure
consumer-created or acquired applications created using
programming languages and tools supported by the provider.
The consumer does not manage or control the underlying
cloud infrastructure including networks, servers, operating
systems, or storage, but has control over the deployed
applications and possibly application hosting environment
configurations.

Infrastructure as a Service (laaS): the capability provided
to the consumer is to provision processing, storage, net-
works, and other fundamental computing resources where
the consumer is able to deploy and run arbitrary software,
which can include operating systems and applications. The
consumer does not manage or control the underlying cloud
infrastructure but has control over operating systems, stor-
age, deployed applications, and possibly limited control of
select networking components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud infrastructure is operated solely
for an organization. It may be managed by the organization
or a third party and may exist on-premises or off-premises.

Community cloud: the cloud infrastructure is shared by
several organizations and supports a specific community that
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has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-
premises or off-premises.

Public cloud: the cloud infrastructure is made available to
the general public or a large industry group and is owned by
an organization selling cloud services.

Hybrid cloud: the cloud infrastructure is a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standard-
ized or proprietary technology that enables data and appli-
cation portability (e.g., cloud bursting for load balancing
between clouds).

A cloud computing environment is service oriented with
a focus on statelessness, low coupling, modularity, and
semantic interoperability. At the heart of cloud computing is
an infrastructure comprising a network of interconnected
nodes.

Referring now to FIG. 5, a schematic of an example of a
cloud computing node 510 is shown. Cloud computing node
510 is only one example of a suitable cloud computing node
and is not intended to suggest any limitation as to the scope
of use or functionality of embodiments of the invention
described herein. Regardless, cloud computing node 510 is
capable of being implemented and/or performing any of the
functionality set forth hereinabove.

In cloud computing node 510 there is a computer system/
server 512, which is operational with numerous other gen-
eral purpose or special purpose computing system environ-
ments or configurations. Examples of well-known
computing systems, environments, and/or configurations
that may be suitable for use with computer system/server
512 include, but are not limited to, personal computer
systems, server computer systems, thin clients, thick clients,
handheld or laptop devices, multiprocessor systems, micro-
processor-based systems, set top boxes, programmable con-
sumer electronics, network PCs, minicomputer systems,
mainframe computer systems, and distributed cloud com-
puting environments that include any of the above systems
or devices, and the like.

Computer system/server 512 may be described in the
general context of computer system executable instructions,
such as program modules, being executed by a computer
system. Generally, program modules may include routines,
programs, objects, components, logic, data structures, and so
on that perform particular tasks or implement particular
abstract data types. Computer system/server 512 may be
practiced in distributed cloud computing environments
where tasks are performed by remote processing devices that
are linked through a communications network. In a distrib-
uted cloud computing environment, program modules may
be located in both local and remote computer system storage
media including memory storage devices.

As shown in FIG. 5, computer system/server 512 in cloud
computing node 510 is shown in the form of a general-
purpose computing device. The components of computer
system/server 512 may include, but are not limited to, one or
more processors or processing units 516, a system memory
528, and a bus 518 that couples various system components
including system memory 528 to processor 516.

Bus 518 represents one or more of any of several types of
bus structures, including a memory bus or memory control-
ler, a peripheral bus, an accelerated graphics port, and a
processor or local bus using any of a variety of bus archi-
tectures. By way of example, and not limitation, such
architectures include Industry Standard Architecture (ISA)
bus, Micro Channel Architecture (MCA) bus, Enhanced ISA
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(EISA) bus, Video Electronics Standards Association
(VESA) local bus, and Peripheral Component Interconnect
(PCI) bus.

Computer system/server 512 typically includes a variety
of computer system readable media. Such media may be any
available media that is accessible by computer system/server
512, and it includes both volatile and non-volatile media,
removable and non-removable media.

System memory 528 can include computer system read-
able media in the form of volatile memory, such as random
access memory (RAM) 530 and/or cache memory 532.
Computer system/server 512 may further include other
removable/non-removable, volatile/non-volatile computer
system storage media. By way of example only, storage
system 534 can be provided for reading from and writing to
a non-removable, non-volatile magnetic media (not shown
and typically called a “hard drive”). Although not shown, a
magnetic disk drive for reading from and writing to a
removable, non-volatile magnetic disk (e.g., a “floppy
disk™), and an optical disk drive for reading from or writing
to a removable, non-volatile optical disk such as a CD-
ROM, DVD-ROM or other optical media can be provided.
In such instances, each can be connected to bus 518 by one
or more data media interfaces. As will be further depicted
and described below, memory 528 may include at least one
program product having a set (e.g., at least one) of program
modules that are configured to carry out the functions of
embodiments of the invention.

Program/utility 540, having a set (at least one) of program
modules 542, may be stored in memory 528 by way of
example, and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Each of the operating system, one or more
application programs, other program modules, and program
data or some combination thereof, may include an imple-
mentation of a networking environment. Program modules
542 generally carry out the functions and/or methodologies
of embodiments of the invention as described herein.

Computer system/server 512 may also communicate with
one or more external devices 514 such as a keyboard, a
pointing device, a display 524, etc.; one or more devices that
enable a user to interact with computer system/server 512;
and/or any devices (e.g., network card, modem, etc.) that
enable computer system/server 512 to communicate with
one or more other computing devices. Such communication
can occur via Input/Output (I/O) interfaces 522. Still yet,
computer system/server 512 can communicate with one or
more networks such as a local area network (LAN), a
general wide area network (WAN), and/or a public network
(e.g., the Internet) via network adapter 520. As depicted,
network adapter 520 communicates with the other compo-
nents of computer system/server 512 via bus 518. It should
be understood that although not shown, other hardware
and/or software components could be used in conjunction
with computer system/server 512. Examples, include, but
are not limited to: microcode, device drivers, redundant
processing units, external disk drive arrays, RAID systems,
tape drives, and data archival storage systems, etc.

Referring now to FIG. 6, illustrative cloud computing
environment 650 is depicted. As shown, cloud computing
environment 650 comprises one or more cloud computing
nodes 610 with which local computing devices used by
cloud consumers, such as, for example, personal digital
assistant (PDA) or cellular telephone 654A, desktop com-
puter 654B, laptop computer 654C, and/or automobile com-
puter system 654N may communicate. Nodes 610 may
communicate with one another. They may be grouped (not
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shown) physically or virtually, in one or more networks,
such as Private, Community, Public, or Hybrid clouds as
described hereinabove, or a combination thereof. This
allows cloud computing environment 650 to offer infrastruc-
ture, platforms and/or software as services for which a cloud
consumer does not need to maintain resources on a local
computing device. It is understood that the types of com-
puting devices 654A-N shown in FIG. 6 are intended to be
illustrative only and that computing nodes 610 and cloud
computing environment 650 can communicate with any type
of computerized device over any type of network and/or
network addressable connection (e.g., using a web browser).

Referring now to FIG. 7, a set of functional abstraction
layers provided by cloud computing environment 650 (FIG.
6) is shown. It should be understood in advance that the
components, layers, and functions shown in FIG. 7 are
intended to be illustrative only and embodiments of the
invention are not limited thereto. As depicted, the following
layers and corresponding functions are provided:

Hardware and software layer 760 includes hardware and
software components. Examples of hardware components
include mainframes, in one example IBM® zSeries® sys-
tems; RISC (Reduced Instruction Set Computer) architec-
ture based servers, in one example IBM pSeries® systems;
IBM xSeries® systems; IBM BladeCenter® systems; stor-
age devices; networks and networking components.
Examples of software components include network appli-
cation server software, in one example IBM WebSphere®
application server software; and database software, in one
example IBM DB2® database software. (IBM, zSeries,
pSeries, xSeries, BladeCenter, WebSphere, and DB2 are
trademarks of International Business Machines Corporation
registered in many jurisdictions worldwide).

Virtualization layer 762 provides an abstraction layer
from which the following examples of virtual entities may
be provided: virtual servers; virtual storage; virtual net-
works, including virtual private networks; virtual applica-
tions and operating systems; and virtual clients.

In one example, management layer 764 may provide the
functions described below. Resource provisioning provides
dynamic procurement of computing resources and other
resources that are utilized to perform tasks within the cloud
computing environment. Metering and Pricing provide cost
tracking as resources are utilized within the cloud computing
environment, and billing or invoicing for consumption of
these resources. In one example, these resources may com-
prise application software licenses. Security provides iden-
tity verification for cloud consumers and tasks, as well as
protection for data and other resources. User portal provides
access to the cloud computing environment for consumers
and system administrators. Service level management pro-
vides cloud computing resource allocation and management
such that required service levels are met. Service Level
Agreement (SLA) planning and fulfillment provide pre-
arrangement for, and procurement of, cloud computing
resources for which a future requirement is anticipated in
accordance with an SLA.

Workloads layer 766 provides examples of functionality
for which the cloud computing environment may be utilized.
Examples of workloads and functions which may be pro-
vided from this layer include: mapping and navigation;
software development and lifecycle management; virtual
classroom education delivery; data analytics processing;
transaction processing; and enumerating and modifying cog-
nitive interface elements in an ambient computing environ-
ment.
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The present invention may be a system, a method, and/or
a computer program product. The computer program prod-
uct may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention.

The computer readable storage medium can be a tangible
device that can retain and store instructions for use by an
instruction execution device. The computer readable storage
medium may be, for example, but is not limited to, an
electronic storage device, a magnetic storage device, an
optical storage device, an electromagnetic storage device, a
semiconductor storage device, or any suitable combination
of the foregoing. A non-exhaustive list of more specific
examples of the computer readable storage medium includes
the following: a portable computer diskette, a hard disk, a
random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM or Flash memory), a static random access memory
(SRAM), a portable compact disc read-only memory (CD-
ROM), a digital versatile disk (DVD), a memory stick, a
floppy disk, a mechanically encoded device such as punch-
cards or raised structures in a groove having instructions
recorded thereon, and any suitable combination of the fore-
going. A computer readable storage medium, as used herein,
is not to be construed as being transitory signals per se, such
as radio waves or other freely propagating electromagnetic
waves, electromagnetic waves propagating through a wave-
guide or other transmission media (e.g., light pulses passing
through a fiber-optic cable), or electrical signals transmitted
through a wire.

Computer readable program instructions described herein
can be downloaded to respective computing/processing
devices from a computer readable storage medium or to an
external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface in each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage in a computer readable storage
medium within the respective computing/processing device.

Computer readable program instructions for carrying out
operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or
either source code or object code written in any combination
of one or more programming languages, including an object
oriented programming language such as Java, Smalltalk,
C++ or the like, and conventional procedural programming
languages, such as the “C” programming language or similar
programming languages. The computer readable program
instructions may execute entirely on the user’s computer,
partly on the user’s computer, as a stand-alone software
package, partly on the user’s computer and partly on a
remote computer or entirely on the remote computer or
server. In the latter scenario, the remote computer may be
connected to the user’s computer through any type of
network, including a local area network (LAN) or a wide
area network (WAN), or the connection may be made to an
external computer (for example, through the Internet using
an Internet Service Provider). In some embodiments, elec-
tronic circuitry including, for example, programmable logic
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circuitry, field-programmable gate arrays (FPGA), or pro-
grammable logic arrays (PLA) may execute the computer
readable program instructions by utilizing state information
of'the computer readable program instructions to personalize
the electronic circuitry, in order to perform aspects of the
present invention.

Aspects of the present invention are described herein with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems), and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations
and/or block diagrams, and combinations of blocks in the
flowchart illustrations and/or block diagrams, can be imple-
mented by computer readable program instructions.

These computer readable program instructions may be
provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the
instructions, which execute via the processor of the com-
puter or other programmable data processing apparatus,
create means for implementing the functions/acts specified
in the flowchart and/or block diagram block or blocks. These
computer readable program instructions may also be stored
in a computer readable storage medium that can direct a
computer, a programmable data processing apparatus, and/
or other devices to function in a particular manner, such that
the computer readable storage medium having instructions
stored therein comprises an article of manufacture including
instructions which implement aspects of the function/act
specified in the flowchart and/or block diagram block or
blocks.

The computer readable program instructions may also be
loaded onto a computer, other programmable data process-
ing apparatus, or other device to cause a series of operational
steps to be performed on the computer, other programmable
apparatus or other device to produce a computer imple-
mented process, such that the instructions which execute on
the computer, other programmable apparatus, or other
device implement the functions/acts specified in the flow-
chart and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of instructions, which comprises one or more
executable instructions for implementing the specified logi-
cal function(s). In some alternative implementations, the
functions noted in the block may occur out of the order noted
in the figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by
special purpose hardware-based systems that perform the
specified functions or acts or carry out combinations of
special purpose hardware and computer instructions.

Reference in the specification to “one embodiment” or
“an embodiment” of the present principles, as well as other
variations thereof, means that a particular feature, structure,
characteristic, and so forth described in connection with the
embodiment is included in at least one embodiment of the
present principles. Thus, the appearances of the phrase “in
one embodiment” or “in an embodiment”, as well any other
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variations, appearing in various places throughout the speci-
fication are not necessarily all referring to the same embodi-
ment.

It is to be appreciated that the use of any of the following
“/”, “and/or”, and “at least one of”, for example, in the cases
of “A/B”, “A and/or B” and “at least one of A and B”, is
intended to encompass the selection of the first listed option
(A) only, or the selection of the second listed option (B)
only, or the selection of both options (A and B). As a further
example, in the cases of “A, B, and/or C” and “at least one
of A, B, and C”, such phrasing is intended to encompass the
selection of the first listed option (A) only, or the selection
of the second listed option (B) only, or the selection of the
third listed option (C) only, or the selection of the first and
the second listed options (A and B) only, or the selection of
the first and third listed options (A and C) only, or the
selection of the second and third listed options (B and C)
only, or the selection of all three options (A and B and C).
This may be extended, as readily apparent by one of
ordinary skill in this and related arts, for as many items
listed.

Having described preferred embodiments of a system and
method (which are intended to be illustrative and not lim-
iting), it is noted that modifications and variations can be
made by persons skilled in the art in light of the above
teachings. It is therefore to be understood that changes may
be made in the particular embodiments disclosed which are
within the scope of the invention as outlined by the
appended claims. Having thus described aspects of the
invention, with the details and particularity required by the
patent laws, what is claimed and desired protected by Letters
Patent is set forth in the appended claims.

What is claimed is:
1. A method, comprising:
cataloging a plurality of user interface elements belonging
to a plurality of user interfaces on a plurality of devices
comprised in an ambient computing environment;

estimating a current cognitive state of a user based on an
affinity of the user for each of the plurality of user
interfaces and a model cost incurred to maintain the
affinity of the user for each of the plurality of user
interfaces; and

modifying at least one of the plurality of interface ele-

ments to align current cognitive demands of the ambi-
ent computing environment on the user with the current
cognitive state of the user,

wherein the model cost incurred to maintain the affinity of

the user for each of the plurality of user interfaces
relates to a parameterizable and updateable model of
the current cognitive state of the user, and

wherein parameters of the parameterizable model com-

prise a content topic, an interface volume, and a rate of
visual motion in content.

2. The method of claim 1, wherein estimating the current
cognitive state of the user comprises generating a model of
the current cognitive state of the user; and wherein said
modifying step modifies the plurality of interface elements
responsive to the model.
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3. The method of claim 1, wherein the current cognitive
state of the user is estimated in response to a current context
of user activity with respect to the ambient computing
environment.

4. The method of claim 1, wherein the at least one of the
plurality of interface elements is modified to form a single
cognitive-responsive interface to interface with the plurality
of devices.

5. The method of claim 4, wherein the single cognitive-
responsive interface comprises at least one of: one or more
physical interfaces and one or more virtual interfaces, which
share a unified knowledge of the current cognitive state of
the user.

6. The method of claim 4, wherein estimating the current
cognitive state of the user comprises generates one or more
forecasts of the current cognitive state of the user.

7. The method of claim 1, wherein the ambient computing
environment comprises a plurality of user usable features,
and wherein said modifying step provides more of the
plurality of user usable features to the user when the user is
in a cognitively enhanced state and less of the plurality of
user usable features to the user when the user is in a
cognitively impaired state.

8. The method of claim 1, wherein said cataloging step
further comprises: receiving, by a centralized manager, state
information for various states of the plurality of user inter-
face elements from corresponding ones of the plurality of
devices that comprise the plurality of user interface ele-
ments; and determining the current cognitive demands of the
ambient computing environment on the user based on the
state information.

9. The method of claim 1, wherein said cataloging step
further comprises: sharing, among the plurality of devices,
state information for various states of the plurality of user
interface elements provided from corresponding ones of the
plurality of devices that comprise the plurality of user
interface elements; and determining the current cognitive
demands of the ambient computing environment on the user
based on the state information.

10. The method of claim 1, further comprising determin-
ing forecasted versions of at least some of the plurality of
user interfaces and managing a forecasted queue that queues
the forecasted versions, the forecasted versions having one
or more respective ones of the plurality of user interface
elements therein modified to influence the current cognitive
state of the user.

11. The method of claim 1, wherein the current cognitive
state of the user is estimated to be tired.

12. The method of claim 1, wherein the at least one of the
plurality of interface elements is modified by changing a
display of a time that has elapsed while performing a
physical task to a display of a time remaining to complete
the physical task, responsive to the current cognitive state of
the user being estimated to be tired.

13. The method of claim 1, wherein the model cost is
estimated based on a decrease in a scarce model resource.

14. The method of claim 13, wherein the scarce model
resource is selected from the group consisting of an atten-
tional resource and a short term memory maintenance.
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