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FABRIC ACCESS TUNNELS FIG . 9 illustrates an exemplary method for using tunnel 
context with VLANs . 

TECHNICAL FIELD FIG . 10 illustrates another exemplary method for using 
tunnel context with VLANs . 

The technical field generally relates to tunneling and , 5 FIG . 11 illustrates an exemplary L2 point - to - point trans 
more specifically , fabric tunnels . port service for redundant customer VLANs using tunnel 

context . 
BACKGROUND FIG . 12 illustrates an exemplary method for using tunnel 

context for access redundant customer VLANs . 
The MPLS network can be used successfully by network 10 FIG . 13 illustrates an exemplary L2 point - to - point trans 

service providers , which provide a virtual private network port service hand - off to geo - redundant virtualized L3 - VPE in 
service for their customers . Further improvements in these cloud using tunnel context . 
networks are possible , especially in a circumstance where a FIG . 14 illustrates a schematic of an exemplary network 
system is being replaced or upgraded in order to avoid loss device . 
of service for the customer . 15 FIG . 15 illustrates an exemplary communication system 

that provides wireless telecommunication services over 
SUMMARY wireless communication networks . 

Disclosed herein are methods and systems associated with DETAILED DESCRIPTION 
fabric tunnels that may assist in traffic flow through fabric 20 
tunnels and virtual machine ( or device ) migration of tunnels , The evolution of service provider networks to a cloud 
among other things . based model invites the creation of a paradigm that supports 

In an example , a switch may include a processor and a bringing millions of customer circuits into a fabric and 
memory coupled with the processor . The memory may atomically carrying said circuit to layer 2 ( L2 ) or layer 3 
include executable instructions that when executed by the 25 ( L3 ) entities ( physical or virtual ) . A given set of L2 access 
processor cause the processor to effectuate operations that circuits ( e . g . , native Ethernet , single VLAN tag Ethernet , or 
include : receiving first data from a layer two switch , wherein Q - Q tagged Ethernet ) which are intended to reach a given 
the first data is from a port on a first virtual local area virtual router may be aggregated into a fabric access tunnel . 
network ( VLAN ) ; receiving second data from the layer two Discussed herein is not only a method to groom L2 access 
switch , wherein the second data is from the port on a second 30 circuits , but support migrations where the actual tunnel 
VLAN ; relating the first data and the second data to a tunnel destination movement does not require a re - provisioning 
context of a virtual private network ( VPN ) tunnel ; and event at the head end . 
forwarding the first data and the second data through the FIG . 1 illustrates an exemplary network for layer 2 ( L2 ) 
VPN tunnel based on the tunnel context . point - to - point transport service for virtual local area net 

This Summary is provided to introduce a selection of 35 works ( VLANs ) . In FIG . 1 , there are several customer 
concepts in a simplified form that are further described devices ( e . g . , routers ) connected to layer 2 access devices 
below in the Detailed Description . This Summary is not ( e . g . , layer 2 switches ) . L2 - PE 131 may be connected with 
intended to identify key features or essential features of the MPLS network 140 via provider edge ( PE ) link 147 . PE may 
claimed subject matter , nor is it intended to be used to limit be considered the edge point of a Service Provider ' s network 
the scope of the claimed subject matter . Furthermore , the 40 where customer services may be instantiated . L2 - PE 131 is 
claimed subject matter is not limited to limitations that solve where a L2 service is instantiated . L2 services may include 
any or all disadvantages noted in any part of this disclosure . point - to - point transport of customer VLANs or multi - Point 

connectivity of customer sites . Link 147 ( as well as link 148 
BRIEF DESCRIPTION OF THE DRAWINGS and link 149 ) connects with the core that runs the dynamic 

45 routing protocol and allows for the build of the MPLS 
Reference will now be made to the accompanying draw - tunnels across MPLS network 140 . L2 - PE 131 may be 

ings , which are not necessarily drawn to scale . connected , by L2 connections , with layer 2 access devices , 
FIG . 1 illustrates an exemplary network for layer 2 ( L2 ) such as L2 - Access 121 , L2 - Access 122 , or L2 - Access 123 . 

point - to - point transport service for virtual local area net - The L2 Access devices may be connected with a customer 
works ( VLANs ) . 50 device on one or more ports . Here , L2 - Access 131 may be 

FIG . 2 illustrates an exemplary network for layer 2 ( L2 ) connected with cust 101A and cust 102A , L2 - Access 132 
point - to - point transport service for virtual local area net may be connected with customer 103A and cust 104A . 
works ( VLANs ) using tunnel context . L2 - Access 133 may be connected with cust 105A and cust 

FIG . 3 illustrates an exemplary L2 point - to - point trans 106A . L2 PE devices ( e . g . , L2 - PE 131 , L2 - PE 132 , or L2 - PE 
port service hand - off to L3 services . 55 133 ) terminate tunnels or are connected with L2 - access 

FIG . 4 illustrates an exemplary L2 point - to - point trans devices ( e . g . , L2 - Access 124 , L2 - Access 125 , L2 - Access 
port service hand - off to L3 services that uses tunnel context . 126 , or L2 - Access 127 ) as shown in FIG . 1 . The L2 tunnels 

FIG . 5 illustrates an exemplary L2 point - to - point trans - ( e . g . , tunnel 141 , tunnel 142 , tunnel 143 , tunnel 144 , tunnel 
port service hand - off to virtualized L3 - PE in the cloud . 145 , and tunnel 146 ) correspond to each customer device , 

FIG . 6 illustrates an exemplary L2 point - to - point trans - 60 respectively , such as cust 101A / cust 101B , cust 102A / cust 
port service hand - off to virtualized L3 - PE in the cloud using 102B , cust 103A / cust 103B , cust 104A / cust 104B , cust 
tunnel context . 105A / cust 105B , or cust 106A / cust 106B . “ A ” and “ B ” 

FIG . 7 illustrates an exemplary scenario where a L3 - VPE denotes different locations or terminations of a customer 
is migrated from a first cloud to a second cloud . circuit , usually at a different location . 

FIG . 8 illustrates an exemplary scenario where a L3 - VPE 65 Conventionally , as discussed above with reference to FIG . 
is migrated from a first cloud to a second cloud when tunnel 1 , in the layer 2 point - to - point transport context , customer 
context is implemented . traffic may be transported over an MPLS tunnel . As shown 
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in FIG . 1 , there are six MPLS tunnels , one for each cus - packet . In another example , if the customer traffic is a virtual 
tomer , such that there is only one VLAN in each tunnel of private network ( VPN ) customer the flow will be directed in 
the virtual private wire service ( VPWS ) . There must be a the VPN context . 
unique VLAN per L2 - PE . FIG . 4 illustrates an exemplary L2 point - to - point trans 

FIG . 2 also illustrates an exemplary network for layer 2 5 port service hand - off to L3 services that uses a tunnel 
( L2 ) point - to - point transport service for virtual local area context . L3 - PE is the point where L3 services are instanti 
networks ( VLANs ) . Discussed below , with reference to the ated in a Service Provider ' s network . L3 refers to the 
network of FIG . 2 , is an exemplary scenario for transporting network layer which in the ISO model processes , which 
traffic of a plurality of VLANs over a tunnel using a tunnel include forwarding packets based on internet protocol 
context . Traffic of cust 101A arrives on a port ( e . g . , port 10 addresses . Instead of terminating the tunnel on a L2 PE , as 

in FIG . 2 , here the tunnel ( e . g . , tunnel 205 or tunnel 206 ) has 101A ) of L2 - Access 121 that is assigned to VLAN # 100 , for an integrated pseudowire headend ( PW - HE ) ( e . g . , PW - HE example . Also , cust 103A arrives on a port ( e . g . , port 103A ) 158 or PW - HE 159 ) which is terminated on a L3 - PE ( e . g . , of L2 - Access 122 that is assigned to VLAN # 100 and cust L3 - PE 154 or L3 - PE 155 ) . The use of a PW - HE 158 that 105A arrives on a port ( e . g . , port 105A ) of L2 - Access 123 15 terminates on the L3 - PE 154 eliminates the need to go that is assigned to VLAN # 100 . The aforementioned con through a L2 - PE to hand - off to the L3 - PE . In other words , figurations of cust 101A , Cust 103A , and cust 105A is tunnel 205 terminates L3 - PE 154 ( e . g . , a router ) and then the allowable , because each VLAN has local significance . Each traffic for the individual VLANs are demuxed for the respec VLAN is assigned a tunnel context . This tunnel context , in tive customers ( e . g . , cust 101 , cust 103 , or cust 105 ) . summary , is an assignment of a VLAN to particular tunnel , : 20 FIG . 5 illustrates an exemplary L2 point - to - point trans which , in this scenario , is tunnel 201 . Since traffic of cust port service hand - off to virtualized L3 - PE in the cloud . A 101A , cust 103A , and cust 105A traverses the same tunnel virtualized environment virtualizes a physical PE . Virtual 201 , the traffic is normalized . The traffic is normalized by PE have much of the PE functionality both control plane and mapping ( e . g . , muxing ) the received VLANs to another data forwarding plane implemented in software and often 
VLAN number ( e . g . , tag ) . In an example , on L2 - PE 131 25 run on common off the shelf ( COTS ) servers . The virtual PE there may be a mapping as shown in exemplary Table 1 for ( VPE ) has a similar construct as a physical PE , such as an traffic that flows through tunnel 201 to the terminating access circuit and an uplink . The uplink is built across the L2 - PE 132 . Here the tags ( e . g . , P101A , V100 ) are rewritten cloud so that it connects to the core router . Generally , the according to Table 1 to have local significance across tunnel difference between a L3 - VPE and a physical PE is that there 
201 . 30 is no direct customer connection , such as 100 gigabit circuit , 

a 10 gigabit circuit , etc . The virtual connection is logically TABLE 1 mapped across the VLANs only . A VPE is usually used to 
Incoming Port ( P ) and VLAN ( V ) Outgoing Tunnel Port and VLAN service lower speed customers . L3 - VPE 164 may be an 

Internet service and L3 - VPE 165 may be a virtualization 
P101A , V100 P147 , V100 35 broadband network gateway ( VBNG ) type service . In an 
P103A , V100 P147 , V101 
P105A , V100 P147 , V102 exemplary scenario , after traversing MPLS network 140 

from L2 - PE 131 to L2 - PE 132 , there is a hand off of the 
VLAN ( e . g . , cust 101A ) to the L2 access circuit which When traffic from L2 - PE 131 traverses tunnel 201 and connects to cloud 161 , which may include a fabric network . 

reaches L2 - PE 132 , then L2 - PE 132 uses a local mapping 40 An exemplary conventional method of mapping the traffic of 
table to map traffic to the appropriate ports . It is understood cust 101A of L2 - PE 132 to the virtual PE 164 is to configure 
that the tags have local significance . Table 2 provides an VLANs on the intermediate switches that are within cloud 
exemplary mapping ( e . g . , de - muxing ) of the traffic trans - 161 . So in this scenario , each switch along the path needs the 
ported across tunnel 201 to L2 - PE 132 . In FIG . 2 , for the appropriate VLAN configuration to traverse switch to 
same number of customer devices as shown in FIG . 1 , there 45 switch . FIG . 6 illustrates an exemplary L2 point - to - point 
are only two tunnels used ( tunnel 201 and tunnel 202 ) , transport service hand - off to virtualized L3 - PE ( L3 - VPE ) in 
instead of the six tunnels in FIG . 1 . the cloud using tunnel context as discussed herein . Again , 

this is similar to FIG . 4 , but the tunnel traverses a cloud 
TABLE 2 ( computer or storage ) infrastructure . As mentioned herein , 

50 the use of the tunnel context discussed herein may reduce or Incoming Port ( P ) and VLAN ( V ) Outgoing Tunnel Port and VLAN eliminate the need to configure the fabric network ( e . g . , 
P147 , V100 P101B , V100 cloud 161 ) in certain scenarios ( e . g . , L3 - VPE migration ) . 
P147 , V101 P103B , V101 FIG . 7 illustrates an exemplary scenario where a L3 - VPE 
P147 , V102 P105B , V100 is migrated from a first cloud to a second cloud . L3 - VPE 164 

55 is migrated from cloud 161 to cloud 162 , which may have 
FIG . 3 illustrates an exemplary L2 point - to - point trans - occurred for any number of reasons , such as a sudden failure 

port service hand - off to L3 services . Similar to FIG . 1 , there of hardware , a sudden failure of software , or regularly 
are several tunnels that correspond to each VLAN associated scheduled maintenance , among other things . FIG . 7 includes 
with a customer device . In this configuration , a tunnel conventional methods of VLAN tunneling ; therefore there 
associated with a VLAN is terminated on an L2 - PE ( e . g . , 60 are several levels of reconfiguration that would convention 
L2 - PE 133 or L2 - PE 132 ) . L2 - PE 132 hands off traffic to ally take place . There may be a manual or the like configu 
L3 - PE 154 via a L2 connection after it rewrites the VLANs . ration of several nodes of FIG . 7 in order to execute the 
Link 150 and 151 represent the connection from a L3 - PE to migration of L3 - VPE 164 and the corresponding VLANs . 
MPLS Core 140 . It is through these links that the L3 - PE Link 169 will need to be configured to L3 - VPE 164 . Also in 
learns how to reach the other L3 - PEs in the MPLS network . 65 FIG . 7 , the configurations of the tunnels ( e . g . , tunnel 141 , 
L3 - PE 154 may route the customer traffic to a service such tunnel 142 , and tunnel 145 ) must be removed or disabled . 
as the Internet by looking at the IP address in the received Link 169 must be configured to the MPLS core 140 . Each 
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VLAN tunnel ( e . g . , tunnel 141 , tunnel 142 , and tunnel 145 ) tunnel context of a VPN tunnel . At step 264 , forward the first 
configured on L2 - PE 132 ( in this instance ) must be config data and the second data through the VPN tunnel based on 
ured on L2 - PE 133 . Nodes in cloud 162 ( fabric network ) the tunnel context . The VPN tunnel may terminate on one or 
must be configured for L3 - VPE 164 and the corresponding more layer 3 virtual provider edges . 
VLANs . As can be observed there are multiple steps used to 5 FIG . 11 illustrates an exemplary L2 point - to - point trans 
execute the migration of L3 - VPE 164 from cloud 161 to port service for redundant customer VLANs . Tunnel 210 
cloud 162 . Although a VPE is discussed herein , a vBNG or allows for the use of active - active aggregate tunnel archi 
virtual anti - spoofing edge ( VASE ) , among other things is tecture . As shown , tunnel 210 terminates in at termination 
contemplated . point 211 on L2 - PE 131 , termination point 212 on L2 - PE 

With continued reference to FIG . 7 , in addition , there 10 132 , and termination point 213 on L2 - PE 133 . Multiple 
should be a consideration of the possible organization inef - VLANs are connected with tunnel 210 . A single tunnel 
ficiencies of migrating using the conventional systems . context ( e . g . , 210 ) may be used in each L2 PE . Flow - based 
Based on organizational structure of a service provider , hashing may be used to spread traffic for multi - homed 
migration in scenarios in which the conventional VLAN VLANs ( e . g . , cust 101Z - R or cust 105Z - R ) . It is possible to 
tunnels are used may be less efficient than migrations in 15 keep track of the VLANs in tunnel 210 to transport both 
scenarios where tunnel context methods and systems used single - homed and multi - homed VLANs within the same 
herein . For example , many service providers are organized tunnel 210 . Cust 101Z - R and cust 105Z - R , which are 
in a way such that L3 - VPEs ( e . g . , L3 - VPE 164 or L3 - VPE multi - homed may have active - active access redundancy . 
165 ) may be managed by one group of people , the fabric This capability is particularly significant when considering 
network ( e . g . , cloud 161 or cloud 162 ) may be managed by 20 Ethernet technologies and associated VLANs . In conven 
another group of people , and L2 PE ' s ( e . g . , L2 - PE 132 or tional VLAN tunneling systems , mainly active / backup is 
L2 - PE 133 ) may be managed by another group . In this available to provide redundancy . In other words , traffic will 
example , there must be coordination of these three opera - flow on a backup tunnel once the active tunnel fails . 
tional groups in order to migrate L3 - VPE 164 and the FIG . 12 illustrates an exemplary method for using tunnel 
corresponding customer VLAN tunnels . 25 context for redundant customer VLANs . At step 231 , VPN 

FIG . 8 illustrates an exemplary scenario where a L3 - VPE tunnel 210 for VLANs may be generated at L2 - PE 131 . VPN 
is migrated from a first cloud to a second cloud when tunnel tunnel 210 has a tunnel context identifier ( e . g . , 210 ) that may 
context is implemented . The migration of L3 - VPE 164 to be an alphanumeric identifier ( ID ) for VPN tunnel 210 . VPN 
cloud 162 is a relatively simple process , in which there is tunnel 210 terminates on L2 - PE 131 , L2 - PE 132 , and L2 - PE 
configuration of link 169 between MPLS network 140 and 30 133 using the same tunnel context 210 . At step 232 , a 
L3 - VPE 164 . So when link 169 and L3 - VPE 164 are up , the mapping of VLANs ( e . g . , port and tag ) for L2 - PE 131 to the 
corresponding tunnels associated with L3 - VPE 164 may be tunnel context identifier 210 may be generated on L2 - PE 
formed through signaling of BGP or another routing proto - 131 . At step 233 , VLAN traffic received from the access 
col . Using tunnel context for VLANs as discussed herein network ( e . g . , Cust 101A , Cust 103A , Cust 104A , or Cust 
may allow for a more efficient migration of different cloud 35 105 ) on L2 - PE 131 is normalized for transport over VPN 
infrastructure and improve the availability of a service when tunnel 210 . At step 234 , the received VLAN traffic may have 
compared to some conventional methods . their packets inspected to determine a flow ( e . g . , HTTP 

FIG . 9 illustrates an exemplary method for using tunnel request , IP source , IP destination , port # , etc . ) . It is contem 
context with VLANs . At step 221 , VPN tunnel 205 for plated herein may be determined based on an application 
VLANs may be generated at L2 - PE 131 . VPN tunnel 205 40 layer protocol ( layer 7 ) , transport layer protocol ( layer 4 ) , or 
has a tunnel context identifier ( e . g . , 205 ) that may be an other layers of the open systems interconnection model . The 
alphanumeric identifier ( ID ) for VPN tunnel 205 . This VLAN traffic may be directed to L2 - PE 132 or L2 - PE 133 
tunnel may be signaled to Route Reflectors Control plane to over tunnel 210 based on flow when there are multi - homed 
be advertised to other PE ' s in the network . At step 222 , a devices ( e . g . , cust 105Z - R or cust 101Z - R ) . At step 235 , the 
mapping of VLANs ( e . g . , port and tag ) for L2 - PE 131 to the 45 normalized VLAN traffic is sent over the core network ( e . g . , 
tunnel context identifier may be generated on L2 - PE 131 . At MPLS network 140 ) . Another way to consider flow is based 
step 223 , VLAN traffic received from the access network on VLAN . So it is possible that cust 101 , instead of just 
( e . g . , cust 101A , cust 103A , or cust 105 ) on L2 - PE 131 is showing that one VLAN , he has hundreds of VLANs . So a 
normalized for transport over VPN tunnel 205 . Normaliza - first VLAN may be on the top tunnel and second VLAN may 
tion may be part of the configuration at step 222 . At step 224 , 50 be on the bottom tunnel , etc . for load balancing . Something 
the normalized VLAN traffic is sent over the core network in the received packet must be keyed upon to configure L2 
( e . g . , MPLS network 140 ) in the data - plane . Also in the or L3 hashing for the flow . 
control - planed , there is an option to signal these VLANS FIG . 13 illustrates an exemplary L2 point - to - point trans 
associated with this tunnel context to the Route Reflectors port service hand - off to geo - redundant virtualized L3 - VPE in 
Control Plane for advertisement to other PE ' s in the net - 55 cloud . VPN Tunnel 216 allows for the use of active - active 
work . As discussed herein , VPN tunnel 205 may terminate aggregate tunnel architecture . As shown , tunnel 216 termi 
on a layer 3 virtual PE or physical PE . nates at termination point 217 on L2 - PE 131 , termination 

FIG . 10 illustrates another exemplary method for using point 218 on L3 - VPE 164 , and termination point 219 on 
tunnel context with VLANs . At step 261 , a layer 2 switch L3 - PE 165 . Multiple VLANs are connected with tunnel 216 . 
( e . g . , L2 - PE 131 ) may receive first data from a layer 2 access 60 A single tunnel context ( e . g . , 216 ) may be used for each 
switch ( e . g . , L2 - Access 121 ) . The layer 2 switch may be a termination point . Flow - based hashing may be used to 
provider edge associated with a MPLS core network . The spread traffic for multi - homed VLANs ( e . g . , cust 101Z - R or 
first data may be from a port on a first VLAN ( e . g . , VLAN cust 105Z - R ) . It should be understood that L3 - VPE 164 and 
1 ) . At step 262 , L2 - PE 131 may receive second data from L3 - VPE 165 may be considered a service , so in this case cust 
L2 - Access 121 . The second data may be from the same port 65 101Z - R or cust 105Z - R may have a geo - redundant L3 - VPES 
as the first data , but on a different VLAN ( e . g . , VLAN 2 ) . At in order to process traffic from access VLAN . Cust 101Z - R 
step 263 , relate the first data and the second data to the same or cust 105Z - R may have purchased a higher level of service 

Is 
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to obtain the observed redundancy . Cust 101Z - R and cust network devices 300 , such as , for example , a component or 
105Z - R , which are multi - homed may have active - active various components of a cellular broadcast system wireless 
access redundancy . The VLAN traffic may be directed to network , a processor , a server , a gateway , a node , a mobile 
L3 - VPE 164 or L3 - PE 165 over tunnel 216 based on flow switching center ( MSC ) , a short message service center 
when there is geo - redundancy , as shown in FIG . 13 . In 5 ( SMSC ) , an automatic location function server ( ALFS ) , a 
conventional VLAN tunneling systems , generally active gateway mobile location center ( GMLC ) , a radio access 
backup is available to provide redundancy . In other words , network ( RAN ) , a serving mobile location center ( SMLC ) , 
traffic will flow on a backup tunnel once the active tunnel or the like , or any appropriate combination thereof . It is 
fails . In the conventional scenario , there must be coordina - emphasized that the block diagram depicted in FIG . 14 is 
tion of a manual shutdown and no shutdown of the VLANs 10 exemplary and not intended to imply a limitation to a 
in L3 - VPE to match the Active / Backup state of the MPLS specific implementation or configuration . Thus , network 
pseudowires . The VLAN would be in shutdown mode device 300 may be implemented in a single device or 
because the tunnel path is back up . multiple devices ( e . g . , single server or multiple servers , 

With reference to FIG . 11 and FIG . 13 , the systems allow single gateway or multiple gateways , single controller or 
for active - active scenarios in a way that may more fully 15 multiple controllers ) . Multiple network entities may be 
utilize the resources of a service provider network or cus - distributed or centrally located . Multiple network entities 
tomer network . In a virtual device ( service ) scenario , if a may communicate wirelessly , via hard wire , or any appro 
customer ( eg . , cust 101 ) is buying a service , the service priate combination thereof . 
provider may desire the customer be on a redundant server Network device 300 may comprise a processor 302 and a 
or geo - redundant site . In an example , if VLAN traffic comes 20 memory 304 coupled to processor 302 . Memory 304 may 
in on L2 - PE 131 from cust 101A , there may be hash on the contain executable instructions that , when executed by pro 
IP ( or something else ) and L2 - PE 131 may send the VLAN cessor 302 , cause processor 302 to effectuate operations 
traffic to L3 - VPE 164 in cloud 161 based on a first flow and associated with mapping wireless signal strength . As evident 
L3 - VPE 165 in cloud 162 based on a second flow . The from the description herein , network device 300 is not to be 
service provider in this instant may be improving reliability 25 construed as software per se . 
and the customer may have no knowledge of the multiple In addition to processor 302 and memory 304 , network 
L3 - VPEs that is used for the service . The tunnel endpoints device 300 may include an input / output system 306 . Pro 
are signaled such that movement of a VM that includes a cessor 302 , memory 304 , and input / output system 306 may 
VPE , VBNG , VASE , or the like does not cause a redefinition be coupled together ( coupling not shown in FIG . 14 ) to 
of the tunnel at either end ( e . g . , L2 - PE 131 and L3 - VPE 164 ) . 30 allow communications between them . Each portion of net 

As observed , there is a simplification from six tunnels in work device 300 may comprise circuitry for performing 
FIG . 1 to two tunnels in FIG . 2 , for example . The methods functions associated with each respective portion . Thus , 
and system disclosed herein provides a plurality of technical each portion may comprise hardware , or a combination of 
effects , which are discussed in more detail herein . First , the hardware and software . Accordingly , each portion of net 
methods and systems may allow for easier migration of 35 work device 300 is not to be construed as software per se . 
circuits when compared to conventional systems . Second the Input / output system 306 may be capable of receiving or 
methods and systems associated herein may shift the use of providing information from or to a communications device 
memory allocation . So there may be less memory on L2 - PES or other network entities configured for telecommunications . 
used in association with MPLS ( or other core network VPN For example input / output system 306 may include a wireless 
technology for handling the tunnels ) and a shift of memory 40 communications ( e . g . , 3G / 4G / GPS ) card . Input / output sys 
usage into a different type of memory , which is more tem 306 may be capable of receiving or sending video 
associated with the VLAN . information , audio information , control information , image 

Ethernet has not been traditionally used as a point - to - information , data , or any combination thereof . Input / output 
point technology . Conventionally , an individual VLAN is system 306 may be capable of transferring information with 
mapped to a pseudowire . Here we are using it as a circuit 45 network device 300 . In various configurations , input / output 
technology and providing flexible Ethernet grooming . A set system 306 may receive or provide information via any 
of VLANs are mapped to tunnel based on a tunnel context appropriate means , such as , for example , optical means ( e . g . , 
which allows VLANs to come from different ports , which is infrared ) , electromagnetic means ( e . g . , RF , Wi - Fi , Blu 
unlike conventional pseudowire VLANs that usually come etooth® , ZigBee® ) , acoustic means ( e . g . , speaker , micro 
from a single port . Multipoint bridging done in the tradi - 50 phone , ultrasonic receiver , ultrasonic transmitter ) , or a com 
tional context has its own set of issues . Multipoint bridging bination thereof . In an example configuration , input / output 
inspects Ethernet packet and forwards based on MAC system 306 may comprise a Wi - Fi finder , a two - way GPS 
addresses , which is called address learning . In multipoint chipset or equivalent , or the like , or a combination thereof . 
bridging , VLAN addresses would be global to the whole Input / output system 306 of network device 300 also may 
device . This is not what we are doing here . As discussed 55 contain a communication connection 308 that allows net 
herein , the VLAN tag is made local to the port . Also herein , work device 300 to communicate with other devices , net 
just the VLAN tag may be used for tunneling decisions , work entities , or the like . Communication connection 308 
while inspection of the MAC addresses is not needed . may comprise communication media . Communication 

FIG . 14 is a block diagram of network device 300 that media typically embody computer - readable instructions , 
may be connected to or comprise a component of the 60 data structures , program modules or other data in a modu 
networks in FIG . 1 - FIG . 13 . Network device 300 may lated data signal such as a carrier wave or other transport 
comprise hardware or a combination of hardware and soft - mechanism and includes any information delivery media . 
ware . The functionality to facilitate telecommunications via By way of example , and not limitation , communication 
a telecommunications network may reside in one or com - media may include wired media such as a wired network or 
bination of network devices 300 . Network device 300 65 direct - wired connection , or wireless media such as acoustic , 
depicted in FIG . 14 may represent or perform functionality IF , infrared , or other wireless media . The term computer 
of an appropriate network device 300 , or combination of readable media as used herein includes both storage media 
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and communication media . Input / output system 306 also Computer system 500 may include a processor ( or con 
may include an input device 310 such as keyboard , mouse , troller ) 504 ( e . g . , a central processing unit ( CPU ) ) , a graph 
pen , voice input device , or touch input device . Input / output ics processing unit ( GPU , or both ) , a main memory 506 and 
system 306 may also include an output device 312 , such as a static memory 508 , which communicate with each other 
a display , speakers , or a printer . 5 via a bus 510 . The computer system 500 may further include 

Processor 302 may be capable of performing functions a display unit 512 ( e . g . , a liquid crystal display ( LCD ) , a flat 
associated with telecommunications , such as functions for panel , or a solid state display ) . Computer system 500 may 
processing broadcast messages , as described herein . For include an input device 514 ( e . g . , a keyboard ) , a cursor 
example , processor 302 may be capable of , in conjunction control device 516 ( e . g . , a mouse ) , a disk drive unit 518 , a 
with any other portion of network device 300 , determining 10 signal generation device 520 ( e . g . , a speaker or remote 
a type of broadcast message and acting according to the control ) and a network interface device 522 . In distributed 
broadcast message type or content , as described herein . environments , the embodiments described in the subject 
Memory 304 of network device 300 may comprise a disclosure can be adapted to utilize multiple display units 

storage medium having a concrete , tangible , physical struc 512 controlled by two or more computer systems 500 . In this 
ture . As is known , a signal does not have a concrete , 15 configuration , presentations described by the subject disclo 
tangible , physical structure . Memory 304 , as well as any sure may in part be shown in a first of display units 512 , 
computer - readable storage medium described herein , is not while the remaining portion is presented in a second of 
to be construed as a signal . Memory 304 , as well as any display units 512 . 
computer - readable storage medium described herein , is not The disk drive unit 518 may include a tangible computer 
to be construed as a transient signal . Memory 304 , as well 20 readable storage medium 524 on which is stored one or more 
as any computer - readable storage medium described herein , sets of instructions ( e . g . , software 526 ) embodying any one 
is not to be construed as a propagating signal . Memory 304 , or more of the methods or functions described herein , 
as well as any computer - readable storage medium described including those methods illustrated above . Instructions 526 
herein , is to be construed as an article of manufacture . may also reside , completely or at least partially , within main 
Memory 304 may store any information utilized in con - 25 memory 506 , static memory 508 , or within processor 504 

junction with telecommunications . Depending upon the during execution thereof by the computer system 500 . Main 
exact configuration or type of processor , memory 304 may memory 506 and processor 504 also may constitute tangible 
include a volatile storage 314 ( such as some types of RAM ) , computer - readable storage media . 
a nonvolatile storage 316 ( such as ROM , flash memory ) , or While examples of a telecommunications system in which 
a combination thereof . Memory 304 may include additional 30 fabric access tunnels processed and managed have been 
storage ( e . g . , a removable storage 318 or a non - removable described in connection with various computing devices / 
storage 320 ) including , for example , tape , flash memory , processors , the underlying concepts may be applied to other 
smart cards , CD - ROM , DVD , or other optical storage , computing device , processor , or system capable of facilitat 
magnetic cassettes , magnetic tape , magnetic disk storage or ing a telecommunications system . The various techniques 
other magnetic storage devices , USB - compatible memory , 35 described herein may be implemented in connection with 
or any other medium that can be used to store information hardware or software or , where appropriate , with a combi 
and that can be accessed by network device 300 . Memory nation of both . Thus , the methods and devices may take the 
304 may comprise executable instructions that , when form of program code ( i . e . , instructions ) embodied in con 
executed by processor 302 , cause processor 302 to effectuate crete , tangible , storage media having a concrete , tangible , 
operations to map signal strengths in an area of interest . 40 physical structure . Examples of tangible storage media 

FIG . 15 depicts an exemplary diagrammatic representa - include floppy diskettes , CD - ROMs , DVDs , hard drives , or 
tion of a machine in the form of a computer system 500 any other tangible machine - readable storage medium ( com 
within which a set of instructions , when executed , may puter - readable storage medium ) . Thus , a computer - readable 
cause the machine to perform any one or more of the storage medium is not a signal . A computer - readable storage 
methods described herein . One or more instances of the 45 medium is not a transient signal . Further , a computer 
machine can operate , for example , as processor 302 , L2 - PE readable storage medium is not a propagating signal . A 
131 , L3 - PE 154 , or other devices of FIG . 1 through FIG . 13 . computer - readable storage medium as described herein is an 
In some examples , the machine may be connected ( e . g . , article of manufacture . When the program code is loaded 
using a network 502 ) to other machines . In a networked into and executed by a machine , such as a computer , the 
deployment , the machine may operate in the capacity of a 50 machine becomes a device for telecommunications . In the 
server or a client user machine in a server - client user case of program code execution on programmable comput 
network environment , or as a peer machine in a peer - to - peer ers , the computing device will generally include a processor , 
( or distributed ) network environment . a storage medium readable by the processor ( including 

The machine may comprise a server computer , a client volatile or nonvolatile memory or storage elements ) , at least 
user computer , a personal computer ( PC ) , a tablet , a smart 55 one input device , and at least one output device . The 
phone , a laptop computer , a desktop computer , a control program ( s ) can be implemented in assembly or machine 
system , a network router , switch or bridge , or any machine language , if desired . The language can be a compiled or 
capable of executing a set of instructions ( sequential or interpreted language , and may be combined with hardware 
otherwise ) that specify actions to be taken by that machine . implementations . 
It will be understood that a communication device of the 60 The methods and devices associated with a telecommu 
subject disclosure includes broadly any electronic device nications system as described herein also may be practiced 
that provides voice , video or data communication . Further , via communications embodied in the form of program code 
while a single machine is illustrated , the term “ machine ” that is transmitted over some transmission medium , such as 
shall also be taken to include any collection of machines that over electrical wiring or cabling , through fiber optics , or via 
individually or jointly execute a set ( or multiple sets ) of 65 any other form of transmission , wherein , when the program 
instructions to perform any one or more of the methods code is received and loaded into and executed by a machine , 
discussed herein . such as an EPROM , a gate array , a programmable logic 
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device ( PLD ) , a client computer , or the like , the machine forwarding the first data and the second data through 
becomes an device for implementing telecommunications as the VPN tunnel based on the tunnel context . 
described herein . When implemented on a general - purpose 2 . The network switch of claim 1 , wherein the VPN tunnel 
processor , the program code combines with the processor to has integrated pseudowire - headend that is terminated on a 
provide a unique device that operates to invoke the func - 5 layer three provider edge . 
tionality of a telecommunications system . 3 . The network switch of claim 1 , wherein the VPN tunnel 

While a telecommunications system has been described in terminates on a virtual layer three provider edge . 
connection with the various examples of the various figures , 4 . The network switch of claim 1 , wherein the network 
it is to be understood that other similar implementations may switch is connected with a multi - protocol label switching 
be used or modifications and additions may be made to the 10 network . 
described examples of a telecommunications system without 5 . The network switch of claim 1 , wherein the VPN tunnel 
deviating therefrom . For example , one skilled in the art will terminates on a layer two provider edge . 
recognize that a telecommunications system as described in 6 . The network switch of claim 1 , wherein the VPN tunnel 
the instant application may apply to any environment , terminates on a layer two switch . 
whether wired or wireless , and may be applied to any 15 7 . The network switch of claim 1 , wherein the VPN tunnel 
number of such devices connected via a communications terminates on a router . 
network and interacting across the network . Therefore , a 8 . A computer readable storage medium comprising com 
telecommunications system as described herein should not puter executable instructions that when executed by a com 
be limited to any single example , but rather should be puting device cause the computing device to effectuate 
construed in breadth and scope in accordance with the 20 operations comprising : 
appended claims . receiving first data from a layer two switch , wherein the 

In describing preferred methods , systems , or apparatuses first data is from a port on a first virtual local area 
of the subject matter of the present disclosurefabric access network ( VLAN ) ; 
tunnels — as illustrated in the Figures , specific terminology is receiving second data from the layer two switch , wherein 
employed for the sake of clarity . The claimed subject matter , 25 the second data is from the port on a second VLAN ; 
however , is not intended to be limited to the specific relating the first data and the second data to a tunnel 
terminology so selected , and it is to be understood that each context of a virtual private network ( VPN ) tunnel ; 
specific element includes all technical equivalents that oper normalizing the first data and the second data for transport 
ate in a similar manner to accomplish a similar purpose . In over the VPN tunnel , wherein normalizing comprises 
addition , the use of the word “ or ” is generally used inclu - 30 mapping the received VLANs to another respective 
sively unless otherwise provided herein . VLAN number , wherein the received VLANs comprise 

This written description uses examples to disclose the the first VLAN and the second VLAN ; and 
invention , including the best mode , and also to enable any forwarding the first data and the second data through the 
person skilled in the art to practice the invention , including VPN tunnel based on the tunnel context . 
making and using any devices or systems and performing 35 9 . The computer readable storage medium of claim 8 , 
any incorporated methods . The patentable scope of the wherein the VPN tunnel has integrated pseudowire - headend 
invention is defined by the claims , and may include other that is terminated on a layer three provider edge . 
examples that occur to those skilled in the art ( e . g . , skipping 10 . The computer readable storage medium of claim 8 , 
steps , combining steps , or adding steps between exemplary wherein the VPN tunnel terminates on a virtual router . 
methods disclosed herein ) . Such other examples are 40 11 . The computer readable storage medium of claim 8 , 
intended to be within the scope of the claims if they have wherein the switch is connected with a multi - protocol label 
structural elements that do not differ from the literal lan - switching network . 
guage of the claims , or if they include equivalent structural 12 . The computer readable storage medium of claim 8 , 
elements with insubstantial differences from the literal lan wherein the VPN tunnel terminates on a virtual broadband 
guages of the claims . 45 network gateway . 

13 . The computer readable storage medium of claim 8 , 
What is claimed : wherein the VPN tunnel terminates on a layer two switch . 
1 . A network switch comprising : 14 . The computer readable storage medium of claim 8 , 
a processor ; and wherein the VPN tunnel terminates on a router . 
a memory coupled with the processor , the memory com - 50 15 . A method comprising : 

prising executable instructions that when executed by receiving first data from a layer two switch , wherein the 
the processor cause the processor to effectuate opera first data is from a port on a first virtual local area 
tions comprising : network ( VLAN ) ; 
receiving first data from a layer two switch , wherein the receiving second data from the layer two switch , wherein 

first data is from a port on a first virtual local area 55 the second data is from the port on a second VLAN ; 
network ( VLAN ) ; relating the first data and the second data to a tunnel 

receiving second data from the layer two switch , context of a virtual private network ( VPN ) tunnel ; 
wherein the second data is from the port on a second normalizing the first data and the second data for transport 
VLAN ; over the VPN tunnel , wherein normalizing comprises 

relating the first data and the second data to a tunnel 60 mapping the received VLANs to another respective 
context of a virtual private network ( VPN ) tunnel ; VLAN number , wherein the received VLANs comprise 

normalizing the first data and the second data for the first VLAN and the second VLAN ; and 
transport over the VPN tunnel , wherein normalizing forwarding the first data and the second data through the 
comprises mapping the received VLANs to another VPN tunnel based on the tunnel context . 
respective VLAN number , wherein the received 65 16 . The method of claim 15 , wherein the VPN tunnel has 
VLANs comprise the first VLAN and the second integrated pseudowire - headend that is terminated on a layer 
VLAN ; and three provider edge . 
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17 . The method of claim 15 , wherein the VPN tunnel 
terminates on a virtual layer three provider edge . 

18 . The method of claim 15 , wherein the switch is 
connected with a multi - protocol label switching network . 

19 . The method of claim 15 , wherein the VPN tunnel 5 
terminates on a layer two provider edge . 

20 . The method of claim 15 , wherein the VPN tunnel 
terminates on a router . 


