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ARRAY CAMERA CONFIGURATIONS INCORPORATING MULTIPLE CONSTITUENT
ARRAY CAMERAS

Field of the Invention

[0001] The present invention generally relates to array cameras and more
specifically to array camera configurations that include one or more constituent array

cameras and/or one or more constituent cameras.

Background of the Invention

[0002] Conventional digital cameras based upon the camera obscura typically
include a single focal plane with a lens stack. The focal plane includes an array of light
sensitive pixels and is part of a sensor. The lens stack creates an optical channel that
forms an image of a scene upon the array of light sensitive pixels in the focal plane.
Each light sensitive pixel can generate image data based upon the light incident upon
the pixel.

[0003] In response to the constraints placed upon a conventional digital camera, a
new class of cameras that can be referred to as array cameras has been proposed.
Array cameras are characterized in that they include an imager array that has multiple
arrays of pixels, where each pixel array is intended to define a focal plane, and each
focal plane has a separate lens stack. Typically, each focal plane includes a plurality of
rows of pixels that also forms a plurality of columns of pixels, and each focal plane is
contained within a region of the imager that does not contain pixels from another focal
plane. An image is typically formed on each focal plane by its respective lens stack. In
many instances, the array camera is constructed using an imager array that

incorporates multiple focal planes and an optic array of lens stacks.

Summary of the Invention

[0004] Systems and methods in accordance with embodiments of the invention
implement array camera configurations that include a plurality of constituent array
cameras, where each constituent array camera has a distinct field of view and/or a

distinct viewing direction. One embodiment of the invention includes: at least two
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constituent array cameras; a processor; and memory containing an image processing
application and calibrated warp data. In addition, each constituent array camera
includes a plurality of cameras, where each camera comprises optics that form an
image on a focal plane defined by an array of pixels that capture image data and have
fields of view that form a combined field of view for the constituent array camera.
Furthermore, each of the at least two constituent array cameras differ with respect to at
least one of combined field of view and viewing direction. The image processing
application directs the processor to: for each of the at least two constituent array
cameras: obtain image data from the cameras in the constituent array camera; generate
a depth map using the image data captured by the cameras in the constituent array
camera; and synthesize an image using the image data captured by the cameras in the
constituent array camera and the depth map; construct an enhanced image using the
image data obtained from the cameras in the at least two constituent array cameras by:
warping at least a first of the synthesized images into a viewpoint of a second of the
synthesized images using a depth map for the first of the synthesized images and
calibrated warp data; and blending the at least a first of the synthesized images warped
into the viewpoint of the second of the synthesized images and the second of the
synthesized images to create the enhanced image.

[0005] In a further embodiment, the plurality of cameras in a first constituent array
camera have fields of view that are narrower than and within the fields of view of the
plurality of cameras in a second constituent array camera.

[0006] In another embodiment, the plurality of cameras in the first constituent array
camera capture image data at a higher angular resolution than the image data captured
by the plurality of cameras in the second constituent array camera.

[0007] In a still further embodiment, the plurality of cameras in the first constituent
array camera have optics with larger magnification than the optics of the cameras in the

second constituent array camera.
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[0008] In still another embodiment, the plurality of cameras in the first constituent
array camera include telephoto lenses; the plurality of cameras in the second
constituent array camera include wide angle lenses; and the telephoto lenses have
higher angular resolution and contrast and longer focal lengths than the wide angle
lenses.

[0009] In a yet further embodiment, the optics of the cameras in the first constituent
array camera include at least one adaptive optical element enabling the independent
adjustment of the focal length of the camera.

[0010] In yet another embodiment, the optics of the cameras in the first constituent
array camera include at least one adaptive optical element that can enable the lateral
shifting of the centration of the refractive power distribution of the at least one adaptive
optical element.

[0011] In a further embodiment again, the enhanced image has a field of view of the
image synthesized using the image data captured by the second constituent array
camera and includes a foveated high resolution region with an angular resolution of the
image synthesized from the image data captured by the first constituent array camera.
[0012] In another embodiment again, the image processing application directs the
processor to synthesize an image using the image data captured by the cameras in the
constituent array camera and a depth map by performing a super-resolution process to
synthesize a high resolution image using image data captured by the cameras in the
constituent array camera and the depth map generated using the image data.

[0013] In a further additional embodiment, a first constituent array camera has a first
viewing direction and a first combined field of view; and a second constituent array
camera has a second viewing direction and a second combined field of view, where the
first and second combined fields of view are partially overlapping beyond a specific
object distance.

[0014] In another additional embodiment, the image processing application further
directs the processor to generate a depth map for the enhanced image using the depth
maps generated using the image data captured by each of the first constituent array

camera and the second constituent array camera.
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[0015] In a still further embodiment again, cameras in a constituent array camera
have different imaging characteristics.

[0016] In still another embodiment again, at least one of the plurality of constituent
array cameras includes a M x N array of cameras.

[0017] In a still further additional embodiment, at least one of the plurality of
constituent arrays comprises an array camera module including an array of lens stacks
forming separate apertures and an imager array including an array of focal planes,
where each lens stack forms an image on a corresponding focal plane.

[0018] In still another additional embodiment, different cameras in at least one of the
plurality of constituent array cameras capture images of different portions of the light
spectrum.

[0019] In a yet further embodiment again, the lens stacks of the different cameras
differ based upon the portion of the spectrum imaged by the camera.

[0020] In yet another embodiment again, at least one lens element in the lens stacks
of the different cameras have a surface with different shapes.

[0021] In a further additional embodiment again, at least one lens element in the lens
stacks of the different cameras are constructed from different materials.

[0022] In another additional embodiment again, different types of cameras in a
constituent array camera are located on either side of a reference camera.

[0023] A still yet further embodiment again includes: at least two constituent array
cameras including a first constituent array camera comprising a plurality of cameras,
where each camera incorporates optics that form an image on a focal plane defined by
an array of pixels that capture image data and have fields of view that form a first
combined field of view in a first viewing direction; and a second constituent array
camera comprising a plurality of cameras, where each camera incorporates optics that
form an image on a focal plane defined by an array of pixels that capture image data;
and have fields of view that form a second combined field of view in a second viewing
direction. In addition, the plurality of cameras in the first constituent array camera have
fields of view that are narrower than and within the fields of view of the plurality of
cameras in the second constituent array camera; and the plurality of cameras in the first

constituent array camera capture image data at a higher angular resolution than the
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image data captured by the plurality of cameras in the second constituent array camera.
Also included are a processor and memory containing an image processing application
and calibrated warp data, where the image processing application directs the processor
to: obtain image data from the cameras in the first and second constituent array
cameras; generate separate depth maps using the image data captured by each of the
first and second constituent array cameras; and synthesize separate high resolution
images by performing a super-resolution process using the image data captured by
each of the first and second constituent array cameras and the depth maps generated
using the image data captured by each of the first and second constituent array
cameras; and construct an enhanced image using the two synthesized images and the
depth maps used to synthesize images by: warping a first of the synthesized images
into a viewpoint of a second of the synthesized images using the depth map used to
synthesize the first of the synthesized images and calibrated warp data; and blending
the first of the synthesized images warped into the viewpoint of the second of the
synthesized images and the second of the synthesized images to create the enhanced
image. Furthermore, the enhanced image has a field of view of the image synthesized
using the image data captured by the second constituent array camera and includes a
foveated high resolution region with an angular resolution of the image synthesized from
the image data captured by the first constituent array camera.

[0024] Another further embodiment includes: a constituent array camera including a
plurality of cameras, where each camera incorporates optics that form an image on a
focal plane defined by an array of pixels that capture image data and have fields of view
that form a combined field of view in a first viewing direction; a separate camera
incorporating optics that form an image on a focal plane defined by an array of pixels
that capture image data; and having a field of view in a second viewing direction; a
processor; and memory containing an image processing application and calibrated warp
data, where the image processing application directs the processor to: obtain image
data from the cameras in the constituent array camera; capture an image using the
separate camera from a viewpoint; generate a depth map using the image data
captured by the constituent array camera; synthesize an image using the image data

captured by the constituent array camera and the depth map; and construct an
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enhanced image using the image captured by the separate camera, the synthesized
image, and the depth map used to synthesize the synthesized image by: warping the
synthesized image into the viewpoint of the image captured by the separate camera
using the calibrated warp data and the depth map; and blending the synthesized image
warped into the viewpoint of the image captured by the separate camera and the image

captured by the separate camera to create the enhanced image.

Brief Description of the Drawings

[0025] FIG. 1 illustrates an array camera architecture that can be implemented within
a constituent array camera in accordance with embodiments of the invention.

[0026] FIG. 2 illustrates an imager array architecture that can be implemented within
a constituent array camera in accordance with embodiments of the invention.

[0027] FIG. 3 illustrates an array camera module of a constituent array camera in
accordance with embodiments of the invention.

[0028] FIG. 4A illustrates an array camera configuration that includes two constituent
array cameras, where the first constituent array camera has a field of view that is
narrower and within the field of view of second constituent array camera.

[0029] FIG. 4B illustrates an array camera configuration that includes two constituent
array cameras, where the first constituent array camera has a field of view that is
directly adjacent to the field of view of the second constituent array camera.

[0030] FIGS. 5A and 5B illustrate an array camera configuration that includes two
constituent array cameras, where the first constituent array camera has a field of view
that is narrower and within the field of view of the second constituent array camera,
relative to an image that can be constructed from image data provided by the array
camera configuration.

[0031] FIGS. 6A and 6B illustrate an array camera configuration that includes two
constituent array cameras, where the first constituent array camera has a field of view
that is directly adjacent to the field of view of the second constituent array camera,
relative to an image that can be constructed from image data provided by the array

camera configuration.
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Detailed Description

[0032] Turning now to the drawings, systems and methods for implementing array
camera configurations that include a plurality of constituent array cameras, where each
constituent array camera provides a distinct field of view and/or a distinct viewing
direction, are illustrated. Array cameras that can be used as the constituent array
cameras that capture image data correlating with different fields of view are disclosed in
U.S. Patent Application Serial No. 12/935,504, entitled “Capturing and Processing of
Images using Monolithic Camera Array with Heterogenous Images” to Venkataraman et
al., the disclosure of which is incorporated by reference herein in its entirety. U.S.
Patent Application Serial No. 12/935,504 is now published as U.S. Patent Publication
No. 2011/0069189, the disclosure from which related to array camera architectures is
also incorporated by reference herein in its entirety. The monolithic array camera
modules illustrated in U.S. Patent Application Serial No. 12/935,504 can be constructed
from an optic array of lens stacks — each lens stack in the array defining an optical
channel — and an imager array including a plurality of focal planes corresponding to the
optical channels in the optic array. The combination of a lens stack and its
corresponding focal plane can be understood to be a ‘camera’ (as opposed to an ‘array
camera’). Typically, array cameras can capture image data that can be used to form
multiple images of a single scene, and can process the image data to yield a single
image of the scene with improved image properties. For example, each of the
constituent cameras can capture image data that can be used to form an image of the
scene from the perspective of the respective camera. Of course, an image
corresponding with a respective camera will be slightly offset with respect to images
corresponding with other cameras, and the extent of the offset will be based upon the
location of the corresponding camera relative to that of the other cameras. In many
embodiments, the cameras within an array camera are configured to provide non-
redundant information about the scene. Accordingly, super-resolution processes such
as those described in U.S. Patent Application Serial No. 12/967,807 entitled “Systems
and Methods for Synthesizing High Resolution Images Using Super-Resolution
Processes” to Lelescu et al., can be utilized to synthesize a higher resolution 2D image

or a stereo pair of higher resolution 2D images from the lower resolution images in the
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light field captured by an array camera. The disclosure of U.S. Patent Application Serial
No. 12/967,807 is hereby incorporated by reference in its entirety. Furthermore, U.S.
Patent Application Serial No. 12/967,807 has published as U.S. Patent Publication No.
2012/0147205, the relevant disclosure from which related to depth estimation, fusion
and super-resolution processing is hereby incorporated by reference in its entirety. Of
course, the image data obtained by an array camera can be processed in any number
of ways. For example, because an array camera can construct images of a scene from
different perspectives, it can thereby provide depth information about a scene.

[0033] The disclosure of U.S. Patent Application Serial No. 61/798,673, entitled
“Systems and Methods for Stereo Imaging with Camera Arrays” to Venkataraman et al.,
discusses array camera configurations that implement multiple array cameras, where
each array camera has substantially the same field of view and substantially the same
general viewing direction, but captures image data from a scene from a different
viewpoint. The term viewing direction is used to refer to the direction of the optical axis
of the cameras in an array camera. Subject to tolerances imposed by the limitations of
the processes used to manufacture the optics of a constituent array camera, the
cameras in the constituent array camera generally have parallel optical axes. The
viewing direction of a constituent array camera can be considered to be an axis
perpendicular to a plane defined by the back focal lengths of the constituent array
cameras and/or by the average of the back focal lengths of the constituent array
cameras. As explained in U.S. Patent Application Serial No. 61/798,673, the accuracy
of depth information about a scene is a function of the disparity between corresponding
pixels in respective images. Thus, two array cameras spaced a distance apart, where
the distance between the two array cameras is greater than the distance between
adjacent cameras in a single array camera, can provide images that have greater
disparity for corresponding pixels and therefore greater depth information as compared
with either of the two array cameras individually. Accordingly, the diversity of image
information acquired from the different array cameras can be used to calculate the
depth of objects within the scene to a greater accuracy relative to that which can be
achieved by any one of the array cameras individually. This information can then be

used, for example, to develop stereoscopic images of the scene. Of course, the
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diversity of image information can be used for a variety of purposes. The disclosure of
U.S. Patent Application Serial No. 61/798,673 is hereby incorporated by reference in its
entirety. U.S. Patent Application Serial No. 14/216,967 claims priority to U.S. Patent
Application Serial No. 61/798,673 and is published as U.S. Patent Publication No.
2014/0267633. The disclosure in U.S. Patent Publication No. 2014/0267633 related to
array camera configurations that implement multiple array cameras in accordance with
embodiments of the invention is hereby by incorporated by reference in its entirety.

[0034] In many embodiments of the invention, array camera configurations include a
processor configured by an image processing application stored in memory and a
plurality of constituent array cameras, where each constituent array camera has a
distinct field of view and/or a distinct viewing direction (i.e., with respect to a targeted
scene). In many embodiments, at least one constituent array camera has a viewing
direction that overlaps with at least one other constituent array camera. Constituent
array cameras that have overlapping viewing direction can each capture corresponding
image data (e.g. image data pertaining to a region of a scene that is within the fields of
view of each of the two constituent array cameras) that can be advantageously
processed in any variety of ways. For example, in some embodiments, the cameras in a
first constituent array camera of the array camera configuration have a first combined
field of view, and the cameras in a second constituent array camera have a second
combined field of view that is broader than, and encompasses, the first combined field
of view. In many embodiments, although the first combined field of view is narrower
than and within the second combined field of view, the first constituent array camera
can capture the same amount of image data such that it can construct a higher
resolution image of that portion of a scene that is within its combined field of view
relative to that which can be constructed by the second constituent array camera. In
effect, the first constituent camera has a greater sampling density per object area since
it has a larger magnification and thus the same image area as the second constituent
camera is associated with a much smaller part of the scene and consequently finer
resolved on the sensor. As a result, the image data captured by the cameras in the first
constituent array camera is of higher angular resolution than the image data captured

by the cameras in the second constituent array camera. Further, as the second
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constituent array camera has a combined field of view that is broader than that of the
first array camera, the image data captured by the first array camera can be collocated
with the image data captured by the second array camera using a depth map generated
by either or both of the constituent array cameras and a calibrated warp to provide an
image that reflects the broader field of view of the second constituent array camera, but
also has a high-resolution foveated region that reflects the higher angular resolution and
greater sampling density of the first constituent array camera. The foveated region can
be magnified, and thus the array camera configuration can provide a zoom feature
without any moving parts. Processes for warping an image synthesized from image
data captured by a first constituent camera into the viewpoint of an image synthesized
from image data captured by a second constituent array camera in accordance with
various embodiments of the invention are discussed further below.

[0035] In many embodiments, an array camera configuration includes a processor
configured by an image processing application stored in the memory of the array
camera configuration and a plurality of constituent array cameras that have viewing
directions that result in the constituent array cameras having combined fields of view
that are adjacent to one another and that can have a small overlapping region to aid
with the warping of an image synthesized using image data captured by a first
constituent array camera from a first viewpoint into the viewpoint of an image
synthesized using image data captured by a second constituent array camera.
Accordingly, with adjacent viewing directions that result in the constituent cameras
having combined fields of view that are adjacent to one another, each of the plurality of
constituent array cameras can provide a different set of image data that can be
aggregated, and used to construct a broader image that reflects the viewing directions
of the constituent array cameras in combination. In this way, each constituent array
camera can sample a smaller region of a scene and thereby provide image data with
greater angular precision. In several embodiments, an array camera configuration
includes a first constituent array camera that has a first viewing direction, and a second
constituent array camera that has a second viewing direction that results in a combined
field of view adjacent to the combined field of view of the cameras in the first constituent

array camera. In this way, each constituent array camera can provide image data that
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can be warped into the same viewpoint to form a broader image reflecting image data
captured within the combined fields view of both constituent array cameras.

[0036] The image data provided by each constituent array camera can of course be
used in any number of ways in accordance with embodiments of the invention. For
example, in a number of embodiments, an array camera configuration includes a
processor that is directed by an image processing application stored in the memory of
the array camera configuration to compare image data from each of at least two
constituent array cameras to determine a corresponding set of image data; computation
is then performed on the corresponding image data to ascertain the baseline distance
between the at least two constituent array cameras. The baseline distance information
may be used in further computations. In several embodiments, the array camera
configuration includes a processor that is configured by an image processing application
to determine a depth map for each constituent array camera, synthesize a high
resolution image using a fusion and/or super-resolution process from the image data
captured by a constituent array camera using the depth map, and then warp the each
synthesized image into a common viewpoint using the image’s corresponding depth
map and a calibrated warp determined with respect to each of the warped images. In a
number of embodiments, one of the images is synthesized from a reference viewpoint
and is not warped as part of the process of combining the images.

[0037] In many embodiments, an array camera configuration includes a processor
that is configured to facilitate parallax computations for a constituent array camera using
parallax computation information obtained using image data captured by a second
constituent array camera. In numerous embodiments, an array camera configuration
includes a processor that is configured to apply super-resolution algorithms to a set of
image data that includes image data captured by cameras in a first constituent array
camera and a second constituent array camera. In many embodiments, an array
camera configuration includes a processor that is configured to compute a high
resolution depth map using image data captured by a first constituent array camera and
a second constituent array camera. In some embodiments, an array camera

configuration is configured to compute depth information about an object within a scene
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whether or not the object is within the field of view of one constituent array camera or a
plurality of constituent array cameras.

[0038] Although much of the discussion that follows relates to array camera
configurations incorporating multiple constituent array cameras, it should be appreciated
that similar results can be achieved by pairing a constituent array camera with a single
(legacy) camera possessing an appropriate field of view. In this way computational
complexity can be reduced, while obtaining the benefits of utilizing a constituent array
camera, which can include increased depth estimation precision, and improved imaging
performance relative to a stereo pair of legacy cameras. Accordingly, the discussion
that follows should be understood as not limited to array camera configurations that
utilize multiple constituent array cameras and understood more broadly as applying to
any combination of constituent array cameras and constituent cameras appropriate to
the requirements of specific applications. Array camera configurations, array camera
architectures that can be utilized to implement constituent array cameras, and the
combination of constituent array cameras and constituent cameras in accordance with

various embodiments of the invention are discussed below.

Array Camera Architectures

[0039] Constituent array cameras in accordance with many embodiments of the
invention can include one or more array camera modules and a processor. An array
camera module can include an optic array of lenses and an imager array, which is a
sensor that includes an array of focal planes. Each focal plane can include an array of
pixels used to capture an image formed on the focal plane by a lens stack. The focal
plane can be formed of, but is not limited to, traditional CIS (CMOS Image Sensor),
CCD (charge-coupled device), high dynamic range sensor elements, multispectral
sensor elements and various alternatives thereof. In many embodiments, the pixels of
each focal plane have similar physical properties and receive light through the same
lens stack. Furthermore, the pixels in each focal plane may be associated with the same
color filter. In a number of embodiments, at least one of the focal planes includes a
Bayer-pattern filter. In several embodiments, the focal planes are independently

controlled. In other embodiments, the operation of the focal planes in the imager array is
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controlled via a single set of controls. Array cameras are discussed in U.S. patent
application Ser. No. 13/106,797 entitled “Architectures for imager arrays and array
cameras” and U.S. Patent Application Serial No. 12/952,106 entitled “Capturing and
processing of images using monolithic camera array with heterogenous imagers”; the
disclosure of both applications is hereby incorporated by reference in its entirety. U.S.
Patent Application Serial No. 13/106,797 is now published as U.S. Patent Publication
No. 2012/0013748, the relevant disclosure from which related to implementation of
imager arrays is hereby incorporated by reference herein in its entirety. U.S. Patent
Application Serial No. 12/952,106 has now issued as U.S. Patent 8,514,491, the
relevant disclosure concerning the implementation of optics, sensors and array camera
modules for use in array cameras is hereby incorporated by reference in its entirety.
[0040] A sensor including a single array of pixels on which images are formed by the
optics of each camera can also be utilized to capture image data. In several
embodiments, each camera includes a separate sensor. In many embodiments,
individual lens barrels are utilized to implement the optics of the camera. Array camera
modules incorporating cameras implemented using combinations of separate sensors
and optic arrays, separate sensors and separate lens barrels and a single sensor and
separate lens barrels in accordance with embodiments of the invention are disclosed in
U.S. Patent Application Serial No. 14/536,537 entitled “Methods of Manufacturing Array
Camera Modules Incorporating Independently Aligned Lens Stacks” to Rodda et al. filed
November 7, 2014, the relevant disclosure from which is incorporated by reference
herein in its entirety. Light filters can be used within each optical channel formed by the
optics of a camera in the array camera module to enable different cameras to capture
image data with respect to different portions of the electromagnetic spectrum.

[0041] An array camera architecture that can be used in a variety of array camera
configurations in accordance with embodiments of the invention is illustrated in FIG. 1.
The array camera 100 includes one or more array camera modules 102 that is
configured to transmit 106 image data to a receiving device 108 via an interface format
involving the transmission of additional data describing the transmitted image data. In
many embodiments, the receiving device is a processor configured by software, such as

an image processing application, stored in memory. The processor can be any of or
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any combination of a general purpose processor, a graphics processing unit (GPU) or
CO-processor, a machine vision processing unit or co-processor, and/or a custom circuit
designed for the requirements of a specific application. The array camera module 102
includes an array of cameras 104. The cameras 104 in the array camera module 102
can be formed from a combination of a lens stack and a focal plane. The array camera
module 102 can include an optic array of lens stacks and an imager array of focal
planes. The array camera module 102 can also be implemented using individual lens
barrels and/or using separate sensors for each focal plane. These multiple cameras
104 may be active or inactive at any given time. The image data captured by these
multiple cameras may be transmitted from the focal planes of each camera to a
processor. The focal planes may have different imaging characteristics, such as varying
exposure times, start times, and end times. Therefore, the timing of the transmission of
the image data captured by each focal plane can vary. Accordingly, the imager array
can transmit additional data describing the image data to enable a device receiving the
image data to appropriately reconstruct images from the received image data. The
transmission of array camera image data is disclosed in U.S. Patent Application Serial
No. 13/470,252, entitled “Systems and Methods for Transmitting and Receiving Array
Camera Image Data,” the disclosure of which is hereby incorporated by reference. U.S.
Patent Application Serial No. 13/470,252 is now published as U.S. Patent Publication
No. 2012/0278291 the disclosure from which concerning controlling array camera
module imaging parameters and reading out image data from an array camera module
is hereby incorporated by reference in its entirety.

[0042] In many embodiments, the array camera 100 captures images using a
plurality of cameras 104, which can have different imaging characteristics. The array
camera 100 can separately control each of the cameras to obtain enhanced image
capture and/or to enhance processes such as (but not limited to) super-resolution
processes that may be applied to the image data captured by one or all of the
constituent array cameras. For example, each pixel of a focal plane may capture
different wavelengths of light, or may capture the intensity of light, varying exposure
times, start times, or end times. Once the array camera 100 has commenced capturing

image data using the pixels on the imager array, the focal planes can commence
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transmitting the image data captured using the pixels to a receiving device 108. The
image data captured by different cameras can be interleaved for transmission to a
receiving device 108 that includes interface circuitry configured to receive image data.
In many embodiments, the interface circuitry is implemented in hardware and/or using a
processor. The receiving device 108 can then organize the captured image data from
the received packet and appropriately combine the image data to process and/or
reconstruct the image(s) captured by one or more of the focal planes in the imager
array.

[0043] In the illustrated embodiment, image data from multiple images of a scene
can be captured by the array camera module 102. As the image data is captured, the
array camera module 102 transmits 106 the image data to a receiving device 108. The
array camera module 102 transmits the image data using a small number of local data
storage cells on the array camera module 102 that store the captured image data
following capture by the cameras. In the illustrated embodiment, the array camera
module 102 manages the capture and transmission of image data so that the captured
image data stored in the storage cells is transmitted by the imager array of the array
camera module 102 in the time taken to capture and load the next set of image data into
the storage cells. In this way, the array camera module can continuously buffer and
transmit image data using a number of local data storage cells that is less than the total
number of pixels in the array camera module.

[0044] In many embodiments, a line of image data transmitted by an imager array
can be considered to equal the number of pixels in a row (column) of a focal plane
multiplied by the number of focal planes. In several embodiments, the clock frequency
of transmitter circuitry on the imager array is set to a desired output data rate and the
internal focal plane pixel rate is set to 1/ (M x N) the desired output data rate (where M x
N is the total number of focal planes). In many image transmission protocols, once a
start of line condition is sent, all of the line of image data is transmitted without interrupt
until the end of line. Accordingly, a sufficient number of data storage cells and a
buffering mechanism can be developed that starts transmission of pixels once there are
sufficient pixels stored such that all of the pixels will have been captured and

transmitted by the time the end of the line of image data is reached. If, for example, an
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imager array including 16 focal planes (as in a 4x4 array) transmits image data from all
focal planes, then there is very little or no data storage utilized prior to the start of focal
plane readout, because the data is transmitted at approximately the rate that at which it
is being read. If, however, the same imager array only has one active imager, then
almost all of the pixels from a row (column) of the focal plane are stored since the buffer
is being read 16 times as fast as it is being written. Therefore, the data storage
requirement would be one row of pixels (i.e. 1/16™ of a line of image data). When eight
focal planes are active, half the data from all eight focal planes is buffered before
transmission commences to avoid underflow. Therefore, the total number of data
storage cells utilized is equal to four rows of pixels or one quarter of a line of image
data. The above examples illustrate how the data storage requirements of an imager
array can vary based upon the number of active focal planes. In many embodiments,
the total number of storage cells within an imager array is less than a quarter of a line of
image data. In several embodiments, the total number of storage cells within an imager
array is equal to a line of image data. In several embodiments, the total number of data
storage cells is between a quarter of a line of image data and a full line of image data. In
a number of embodiments, the total number of storage cells is equal to or greater than a
line of image data. When the camera module transmits the captured image data, the
incorporation of additional data describing the image data enables a peripheral device
receiving the image data to reconstruct the images captured by each active camera in
the imager array 102.

[0045] Imager arrays in accordance with many embodiments of the invention are
configured to output image data via an interface format that accommodates the transfer
of image data captured via multiple focal planes. In several embodiments, the imager
array is configured to transmit captured image data in accordance with an interface
format that is compatible with standard interface formats, such as (but not limited to) the
MIPlI CSI-2 interface format (MIPI interface format), LVDS SerDes (Serializer-
Deserializer), the Camera Link interface format, and any of the Universal Serial Bus
(USB) interface formats or FireWire interface formats. When image data captured from
multiple focal planes is output by the imager array, the device receiving the image data

is faced with the task of assembling the image data into a plurality of images of a scene.
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[0046] Note that although a 4 x 4 camera is depicted in FIG. 1, it should of course be
understood that an array camera of any suitable dimension can be incorporated in
accordance with embodiments of the invention. For example, 3 x 3 cameras can be
implemented, and 2 x 4 cameras can be implemented. Indeed, one dimensional array
cameras can be used as the constituent cameras in accordance with embodiments of
the invention. One-dimensional array cameras are disclosed in greater detail in U.S.
Provisional Patent Application Serial No. 61/768,523, entitled “Thin Form Factor
Computational Array Cameras Using Non-Monolithic Assemblies,” to Venkataraman et
al.; the disclosure of U.S. Provisional Patent Application Serial No. 61/768,523 is
incorporated herein by reference in its entirety. Imager array architectures are now
discussed below. U.S. Patent Application Serial No. 14/188,521 claims priority to U.S.
Patent Application Serial No. 61/768,523 and was published as U.S. Patent Publication
No. 2014/0240528. The disclosure from U.S. Patent Publication No. 2014/0240528
relevant to non-monolithic array cameras and linear array cameras is hereby

incorporated by reference herein in its entirety.

Imager Array Architectures

[0047] An imager array of a constituent array camera in accordance with an
embodiment of the invention is illustrated in FIG. 2. The imager array 200 includes a
focal plane array core 202 that includes a M x N array of focal planes 204 and all analog
signal processing, pixel level control logic, signaling, and analog-to-digital conversion
circuitry. In the illustrated embodiment, M and N are 4, but it should be understood that
an imager array of any suitable dimension can be implemented in accordance with
embodiments of the invention. The imager array also includes focal plane timing and
control circuitry 206 that is responsible for controlling the capture of image information
using the pixels. For example, in some embodiments, the focal plane timing and control
circuitry 206 can synchronize the capture of image data by the focal planes such that
active focal planes capture image data from a scene during the same shutter time
interval. In many embodiments, the focal plane timing and control circuitry 206 causes
the active focal planes to capture image data from a scene in a particular controlled

sequence. In a number of embodiments, the focal plane timing and control circuitry 206
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utilizes reset and read-out signals to control the integration time of the pixels. In several
embodiments, any of a variety of techniques can be utilized to control integration time of
pixels and/or to capture image information using pixels. In many embodiments, the focal
plane timing and control circuitry 206 provides flexibility of image information capture
control, which enables features including (but not limited to) high dynamic range
imaging, high speed video, and electronic image stabilization. In various embodiments,
the imager array 200 includes power management and bias generation circuitry 208.
The power management and bias generation circuitry 208 provides current and voltage
references to analog circuitry such as the reference voltages against which an ADC
would measure the signal to be converted against. In many embodiments, the power
management and bias circuitry also includes logic that turns off the current/voltage
references to certain circuits when they are not in use for power saving reasons. In
several embodiments, the imager array includes dark current and fixed pattern (FPN)
correction circuitry 210 that increases the consistency of the black level of the image
data captured by the imager array and can reduce the appearance of row temporal
noise and column fixed pattern noise. In several embodiments, each focal plane
includes reference pixels for the purpose of calibrating the dark current and FPN of the
focal plane and the control circuitry can keep the reference pixels active when the rest
of the pixels of the focal plane are powered down in order to increase the speed with
which the imager array can be powered up by reducing the need for calibration of dark
current and FPN. In many embodiments, the System on a Chip (*SOC”) imager includes
focal plane framing circuitry 212 that packages the data captured from the focal planes
into a container file and can prepare the captured image data for transmission. In
several embodiments, the focal plane framing circuitry 212 includes information
identifying the focal plane and/or group of pixels from which the captured image data
originated. In a number of embodiments, the imager array 200 also includes an
interface for transmission of captured image data to external devices. In the illustrated
embodiment, the interface is a MIPI CSI 2 output interface supporting four lanes that
can support read-out of video at 30 fps from the imager array and incorporating data
output interface circuitry 214, interface control circuitry 216 and interface input circuitry

218. Typically, the bandwidth of each lane is optimized for the total number of pixels in
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the imager array and the desired frame rate. The use of various interfaces including the
MIPI CSI 2 interface to transmit image data captured by an array of imagers within an
imager array to an external device in accordance with embodiments of the invention is
described in in U.S. patent application Ser. No. 13/470,252, cited to and incorporated by
reference above.

[0048] An imager array in accordance with embodiments of the invention can include
a single controller that can separately sequence and control each focal plane. Having a
common controller and /0 circuitry can provide important system advantages including
lowering the cost of the system due to the use of less silicon area, decreasing power
consumption due to resource sharing and reduced system interconnects, simpler
system integration due to the host system only communicating with a single controller
rather than M x N controllers and read-out I/O paths, simpler array synchronization due
to the use of a common controller, and improved system reliability due to the reduction
in the number of interconnects.

[0049] Additionally, an imager array in accordance with many embodiments of the
invention may include a parallax disparity resolution module 220 that can determine
disparity between pixels in different images captured by the camera array using parallax
detection processes similar to those described in U.S. Patent Application Serial No.
13/972,881 entitled “Systems and Methods for Parallax Detection and Correction in
Images Captured Using Array Cameras that Contain Occlusions using Subsets of
Images to Perform Depth Estimation” to Ciurea et al., the disclosure of which is
incorporated by reference herein in its entirety. U.S. Patent Application Serial No.
13/972,881 is now issued as U.S. Patent No. 8,619,082. The relevant disclosure of U.S.
Patent No. 8,619,082 is hereby incorporated by reference in its entirety.

[0050] Although specific components of an imager array architecture are discussed
above with respect to FIG. 2, any of a variety of imager arrays can be implemented in
accordance with embodiments of the invention that enable the capture of images of a
scene at a plurality of focal planes in accordance with embodiments of the invention.
Array camera modules that incorporate imager arrays and an optic array of lens

elements are discussed below.
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Array Camera Modules

[0051] Array camera modules are fundamental components within the constituent
array cameras and include an M x N optic array of lens stacks and an imager array
and/or multiple sensors that include an M x N array of focal planes. Each lens stack in
the optic array defines a separate optical channel. The optic array may be mounted to
an imager array that includes a focal plane for each of the optical channels, where each
focal plane includes an array of pixels or sensor elements configured to capture an
image. When the optic array and the imager array are combined with sufficient
precision, the array camera module can be utilized to capture image data from multiple
images of a scene that can be read out to a receiving device, e.g. a processor, for
further processing, e.g. to synthesize a high resolution image using super-resolution
processing. In many embodiments, each lens stack is separately aligned with respect
to a focal plane. In several embodiments, the imager array is implemented using
multiple sensors mounted to a substrate. In a number of embodiments, the imager
array is implemented using a single sensor. In certain embodiments, the sensor
contains a single array of pixels and images are formed by each of the lens stacks on
different regions of the array. In other embodiments, a single sensor includes a
separate array of pixels for each focal plane.

[0052] An exploded view of an array camera module formed by combining a lens
stack array with a monolithic sensor including an array of focal planes in accordance
with an embodiment of the invention is illustrated in FIG. 3. The array camera module
300 includes an optic array 310 including M x N distinct lens stacks forming a total of M
x N separate apertures and an imager array 330 that includes a M x N array of focal
planes 340. Each lens stack 320 in the optic array 310 creates an optical channel that
resolves an image on one of the focal planes 340 on the sensor 330 on the imager
array. Each of the lens stacks 320 may be of a different type. In several embodiments,
the optical channels are used to capture images of different portions of the wavelength
of light spectrum (e.g. using color filters, located either within the lens stack or on the
sensor) and the lens stack in each optical channel is specifically optimized for the
portion of the spectrum imaged by the focal plane associated with the optical channel.

In several embodiments, the lens stacks differ based upon the specific portion of the
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spectrum imaged by a particular camera. In a number of embodiments, at least one
surface of a lens element in the lens stacks differ based upon then specific portion of
the spectrum imaged by a particular camera. In several embodiments, the materials
used in the construction of at least one lens element in the lens stacks differ based
upon then specific portion of the spectrum imaged by a particular camera. For example,
in some embodiments, several of the optical channels may be configured to only image
those areas of a scene that emit light having a wavelength that corresponds with the
blue portion of the electromagnetic spectrum. Of course, many different types of
cameras can be incorporated within an array camera module in accordance with
embodiments of the invention. For example, infrared cameras and polychromatic
cameras may be incorporated. Additionally, the M x N array may be patterned with
cameras in any suitable manner in accordance with embodiments of the invention. For
example, = filter groups can be patterned onto the array camera module. The patterning
of an array camera module with 7 filter groups is disclosed in U.S. Patent Application
Serial No. 13/875,248, entitled “Camera Modules Patterned with Pi Filter Groups,” to
Venkataraman et al.; the disclosure of U.S. Patent Application Serial No. 13/875,248 is
incorporated herein by reference. U.S. Patent Application Serial No. 13/875,248 has
now published as U.S. Patent Publication No. 2013/0293760 the disclosure concerning
7 filter groups contained therein and with respect to the patterning of array cameras with
different spectral filter patterns is hereby incorporated by reference in its entirety.

[0053] In many embodiments, the array camera module 300 includes lens stacks
320 having one or multiple separate optical lens elements axially arranged with respect
to each other. Optic arrays of lens stacks 310 in accordance with several embodiments
of the invention include one or more adaptive optical elements that can enable the
independent adjustment of the focal length of each lens stack and/or lateral shifting of
the centration of the refractive power distribution of the adaptive optical element. The
use of adaptive optical elements is described in U.S. Patent Application No. 13/650,039,
entitled "Lens Stack Arrays Including Adaptive Optical Elements", filed October 11,
2012, the disclosure of which is incorporated by reference herein in its entirety. U.S.
Patent Application No. 13/650,039 has now published as U.S. Patent Publication No.
2014/0088637, the relevant disclosure from which related to adaptive optical elements
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and the inclusion of adaptive optical elements within the optical channels of cameras in
an array camera to control back focal length and to shift field of view is hereby
incorporated by reference herein in its entirety.

[0054] In several embodiments, the array camera module employs wafer level optics
(WLO) technology. WLO is a technology that encompasses a number of processes,
including, for example, molding of lens arrays on glass wafers, stacking of those wafers
(including wafers having lenses replicated on either side of the substrate) with
appropriate spacers, followed by packaging of the optics directly with the imager into a
monolithic integrated module. The WLO procedure may involve, among other
procedures, using a diamond-turned mold to create each plastic lens element on a
glass substrate. More specifically, the process chain in WLO generally includes
producing a diamond turned lens master (both on an individual and array level), then
producing a negative mold for replication of that master (also called a stamp or tool),
and then finally forming a polymer replica on a glass substrate, which has been
structured with appropriate supporting optical elements, such as, for example, apertures
(transparent openings in light blocking material layers), and filters. Although the
construction of lens stack arrays using WLO is discussed above, any of a variety of
techniques can be used to construct lens stack arrays, for instance those involving
precision glass molding, polymer injection molding or wafer level polymer monolithic
lens processes.

[0055] Although certain array camera module configurations have been discussed
above, any of a variety of suitable array camera modules that utilize lens stacks and
focal planes may be implemented in accordance with embodiments of the invention. For
example, in many embodiments, ‘non-monolithic’ array camera modules may be
implemented. ‘Non-monolithic’ array camera modules are typically constructed by
independently aligning individual lenses or multiple arrays of lenses with one or more
sensors to create an array camera module. Such array camera configurations are
disclosed in U.S. Patent Application Serial No. 14/536,537, the relevant disclosure from
which is incorporated by reference above.
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Array Camera Configurations Including a Plurality of Constituent Array Cameras and/or

Constituent Cameras where each Constituent Array Camera Has a Distinct Field of

View and/or Viewing Direction

[0056] In many embodiments of the invention, an array camera configuration
includes a plurality of constituent array cameras, whereby each constituent array
camera has a distinct combined field of view and/or viewing direction; the configuration
also includes a processor that can aggregate image data provided by each constituent
array camera and thereby construct an enhanced image using the data. In many
embodiments, the constituent array cameras do not include their own respective
processing elements or receiving devices; instead, the processor for the array camera
configurations provides the functionality usually accomplished by a constituent array
camera’s respective receiving device. Of course, any suitable way for processing the
image data obtained by the constituent array camera modules may be implemented in
accordance with embodiments of the invention.

[0057] An array camera configuration that includes two constituent array cameras
that each have a distinct combined fields of view in accordance with embodiments of
the invention is illustrated in FIG. 4A. In particular, the array camera configuration 400
includes a first constituent array camera 402 having a combined field of view that
encompasses the fields of view of its constituent lenses — the field of view of one such
lens 404 (indicated by the dotted lines) is depicted, and that includes a lens stack array
406, an imager array 408, and a processor 410. The configuration 400 further includes
a second constituent array camera 412, having a second combined field of view that
encompasses the fields of view of its constituent lenses — the field of view of one such
lens 414 (indicated by the dashed lines) is depicted, the field of view 414 of the camera
from the second constituent array camera being broader than the field of view 404 of
the camera from the first constituent array camera. The cameras in the first constituent
array camera can incorporate a ‘telephoto lens’ that has a high angular resolution and
contrast; typically, the telephoto lens will have a comparatively large focal length, and
thereby an associated narrow field of view. On the other hand, the cameras in the
second constituent array camera can incorporate wide angle optics to achieve a broad

viewing angle. Both constituent array cameras communicate with a processor 414 that
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controls the configuration and processes image data obtained from the constituent array
cameras. In the illustrated embodiment, the field of view 404 of a camera in the first
constituent array camera is depicted as being narrower and within the field of view 414
of a camera in the second constituent array camera. However, it should be understood,
that the optical configurations of the constituent cameras can be distinct in any number
of ways in accordance with embodiments of the invention. For example, in some
embodiments, the viewing directions of the constituent cameras are adjacent to one
another such that the constituent array cameras have fields of view that are partially
overlapping and adjacent to each other enabling mosaicking of the image data captured
by the constituent array cameras.

[0058] In many embodiments, each constituent camera is sufficiently complete in its
spectral sampling, such that the chances of developing parallax artifacts and occlusion
zones are reduced. In embodiments where constituent camera arrays include different
types of cameras, occlusions can be reduced by configuring the array so that each type
of camera is placed on either side of a reference camera. This may be achieved by
patterning = filter groups onto the constituent array cameras.

[0059] An array camera configuration that includes two constituent array cameras
that have viewing directions that are adjacent to each other is illustrated in FIG. 4B. In
particular, the array camera configuration 450 includes a first constituent array camera
452 having a first combined field of view that encompasses the fields of view of its
constituent lenses — the field of view of one such lens 454 (indicated by the dashed
lines) is depicted, and a second constituent array camera 462 having a second
combined field of view that encompasses the fields of view of its constituent lenses —
the field of view of one such lens 464 (indicated by the dashed lines) is depicted that is
adjacent to the field of view 454 of the camera from the first constituent array camera.
Note that the constituent array cameras are angled such that the combined fields of
view of the constituent array cameras can be substantially adjacent to one another (with
some overlap) for most (if not all) object distances. Of course, it should be understood
that this aspect can be achieved in any suitable way. For example, in some
embodiments, only the viewing directions of the lenses are tilted. In a number of
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embodiments, the cameras squint into different directions due to their internal
alignment.

[0060] In many embodiments, the fields of view and/or viewing directions of the
constituent array cameras are determined by configuring the lens stack arrays of the
respective array camera modules. For example, the surface topology of the lens
elements may be manipulated so as to obtain the desired field of view and/or viewing
direction for each camera in a constituent array camera. Similarly, the material from
which the lens elements are formed may be chosen to achieve a desired field of view
and/or viewing direction. Note that, generally speaking, as the field of view narrows, the
effective focal length increases. Thus, for example, where an array camera
configuration includes constituent array cameras having a constituent array camera with
a broad combined field of view and one with a narrow combined field of view, those two
array cameras may have different focal lengths. In some embodiments, a field flattener
footprint may be implemented to accommodate scenarios where the focal length is
small such that the imager array is disposed relatively close to the lens stack array. In a
number of embodiments, a constituent array camera incorporates an autofocus feature,
for example to accommodate large effective focal lengths. In many embodiments lens
stacks within a constituent array camera employ flint and crown elements to provide
sufficient achromatization effects

[0061] In many embodiments, the processor for the array camera configuration is
configured to be able to synchronize the capturing of images for each respective
constituent array camera. In this way, for example, corresponding image data from each
constituent array camera can be warped into a single viewpoint and interpolated to
construct an enhanced image. In many embodiments, depth estimates for pixels utilized
in the enhanced image can be utilized to create a depth map for the enhanced image.
Further, in numerous embodiments, the processor for the array camera configuration
can be directed by an image processing application to independently control each
constituent array camera in many respects. For example, each constituent array camera
can capture an image of a scene with a different exposure and gain with respect to
other constituent array cameras. Accordingly, the different array cameras can provide

image data that can be used to generate a high dynamic range image. Additionally, in
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many embodiments, one of the constituent array cameras can be instructed by the
processor to run in ‘binned’ mode. Binning can allow a constituent array camera to have
improved readout speeds and improved signal to noise ratios, although at the expense
of reduced spatial resolution. Accordingly, an array camera employing binning can be
better adapted at capturing images where there is a significant amount of motion. In
many embodiments of the invention, an array camera configuration can have a
constituent array camera operate in binned mode, while another constituent array
camera can operate normally. In this way, the array camera operating in binned mode
can obtain image data for fast moving objects within a scene, while another array
camera operating normally can capture image data with greater spatial resolution.

[0062] Although the figures corresponding to the discussion above depict two
constituent array cameras, it should be understood that array camera configurations can
include any number of constituent array cameras in accordance with embodiments of
the invention. For example, in some embodiments, an array camera configuration
includes three constituent array cameras, where at least one of the constituent array
cameras has a different combined field of view and/or viewing direction than at least
one of the other constituent array cameras. Image data captured by the constituent
array cameras may then be processed in any variety of ways in accordance with
embodiments of the invention. In several embodiments, constituent array cameras can
also be used in combination with one or more separate cameras. The depth map
generated by the constituent array camera(s) can be used to warp images synthesized
from image data captured by the constituent array camera(s) into the viewpoint of a
separate conventional camera and the image data interpolated. An array camera
configuration that includes constituent array cameras whereby one of the array cameras
has a combined field of view that is narrower and within that of a second array camera

is now discussed.
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Array Camera Confiqurations Implementing a Constituent Array Camera that Has a

Combined Field of View that Is Narrower and within that of a Second Constituent Array

Camera or Conventional Camera

[0063] In many embodiments, array camera configurations are provided that
implement a first constituent array camera and a second constituent array camera,
where the combined field of view of the first constituent array camera is narrower and
within the field of view of the second constituent array camera. In other embodiments, a
separate conventional camera having a broader field of view than the combined field of
view of the first constituent array camera is used in place of the second constituent
array camera. The first constituent array camera can thereby image that portion of a
scene within its field of view with greater sampling density relative to that of the second
constituent array camera. In this way, the processor of the array camera configuration
can aggregate image data obtained from the constituent array cameras, for example,
such that an enhanced image reflecting the broader second field of view but also having
a foveated region of the first field of view can be constructed. Similarly using these
principles, an ‘optical zoom’ feature can be achieved; i.e., the foveated region can be
magnified while still providing adequate resolution since that portion of the image is
higher in resolution. Note that this zoom feature can be achieved without having to
compromise the F#, which typically happens in legacy cameras employing conventional
magnification mechanics. In particular, legacy cameras typically rely on moving their
lens components to achieve a desired magnification. Thus, the changing of the lens
position changes the focal length, and, correspondingly, the F#. Accordingly, the
change in the F# may augment the light sensitivity. For example, when a lens is situated
in its position of maximum magnification, it can have a relatively large F# and thereby
lose significant light sensitivity. Accordingly, where a foveated region is relied on to
achieve a zoom function, as in accordance with embodiments of the invention, the
potential for the loss of light sensitivity can be avoided.

[0064] An array camera configuration that includes two constituent array cameras,
where the first constituent array camera has a combined field of view that is narrower
and within the combined field of view of the second constituent array camera is
illustrated in FIGS. 5A and 5B. In particular, FIG. 5A illustrates a schematic for the array
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camera configuration relative to an image that can be constructed from the image data
provided by the constituent array cameras of the array camera configuration.
Specifically, in the illustrated embodiment, the array camera configuration includes a
first constituent array camera 502 and a second constituent array camera 504. The first
constituent array camera 502 has a narrower combined field of view relative to the
second constituent array camera 504, and the combined field of view of the first
constituent array camera 502 is entirely encompassed within combined field of view of
the second constituent array camera 504. Accordingly, image data that is captured by
the array camera configuration can be used to produce an image 506, that has a
foveated region 508 that is achieved using image data obtained from the first
constituent array camera 502. Of course, the foveated region can have improved
characteristics in many respects and to any extent in accordance with embodiments of
the invention. Additionally, the foveated region can be produced with no or minimal MTF
fall off, and is thereby higher in quality. For example, since the first constituent array
camera typically includes lenses that are each adapted to resolve spectral bands, and
since it has a relatively narrow field of view, in many embodiments the MTF does not
degrade with field height. Processes for rendering enhanced images in accordance with
many embodiments of the invention can involve synthesizing images using image data
captured by each of the constituent array cameras. The process of synthesizing images
can involve generation of depth maps and the depth map of at least one of the
synthesized images can be used in combination of with calibrated warp data to apply
warps to the synthesize image to warp the image into the viewpoint of a second
synthesized image. Once the synthesized images are warped into the same viewpoint,
an interpolation process can be utilized to combine the image data and construct an
enhanced image. In other embodiments, any of a variety of processes for compositing
images synthesized from different viewpoints can be utilized as appropriate to the
requirements of specific applications.

[0065] FIG. 5B diagrams the capturing of image data for a scene of an AMC IMAX
theater. The first constituent array camera incorporates cameras having a field of view
of 24°, while the second constituent array camera incorporates cameras having a field

of view of 72°. The image 516 can be developed by synthesizing images using the
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image data captured by each of the first and second constituent array cameras. One of
the images can then be warped into the viewpoint of the other image using a depth map
generated during the image synthesis process and calibrated warp information. The
image 516 reflects the broader combined field of view of the second constituent array
camera but also has a foveated region 518 that reflects the greater angular precision
with which the first constituent array camera samples the scene. Because the foveated
region can be constructed at a higher resolution, the foveated region can be magnified
while still retaining sufficient resolution. In the illustrated embodiment, it is depicted that
the foveated region can be zoomed at 3x. In this way, the array camera configuration
provides an optical zoom that has no moving parts. This type of optical zoom can be
advantageous relative to conventional zoom mechanisms (i.e. relying on moving lens
positions) insofar as optical zoom techniques allow for a significant height advantage
relative to what can be achieved using conventional mechanical zoom mechanisms. Of
course, it should be understood that the foveated region can have a greater resolution
to any extent, and can thereby be magnified to any extent, in accordance with
embodiments of the invention.

[0066] It should of course be understood that these techniques can be applied in any
suitable way in accordance with embodiments of the invention. For example, in some
embodiments, an array camera configuration includes multiple constituent array
cameras, whereby: a first constituent array camera has a relatively broad combined field
of view; and multiple other constituent array cameras have combined fields of view that
are narrower and within that of the first constituent array camera. Accordingly, image
data provided by the constituent array cameras can be synthesized to produce an
image reflecting the broad combined field of view first constituent array camera, but also
having multiple foveated regions corresponding to the image data provided by the
multiple other constituent array cameras. In some embodiments, several of the ‘multiple
other constituent array cameras that have narrower combined fields of view' have
combined fields of view that are adjacent such that an image can be synthesized that
has a larger foveated region corresponding with the narrower, but adjacent, combined
fields of view. Alternatively, the foveated region can sample the scene at even higher

angular precision due to the narrower combined fields of view of each of the constituent
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array cameras that contribute to the foveated region. In addition, many array camera
configurations use at least one constituent array camera to capture image data that is
used to provide a foveated region within an image captured by a single conventional
camera with a wider field of view than the combined field of view of the constituent array
camera(s). In several embodiments, the array camera configuration includes at least
one conventional camera having a field of view that is narrower than the fields of view of
cameras in at least one constituent array camera. Image data captured by the at least
one conventional camera can be utilized in combination with image data captured by
the at least one constituent array camera to synthesize an image having a wider field of
view than the fields of view of the at least one conventional camera and with a foveated
region having the angular resolution of the image data captured by the cameras in the
at least one constituent array camera.

[0067] Moreover, in many embodiments, adaptive optical elements — such as those
discussed in U.S. Patent Application No. 13/650,039, incorporated by reference above —
are included within at least one constituent array camera. The inclusion of adaptive
optical elements can greatly increase the versatility of an array camera configuration.
For example, in many embodiments, the inclusion of adaptive optical elements within a
constituent array camera can allow it to have a field of view that is controllable. In
particular, as more thoroughly discussed in U.S. Patent Application No. 13/650,039,
adaptive optical elements can allow constituent cameras to shift their central viewing
direction. Thus, in some embodiments, array camera configurations include two
constituent array cameras, where a first constituent array camera has a combined field
of view that is narrower and within that of a second constituent array camera, and the
first constituent array camera further includes adaptive optical elements that can allow
its central viewing direction to be shifted. Accordingly, these configurations can produce
images whereby the positioning of the foveated region can be controlled by adjusting
the central viewing direction of the first constituent array camera. Of course, adaptive
optical elements can be included in array camera configurations to achieve any number
of functions in accordance with embodiments of the invention. Thus, it should be
understood that the above discussion regarding the inclusion of adaptive optical

elements is meant to be illustrative and not comprehensive.
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[0068] Array camera configurations that include multiple constituent array cameras,
where the combined fields of view of the constituent cameras are adjacent are now
discussed.

Array Camera Confiquration Implementing Constituent Array Cameras and/or

Constituent Cameras with Adjacent Viewing Directions

[0069] In many embodiments, array camera configurations are provided that
implement a first constituent array camera and a second constituent array camera,
where the viewing direction of the first constituent array camera is adjacent that of the
second constituent array camera so that the first and second constituent array cameras
have fields of view that are adjacent and at least partially overlapping beyond at least a
certain distance. In several embodiments, the first constituent array camera has a
combined field of view that is adjacent the field of view of a constituent camera. In
effect, each constituent array camera or constituent camera can thereby provide image
data with respect to a portion of a scene such that the aggregated image data can be
used to construct an image that encompasses the portion of the scene sampled by the
combined fields of view of all of the cameras in the array camera configuration. In other
words, the images that can be produced by each constituent array camera can be
‘stitched’ to form an image that reflects the viewing directions of the constituent array
cameras and/or constituent cameras. In effect, because each constituent array camera
or constituent camera captures image data with respect to a smaller field of view (e.g.,
each constituent array camera images a portion of a scene as opposed to the entire
scene), each constituent array camera or constituent camera can capture image data
with relatively greater sampling density. Hence, the image data can thereby be used to
produce an enhanced image. In embodiments where constituent cameras are utilized,
depth information may only be available for the portion of the scene imaged by
constituent array cameras. The depth information can then be used to warp an image
synthesized using image data captured by the constituent array camera into the
viewpoint of another image using a calibrated warp and the images combined using
processes including (but not limited to) interpolation. In a number of embodiments, a

constituent array camera has a field of view that images a central portion of a scene and

-31-



WO 2015/081279 PCT/US2014/067740

constituent cameras located on either side of the constituent array camera image
portions of the scene adjacent the central portion of the scene. In this way, depth
information is available with respect to objects within the center of the combined field of
view of the array camera configuration. In other embodiments, any of a variety of array
camera configurations combining constituent array cameras and/or constituent cameras
with adjacent fields of view can be utilized as appropriate to the requirements of specific
applications.

[0070] An array camera configuration that includes two constituent array cameras,
where a first constituent array camera has a viewing direction that is adjacent that of a
second constituent array camera is illustrated in FIGS. 6A and 6B. In particular, FIG. 6A
illustrates a schematic for an array camera relative to an image that can be constructed
from the image data provided by the array camera configuration. Specifically, in the
illustrated embodiment, the array camera configuration includes a first constituent array
camera 602 and a second constituent array camera 604. The first constituent array
camera 602 has a viewing direction so that the combined field of view is adjacent that of
the second constituent array camera 604. Accordingly, image data that is captured by
the array camera configuration can be used to produce an image 606, that spans the
fields of view of both the first constituent array camera 602 and the second constituent
array camera 604. Accordingly, image data from the constituent array cameras 602 and
604 is used to construct the respective halves, 608 and 610, of the image 606. As can
be inferred from the above discussion, each constituent array camera can thereby
image a respective portion of the scene with relatively greater sampling density (due to
larger magnification -i.e., a smaller part of object is mapped onto same sensor area),
since each constituent camera images only that respective portion of the scene, and not
the entire scene (as is the case when a scene is imaged using a single array camera).
In this way, the sampling density of the image data can be relatively increased. The
image data captured by the constituent array cameras can then be utilized to perform
depth estimation using any of the techniques described above in U.S. Patent No.
8,619,082 and the image data can also be utilized to fuse image data from different
color channels and/or synthesize higher resolution images using techniques similar to
those described in U.S. Patent Publication No. 2012/0147205, the relevant disclosures
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from which are incorporated by reference separately above. One of the synthesized
images can then be warped into the viewpoint of the second synthesized image using
one or both of the depth maps of the synthesized images and calibrated warp
information. Synthesized images warped into the same viewpoint can be combined
using processes including (but not limited) interpolation.

[0071] FIG. 6B diagrams the capturing of image data for a scene of an AMC IMAX
theater corresponding with the image seen in FIG. 5B. The first constituent array
camera captures image data corresponding with the right half of the image, while the
second constituent array camera captures image data corresponding with the left half of
the image. The image is then constructed by synthesizing images with respect to each
half of the scene, warping one of the images into the viewpoint of the other information
using a depth based calibrated warp, and then combining the images using a process
such as (but not limited to) Poisson blending. Because the sampling density is relatively
greater, a higher quality image can be produced using techniques including (but not
limited to) synthesizing images using each constituent array camera and performing
image stitching. As can readily be appreciated, the processes described herein are not
limited to stitching two images. Any number of images that can be warped into the
same viewpoint can be mosaicked as appropriate to the requirements of specific
applications.

[0072] Examples of configuration parameters that can be used to implement array
camera configurations in accordance with embodiments of the invention is now

discussed below.

Sample Camera Parameters

[0073] The optics of the above-described configurations can be implemented with
any of a variety of parameters in accordance with embodiments of the invention. For
example, in one embodiment, the optics of a constituent array camera that provides a
relatively narrow combined field of view (i.e. a telephoto lens) include the following
parameters: an f-stop of F/3.0; an effective focal length of 4.7 mm; a full diagonal field of
view of 26°; TTL of 5.0 mm; an ENPD of 1.7 mm; and an image circle diameter of 2.2

mm. In several embodiments, achromatization is achieved by using a crown material as
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the positive (focusing) first element on the first substrate’s front surface and a flint-
equivalent as the second element on the first substrate’s backside, which can be of
negative power. In many embodiments, an image sensor that has a 400um AF32 with a
42 um air gap. A field flattener may be directly replicated on the cover glass substrate.
In some instances, the field flattener is implemented at the wafer scale. In many cases,
a COB process could be applied where the full lens stack is integrated onto the image
sensor without CG. In this way, the field flattener substrate can serve as a CG. In some
embodiments, Forbes aspheres lens surface types are implemented. Although the
above described technique can utilize wafer level optics, any suitable technique can be
used to construct lenses — for example, injection molding techniques can be used

[0074] Thus, in one embodiment, a telephoto lens implemented in a constituent array
camera exploits injection molding techniques and includes the following parameters: an
f-stop of F/2.8; an effective focal length of 4.68 mm; a full diagonal field of view of 26°;
TTL of 5 mm; an ENPD of 1.7 mm; and an image circle diameter of 2.2 mm. In many
embodiments, typical plastic injection molding material basis is used, for example
ZEONEX E48R as the crown, polycarbonate as the flint. Of course, other material
combinations can be used. In several embodiments, achromitization is achieved by
using a crown material, such as ZEONEX E48R, as the positive (focusing) first element
and a flint-equivalent of negative power. In many embodiments, a sensor package is
used where the monolithic plastic field flattener also serves as the sensor CG, which
can allow the field flattener to be comparatively thick. In some embodiments, an
APTINA CSP is used as the image sensor, which has a 400um AF32 with a 42 um air
gap. In some cases, a COB process could be applied where the full lens stack is
integrated onto the image sensor without CG. In some embodiments, Forbes aspheres
lens surface types are implemented. Of course, although several parameters are
discussed, it should be understood that constituent array cameras in accordance with
various embodiments of the invention can be implemented in any number of different
ways. For example, although the above-described technique regards the utilization of
injection molding — lenses may also be constructed using wafer level optics in
accordance with embodiments of the invention (as described previously). Note also that

although the above-described parameters are directed to telephoto lenses, any type of
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optics may be implemented using the above-described techniques to implement
constituent array cameras in accordance with embodiments of the invention. For
example, wide angle lenses may be fabricated using the described techniques. Also,
the optics for constituent array cameras having viewing directions that are suitable for
image stitching may be fabricated.

[0075] In one embodiment, the optics of a constituent array camera that is meant to
capture an image that can be stitched with other images includes the following
parameters: an F-stop of F/3; an effective focal length of 2.1 mm; a full diagonal field of
view of 54.3°; a TTL of 2.25 mm; an ENPD of .7 mm; and an image circle diameter of
2.2 mm. As before, typical plastic injection molding material basis can be used where
the optics are fabricated using injection molding techniques, for example ZEONEX
E48R as the crown, polycarbonate as the flint. Of course, other material combinations
can be used. Also, achromitization can be achieved by using a crown material, such as
ZEONEX E48R, as the positive (focusing) first element and a flint-equivalent of negative
power. And again, a sensor package can be used where the monolithic plastic field
flattener also serves as the sensor CG, which can allow the field flattener to be
comparatively thick. For example, an APTINA CSP can be used as the image sensor,
which has a 400um AF32 with a 42 um air gap. In some cases, a COB process could
be applied where the full lens stack is integrated onto the image sensor without CG. In
some embodiments, Forbes aspheres lens surface types are implemented.

[0076] Of course, it should be understood that although particular techniques are
described above, any suitable techniques can be used to implement the constituent
array cameras in accordance with embodiments of the invention.

[0077] Moreover, although certain examples of array camera configurations have
been discussed, the above configurations should not be construed as limiting. For
instance, although FIGS. 4-6B corresponding to the above discussion illustrate array
camera configurations having two constituent array cameras, it should be understood
that array camera configurations can include more than two constituent array cameras
in accordance with embodiments of the invention. Further, the fields of view and/or
viewing directions provided by constituent array cameras can be distinct in any number

of ways. For example, in some embodiments, the viewing directions provided by the
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constituent array cameras partially overlap, but also include areas of a scene not within
the viewing direction of another constituent array camera. Moreover, image data
obtained by the constituent array cameras can be processed in any number of ways in
accordance with embodiments of the invention, and is not restricted to providing an
image with a foveated region, or providing an image that spans the viewing direction of
all constituent array cameras. In addition, array camera configurations in accordance
with many embodiments of the invention can incorporate one or more conventional
array cameras as appropriate to the requirements of specific applications. The
processing of image data captured by array camera configurations in accordance with

various embodiments of the invention in alternate ways is now discussed below.

Auto Calibration

[0078] Similar to the stereo array cameras disclosed in U.S. Patent Application No.
61/798,673, entitled “Systems and Methods for Stereo Imaging with Camera Arrays” to
Venkataraman et al., incorporated by reference above, array camera configurations
having constituent array cameras that each have a distinct combined field of view
and/or viewing direction can process image data to determine the distance between
constituent array cameras in accordance with embodiments of the invention. In
particular, pixels in a first constituent array camera corresponding with objects in a
scene that have corresponding pixels in a second constituent array camera can be
cross-correlated to determine the distance between the two constituent array cameras.
In some embodiments, depth information is computed using image data provided by
each constituent array camera; then, by cross-correlating either the pixels of two
constituent array cameras or the depths calculated by the two array cameras, the
baseline distance between the two array cameras can be determined.

[0079] Note that the depth information calculated by a single constituent array
camera often may have some degree of error due to noise, nonlinearities or
manufacturing defects in the lenses of the cameras, and/or other factors. The error can
manifest in statistical variations in the depths calculated by the constituent array
camera. By correlating the depths calculated by one constituent array camera in an

array camera configuration with the depths calculated by the second constituent array
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camera and/or depths calculated using images constructed using the image data from
one constituent array camera together with images constructed from a second
constituent array camera, an estimate can be made of the most likely baseline distance
between the two constituent array cameras. Using the calculated baseline distance, the
array camera configuration can calculate (or recalculate) depth information to a higher
precision for any object that is visible to multiple constituent array cameras in the
configuration, such as by the processes outlined in U.S. Patent Application No.
61/798,673.

[0080] Using image data provided by the array camera to the processor, array
camera configurations can further enhance parallax computations, and this is discussed

below.

Unified Parallax Computation

[0081] Similar to the configurations disclosed in U.S. Patent Application No.
61/798,673, incorporated by reference above, in many embodiments of the invention,
an array camera configuration having at least one constituent array camera that has a
combined field of view and/or viewing direction that overlaps with that of at least one
other constituent array camera (or conventional camera) can facilitate parallax disparity
calculations. In some embodiments, parallax computations are first performed in a first
constituent array camera, thereby determining depth of certain objects within a scene.
Accordingly, with the depths of certain objects of the scene within the combined field of
view of a second constituent array camera, the depth information can be used to
accelerate the parallax computations for the second constituent array camera. Parallax
calculations can be performed using processes such as those disclosed in U.S. Patent
Application Serial No. 13/972,881 incorporated by reference above. As also elaborated
in U.S. Patent Application No. 61/798,673, when pixels and/or objects have a depth that
was already calculated by a first constituent array camera, the search for similar pixels
in image data captured by the second constituent array camera can use the depth
information for the same pixel/object as a starting point and/or to limit the search to the
“‘expected” portions of the image as predicted by the existing depth information. In

several embodiments, the pixel/object can be correspondingly identified in images
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captured by the second constituent array camera such that the existing depths can be
applied to the proper pixel/object, even when the corresponding pixel/object is not in the
same location within the image(s).

High Resolution Image Synthesis

[0082] The image data in low resolution images corresponding with image data
captured by a constituent array camera can be used to synthesize a high resolution
image using super-resolution processes such as those described in U.S. Patent
Application Serial No. 12/967,807 entitled “Systems and Methods for Synthesizing High
Resolution Images Using Super-Resolution Processes” to Lelescu et al., incorporated
by reference above, in accordance with embodiments of the invention. A super-
resolution (SR) process can be utilized to synthesize a higher resolution (HR) 2D image
or a stereo pair of higher resolution 2D images from the lower resolution (LR) images
captured by an array camera. The terms high or higher resolution (HR) and low or lower
resolution (LR) are used here in a relative sense and not to indicate the specific
resolutions of the images captured by the array camera.

[0083] Similarly to the disclosure of U.S. Patent Application 61/798,673, incorporated
by reference above, an array camera configuration that includes multiple constituent
array cameras, with each array camera having a field of view that is distinct from
another constituent array camera, may be used to further enhance the super-resolving
process in accordance with embodiments of the invention. While the relatively large
baseline distance between two constituent array cameras could result in relatively larger
occlusion zones (where parallax effects block some content that is captured in one
camera from being captured in another camera), in other visible areas the cameras from
the two arrays would enhance the final achieved solution. Preferably, each array
camera is complete in its spectral sampling and utilizes a r color filter pattern so that the
image that is synthesized using a constituent array camera is devoid of parallax artifacts
in occlusion zones. In other embodiments, a separate super-resolution process is
performed with respect to the image data captured by each constituent array camera
and then calibrated warps based upon depth information utilized to shift all of the high

resolution images into a common viewpoint. The combined images can then be
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interpolated to form a high resolution image using the image data captured by all of the

constituent array cameras and/or conventional cameras.

High-Resolution Depth Map
[0084] Similarly to the disclosure of U.S. Patent Application 61/798,673, incorporated

by reference above, an array camera configuration that includes multiple constituent

array cameras, where at least one constituent array camera has a combined field of
view different from that of at least one other constituent array camera, can be used to
generate a high resolution depth map whose accuracy is determined by the baseline
separation distance between the two constituent array cameras. Depth maps can be
generated by any of a variety of processes including those disclosed in U.S. Patent
Application Serial No. 13/972,881 incorporated by reference above. As explained in
U.S. Patent Application Serial No. 61/798,673, the accuracy of depth measurement by
an array camera is reduced at further distances from the camera. However, by using
image data from two constituent array cameras separated by a baseline distance, the
accuracy of depth measurements can be improved in relation to the baseline separation

distance.

Near-Field and Far-Field Stereo
[0085] Similarly to the disclosure of U.S. Patent Application 61/798,673, incorporated

by reference above, in many embodiments, an array camera configuration having a

plurality of constituent array cameras can generate depth information about a scene,
irrespective of whether objects in the scene are within the combined field of view of at
least two constituent array cameras. For example, depth information for objects that are
only within the field of view of a single constituent array camera can still be computed as
image data from the corresponding constituent array camera can be used to construct
images of the object from different perspectives.

[0086] |Image data may also be used to generate images having virtual viewpoints in
accordance with embodiments of the invention. Processes for generating virtual
viewpoints for stereo vision in accordance with embodiments of the invention are

disclosed in U.S. Provisional Patent Application Serial No. 13/972,881 entitled “Systems
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and Methods for Parallax Detection and Correction in Images Captured Using Array
Cameras that Contain Occlusions using Subsets of Images to Perform Depth
Estimation” to Venkataraman et al., filed August 21, 2013, the disclosure of which is
hereby incorporated by reference in its entirety (above). In essence, virtual views that
incorporate information from multiple cameras, and by extension multiple constituent
array cameras, can be synthesized anywhere along epipolar lines connecting the
centers of any two cameras (or constituent array cameras). For instance, where an
array camera configuration includes a first constituent array camera having a field of
view that is narrower and within that of a second constituent array camera, a virtual
viewpoint can be synthesized that aggregates image data from the first and second
constituent array camera; note that in many such instances, the field of view reflected
the virtual viewpoint will have dimensions akin to those of first constituent array camera
(i.e. the constituent array camera having the narrower field of view).

[0087] Although certain methods for processing image data has been described, it
should be understood that image data obtained from constituent array cameras can be
processed in any number of ways in accordance with embodiments of the invention. For
example, the image data can be used to construct stereoscopic images of a scene.
Furthermore, constituent array cameras can be implemented using subsets of cameras
within an array. In addition, a conventional camera can be surrounded by cameras
forming a constituent array having different fields of view and/or viewing directions as
appropriate to the requirements of specific applications. Therefore, the layout of
cameras in an array camera configuration should not be restricted to separate and
distinct grids of cameras and/or separate and distinct conventional cameras. More
generally, although the present invention has been described in certain specific aspects,
many additional modifications and variations would be apparent to those skilled in the
art. It is therefore to be understood that the present invention may be practiced
otherwise than specifically described. Thus, embodiments of the present invention

should be considered in all respects as illustrative and not restrictive.
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WHAT IS CLAIMED IS:

1. An array camera configuration, comprising:
at least two constituent array cameras, where each constituent array camera
comprises:

a plurality of cameras, where each camera comprises optics that form an
image on a focal plane defined by an array of pixels that capture image data and
have fields of view that form a combined field of view for the constituent array
camera;

wherein each of the at least two constituent array cameras differ with
respect to at least one of combined field of view and viewing direction;

a processor;
memory containing an image processing application and calibrated warp data;
wherein the image processing application directs the processor to:

for each of the at least two constituent array cameras:

obtain image data from the cameras in the constituent array
camera;

generate a depth map using the image data captured by the
cameras in the constituent array camera; and

synthesize an image using the image data captured by the cameras
in the constituent array camera and the depth map;

construct an enhanced image using the image data obtained from the
cameras in the at least two constituent array cameras by:

warping at least a first of the synthesized images into a viewpoint of
a second of the synthesized images using a depth map for the first of the
synthesized images and calibrated warp data; and

blending the at least a first of the synthesized images warped into
the viewpoint of the second of the synthesized images and the second of
the synthesized images to create the enhanced image.
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2. The array camera configuration of claim 1, wherein the plurality of
cameras in a first constituent array camera have fields of view that are narrower than
and within the fields of view of the plurality of cameras in a second constituent array

camera.

3. The array camera configuration of claim 2, wherein the plurality of
cameras in the first constituent array camera capture image data at a higher angular
resolution than the image data captured by the plurality of cameras in the second

constituent array camera.

4. The array camera configuration of claim 2, wherein the plurality of
cameras in the first constituent array camera have optics with larger magnification than

the optics of the cameras in the second constituent array camera.

5. The array camera configuration of claim 4, wherein:

the plurality of cameras in the first constituent array camera include telephoto
lenses;

the plurality of cameras in the second constituent array camera include wide
angle lenses; and

the telephoto lenses have higher angular resolution and contrast and longer focal
lengths than the wide angle lenses.

6. The array camera configuration of claim 2, wherein the optics of the
cameras in the first constituent array camera include at least one adaptive optical
element enabling the independent adjustment of the focal length of the camera.

7. The array camera configuration of claim 2, wherein the optics of the
cameras in the first constituent array camera include at least one adaptive optical
element that can enable the lateral shifting of the centration of the refractive power
distribution of the at least one adaptive optical element.

42-



WO 2015/081279 PCT/US2014/067740

8. The array camera configuration of claim 2, wherein the enhanced image
has a field of view of the image synthesized using the image data captured by the
second constituent array camera and includes a foveated high resolution region with an
angular resolution of the image synthesized from the image data captured by the first

constituent array camera.

9. The array camera configuration of claim 1, wherein the image processing
application directs the processor to synthesize an image using the image data captured
by the cameras in the constituent array camera and a depth map by performing a super-
resolution process to synthesize a high resolution image using image data captured by
the cameras in the constituent array camera and the depth map generated using the
image data.

10.  The array camera configuration of claim 1, wherein:

a first constituent array camera has a first viewing direction and a first combined
field of view; and

a second constituent array camera has a second viewing direction and a second
combined field of view, where the first and second combined fields of view are partially
overlapping beyond a specific object distance.

11.  The array camera configuration of claim 10, wherein the image processing
application further directs the processor to generate a depth map for the enhanced
image using the depth maps generated using the image data captured by each of the

first constituent array camera and the second constituent array camera.

12. The array camera configuration of claim 1, wherein cameras in a

constituent array camera have different imaging characteristics.

13. The array camera configuration of claim 1, wherein at least one of the
plurality of constituent array cameras includes a M x N array of cameras.
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14. The array camera configuration of claim 1, wherein at least one of the
plurality of constituent arrays comprises an array camera module including an array of
lens stacks forming separate apertures and an imager array including an array of focal
planes, where each lens stack forms an image on a corresponding focal plane.

15.  The array camera configuration of claim 1, wherein different cameras in at
least one of the plurality of constituent array cameras capture images of different
portions of the light spectrum.

16.  The array camera configuration of claim 15, wherein the lens stacks of the

different cameras differ based upon the portion of the spectrum imaged by the camera.

17. The array camera configuration of claim 16, wherein at least one lens

element in the lens stacks of the different cameras have a surface with different shapes.

18. The array camera configuration of claim 16, wherein at least one lens
element in the lens stacks of the different cameras are constructed from different

materials.

19. The array camera configuration of claim 15, wherein different types of

cameras in a constituent array camera are located on either side of a reference camera.

20. An array camera configuration, comprising:
at least two constituent array cameras, comprising:

a first constituent array camera comprising a plurality of cameras, where
each camera comprises: optics that form an image on a focal plane defined by
an array of pixels that capture image data; and have fields of view that form a
first combined field of view in a first viewing direction;

a second constituent array camera comprising a plurality of cameras,
where each camera comprises: optics that form an image on a focal plane
defined by an array of pixels that capture image data; and have fields of view that
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form a second combined field of view in a second viewing direction;
wherein the plurality of cameras in the first constituent array camera have
fields of view that are narrower than and within the fields of view of the plurality of
cameras in the second constituent array camera;
wherein the plurality of cameras in the first constituent array camera
capture image data at a higher angular resolution than the image data captured
by the plurality of cameras in the second constituent array camera;
a processor;
memory containing an image processing application and calibrated warp data;
wherein the image processing application directs the processor to:
obtain image data from the cameras in the first and second constituent
array cameras;
generate separate depth maps using the image data captured by each of
the first and second constituent array cameras; and
synthesize separate high resolution images by performing a super-
resolution process using the image data captured by each of the first and second
constituent array cameras and the depth maps generated using the image data
captured by each of the first and second constituent array cameras; and
construct an enhanced image using the two synthesized images and the
depth maps used to synthesize images by:
warping a first of the synthesized images into a viewpoint of a
second of the synthesized images using the depth map used to synthesize
the first of the synthesized images and calibrated warp data; and
blending the first of the synthesized images warped into the
viewpoint of the second of the synthesized images and the second of the
synthesized images to create the enhanced image;
wherein the enhanced image has a field of view of the image
synthesized using the image data captured by the second constituent
array camera and includes a foveated high resolution region with an
angular resolution of the image synthesized from the image data captured

by the first constituent array camera.
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FIG. 4B
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