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DESCRIPTION

SYSTEMS AND METHODS FOR SELECTING A TRANSPORT MECHANISM FOR
COMMUNICATION IN A NETWORK

TECHNICAL FIELD

The present invention relates generally to computers and computer-related technology.
More specifically, the present invention relates to systems and methods for selecting a transport

mechanism for communication in a network.

BACKGROUND ART

Computer and communication technologies continue to advance at a rapid pace.
Indeed, computer and communication technologies are involved in many aspects of a person’s
day. For example, many devices being used today by consumers have a small computer inside
of the device. These small computers come in varying sizes and degrees of sophistication. These
small computers include everything from one microcontroller to a fully-functional complete
computer system. For example, these small computers may be a one-chip computer, such as a
microcontroller, a one-board type of computer, such as a controller, a typical desktop computer,
such as an IBM-PC compatible, etc. '

Computers typically have one or more processors at the heart of the computer. The
processor(s) usually are interconnected to different external inputs and outputs and function to
manage the particular computer or device. For example, a processor in a thermostat may be
connected to buttons used to select the temperature setting, to the furnace or air conditioner to
change the temperéture, and to temperature sensors to read and display the current temperature
on a display.

Many appliances, devices, etc., include one or more small computers. For example,
thermostats, fumaces, air conditioning systems, refrigerators, telephones, typewriters,
automobiles, vending machines, and many different types of industrial equipment now typically

have small computers, or processors, inside of them. Computer software runs the processors of
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these computers and instructs the processors how to carry out certain tasks. For example, the
computer software running on a thermostat may cause an air conditioner to stop running when a
particular temperature is reached or may cause a heater to turn on when needed.

These types of small computers that are a part of a device, appliance, tool, etc., are .
often referred to as embedded devices or embedded systems. (The terms "embedded device"
and "embedded system" will be used interchangeably herein.) An embedded system usually
refers to computer hardware and software that is part of a larger system. Embedded systems
may not have typical input and output devices such as a keyboard, mouse, and/or monitor.
Usually, at the heart of each embedded system is one or more processor(s).

A lighting system may incorporate an embedded system. The embedded system may
be used to monitor and control the effects of the lighting system. For example, the embedded
system may provide controls to dim the brightness of the lights within the lighting system.
Alternatively, the embedded system may provide controls to increase the brightness of the lights.
The embedded system may provide controls to initiate a specific lighting pattem among the
individual lights within the lighting system. Embedded systems may be coupled to individual
switches within the lighting system. These embedded systems may instruct the switches to
power up or power down individual lights or the entire lighting system. Similarly, embedded
systems may be coupled to individual lights within the lighting system. The brightness or power
state of each individual light may be controlled by the embedded system.

A security system may also incorporate an embedded system. The embedded system
may be used to control the individual security sensors that comprise the security system. For
example, the embedded system may provide controls to power up each of the security sensors
automatically. Embedded systems may be coupled to each of the individual security sensors.
For example, an embedded system may be coupled to a motion sensor. The embedded system
may power up the individual motion sensor automatically.and provide controls to activate the
motion sensor if motion is detected. Activating a moﬁon sensor may include providing
instructions to pbwer up an LED located within the motion sensor, output an alarm from the
output ports of the motion sensor, and the.like. Embedded systems may also be coupled to
sensors monitoring a door. The embedded system may provide instructions to the sensor

monitoring the door to activate when the door is opened or closed. Similarly, embedded systems
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may be coupled to sensors monitoring a window. The embedded system may provide
instructions to activate the sensor monitoring the window if the window is opened or closed.

Some embedded systems may also be used to control wireless products such as cell
phones. The embedded system may provide instructions to power up the LED display of the
cell phone. The embedded system may also activate the audio speakers within the cell phone to
provide the user with an audio notification relating to the cell phone.

Home appliances may also incorporate an embedded system. Home appliances may
include appliances typically used in a conventional kitchen, e.g., stove, refrigerator, microwave,
etc. Home appliances may also include appliances that relate to the health and well-being of the
user. For example, a massage recliner may incorporate an embedded system. The embedded
system may provide instructions to automatically recline the back portion of the chair according
to the preferences of the user. The embedded system may also provide instructions to initiate the
oscillating components within the chair that cause vibrations within the recliner according to the
preferences of the user.

Additional products typically found in homes may also incorporate embedded systems.
For example, an embedded system may be used within a toilet to control the level of water used
to refill the container tank. Embedded systems may be used within a jetted bathtub to control the
outflow of air.

As stated, embedded systems may be used to monitor or control many different
systems, resources, products, etc. With the growth of the Intemet and the World Wide Web,
embedded systems are increasingly connected to the Internet so that they can be remotely
monitored and/or controlled. Other embedded systems may be connected to computer networks
including local area networks, wide area networks, etc. As used herein, the term "computer
network” (or simply "network") refers to any system in which a series of nodes are
interconnected by a communications path. The term "node" refers to any device that may be
connected as part of a computer network. An embedded system may be a network node. Other
examples of network nodes include computers, personal digital assistants (PDAs), cell phones,
etc.

Some embedded systems may provide data and/or services to other computing

devices using a computer network. Many different kinds of services may be provided. Some
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examples of services include providing temperature data from a location, providing surveillance
data, providing weather information, providing an audio stream, providing a video stream, etc.

Nodes may be interconnected so as to form a peer-to-peer network. A peer-to-peer
computer network is a network that relies on the computing power and bandwidth of the
participants in the network rather than concentrating it in a relatively few number of servers.
Peer-to-peer networks are typically used for connecting nodes via largely ad hoc connections.

Nodes within a computer network may be configured to send messages to other nodes
via a connection-based protocol, such as TCP/IP. Connection-based protocols may provide
reliable delivery of packets from sender to receiver. Accordingly, if a connection-based protocol
is used to send messages to network nodes, it is generally possible to achieve a high quality of
service. '

As an altemnative to sending messages via a connection-based protocol, at least some
nodes may be configured to send messages to other network nodes using multicast technology.
Within the context of computer networks, the term "multicasting” refers to the process of
sending a message simultaneously to more than one node on the netwbrk. Multicasting is
different from broadcasting in that multicasting means sending a message to specific groups of
nodes within a network, whereas broadcasting implies sending a message to all of the nodes on
the network.

Under some circumstances, it may be preferable to send messages to other network
nodes via a connection-based protocol. However, under other circumstances, it may be
preferable to send messages to other network nodes via multicast. Benefits may be realized by
improvements related to the way in which nodes select an appropriate transport mechanism (i.e.,
either a connection-based protocol or multicast) for communication in a network, such as a

peer-to-peer network.

DISCLOSURE OF INVENTION

Systems and methods for selecting a transport mechanism for communication in a network,
such as a peer-to-peer network, are disclosed. In an exemplary embodiment, a publisher node in
a network determines how many subscriber nodes in the network have subscribed to receive

notification messages about data that is maintained by the publisher node. The publisher node



10

15

20

25

30

WO 2007/069346 _ PCT/JP2006/302416

5

also determines how many available connections the publisher node is configured to support. If
the number of available connections exceeds the number of subscribers, the publisher node
sends the notification messages to tj'ne subscriber nodes via a connection-based protocol (e.g.,
TCP/IP). If the number of subscriber nodes exceeds the number of available connections, the
publisher node sends the notification messages to the subscriber nodes via multicast.

If the publisher node sends the notification messages to the subscriber nodes via
multicast, the publisher node may receive one or more connection requests from subscribers that
may be depending on reliably receiving the notification messages from the publisher. When the
publisher node receives a connection request from a subscriber node, the publisher node may
determine whether it is configured to support at least one additional connection. If it is, the
publisher node may accept the connection request. If the publisher node is not configured to
support at least one additional connection, the publisher node may determine whether the
requesting subscriber node's quality of service requirement is greater than at least one presently
connected subscriber node's quality of service requirement. If it is, the publisher node may
terminate a current connection of a subscriber node that has a lower quality of service
requirement than the requesting subscriber node, and open a connection to the requesting
subscriber node.

If the publisher node is sending notification messages via a connection-based protocol,
at some point the number of subscriber nodes that request connections to the publisher node
may exceed the number of available connections. If this occurs, the publisher node may switch
from sending the notification messages via the connection-based protocol to sending the

notification messages via multicast.

BRIEF DESCRIPTION OF THE DRAWINGS

.Exemplary embodiments of the invention will become more fully apparent from the following

description and appended claims, taken in conjunct.ion with the accompanying drawings.
Understanding that these drawings depict only exemplary embodiments and are, therefore, not
to be considered limiting of the invention’s scope, the exemplary embodiments of the invention
will be described with additional specificity and detail through use of the accompanying
drawings in which:
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Figure 1 is a block diagram that illustrates a system for selecting an appropriate

transport mechanism for communication between nodes in a computer network according to an
embodiment;

Figure 2 is a flow diagram that illustrates how a publisher may determine whether to
use a connection-based protocol or multicast to send notification messages to subscribers
according to an embodiment;

Figure 3 is a flow diagram that illustrates the operation of a subscriber according to an
embodiment when a publisher begins sending notification messages via multicast;

Figure 4 is a flow diagram that illustrates the operation of a publisher according to an
embodiment in response to receiving a connection request from a subscriber;

Figure 5 is a block diagram that illustrates various functional components within a
publisher according to an embodiment;

Figure 6 is a block diagram that illustrates various functional components within a
subscriber according to an embodiment;

Figure 7 is a block diagram of hardware components that may be used in an
embedded system that is configured according to an embodiment;

Figure 8 illustrates an exemplary lighting system in which the present systems and
methods may be implemented;

Figure 9 illustrates an exemplary security system in which the present systems and
methods may be implemented; and

Figure 10 illustrates an exemplary home controller system in which the present

systems and methods may be implemented.

BEST MODE FOR CARRYING OUT THE INVENTION

Various embodiments of the invention are now described with reference to the
Figures, where like refereﬁce numbers indicate identical or functionally similar elements. The
embodiments of the present invention, as generally described and illustrated in the Figures
herein, could be arranged and designed in a wide variety of different configurations. Thus, the
following more detailed description of several exemplary embodiments of the present invention,

as represented in the Figures, is not intended to limit the scope of the invention, as claimed, but
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is merely representative of the embodiments of the invention.

The word “exemplary” is used exclusively herein to mean “serving as an example,
instance, or illustration.” Any embodiment described herein as “exemplary” is not necessarily to
be construed as preferred or advantageous over other embodiments. While the various aspects
of the embodiments are presented in drawings, the drawings are not necessarily drawn to scale
unless specifically indicated.

Many features of the embodiments disclosed herein may be implemented as computer
software, electronic hardware, or combinations of both. To clearly illustrate this
interchangeability of hardware and software, various components will be described generally in
terms of their functionality. Whether such functionality is implemented as hardware or software
depends upon the particular application and design constraints imposed on the overall system.

Skilled artisans may implement the described functionality in varying ways for each particular

application, but such implementation decisions should not be interpreted as causing a departure

from the scope of the present invention.

Where the described functionality is implemented as computer software, such
software may include any type of computer instruction or computer executable code located
within a memory device and/or transmitted as electronic signals over a system bus or network.
Software that implements the functionality associated with components described herein may
comprise a single instruction, or many instructions, and may be distributed over several different
code segments, among different programs, and across several memory devices. |

Figure 1 is a block diagram that illustrates a system 100 for selecting an appropriate
transport mechanism for communication between nodes in a computer network according to an
embodiment. At least some of the nodes in the network may have data that is of interest to other
nodes in the network. For example, the network may include a temperature sensor, and at least
some other nodes in the network may be interested in being notified about the current
temperature that is detected by the temperature sensor. As another example, the network rﬁay
include a door sensor, and one or more other nodes in the network (e.g., an alarm system) may
be interested in being notified about whether the door is open or closed.

The data may be tagged with an identifier and a location. A node in the network may

subscribe to data on a given identifier, and may receive notification messages about data that
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shares its location. For example, suppose that node A is in locations L1 and 1.2, and that node B
is in locations L2 and L3. If node B publishes data D1 and node A subscribes to data D1, then
node A receives updates to D1.

As used herein, the term "publisher node" (or simply "publisher") refers to a node that
sends notification messages about data to one or more other nodes in the network. The term
"subscriber node" (or simply "subscriber") refers to a node that receives notification messages
about data from a publisher. The system 100 that is shown in Figure 1 includes a publisher 102.
The publisher 102 has data 106 for which there are several subscribers 104. The publisher 102
sends notification messages 108 about the data 106 to the subscribers 104.

The publisher 102 may send the notification messages 108 to the subscribers 104 via a
connection-based protocol, such as TCP/IP. Advantageously, connection-based protocols may
provide reliable delivery of packets from sender to receiver. Accordingly, if a connection-based
protocol is used, it is generally possible to achieve a high quality of service. However, one
disadvantage with connection-based protocols is that there may be a limited number of
connections that a publisher 102 is capable of supporting. If the data 106 is relevant to many
nodes within the network and there are many subscribers 104 for notification messages 108
about the data 106, it may be difficult for the publisher 102 to support connections to all of the
subscribers 104.

As an alternative to a connection-based protocol, the publisher 102 may send the
notification messages 108 to the subscribers 104 via multicast. Advantageously, if multicast is
used it may be possible to send notification messages 108 to a larger number of subscribers 104
than if a connection-based protocol were used. However, one disadvantage of multicasting is
that it is not always completely reliable. Notification messages 108 that are sent via multicast
may become lost during transmission and sometimes may not be delivered to at least some of
the subscribers 104. While this may not be a problem for some subscribers 104, for other
subscribers 104 it may be very important to receive each notification message 108 that is sent.
For example, it may be very important for an alarm system to be notified whenever a door
sensor detects a door being opened. If it is very important for a subscriber 104 to receive each
notification message 108 that is sent, then it is generally preferable for the subscriber 104 to

receive the notification messages 108 via a connection-based protocol.
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The system 100 shown in Figure 1 is configured to automatically determine an

appropriate transport mechanism (i.e., multicast or a connection-based protocol) between a
publisher 102 and any subscribers 104 that are interested in receiving notification messages 108
about the publisher's 102 data 106. At some point (e.g., when the publisher 102 begins sending
notification messages 108 to subscribers 104), the publisher 102 makes an initial determination
about whether to send the notification messages 108 via multicast or via a connection-based
protocol. If the publisher 102 is not capable of supporting connections to all of the subscribers
104, then the publisher 102 may send notification messages 108 via multicast. However, if the
publisher 102 is capable of supporting connections to all of the subscribers 104, then the
publisher 102 may choose to send notification messages 108 via a connection-based protocol.

Even if the publisher 102 begins sending notification messages 108 via multicast, one
or more of the subscribers 104 may determine that multicast does not provide sufficient quality
of service and may request connections from the publisher 102. If this occurs, the publisher 102
accepts as many connections as it is capable of supporting. Thus, in addition to sending
notification messages 108 via multicast, the publisher 102 may also send notification messages
108 via a connection-based protocol to a subset 112 of the subscribers 104 in the network.
Accordingly, it may occur that the publisher 102 may send notification messages 108 over both
multicast and a connection-based protocol. If the publisher 102 receives more connection
requests than it can support, then it determines which subscribers 104 receive connections based
on the degree of importance which the subscribers 104 have assigned to receiving the
notification messages 108 with a high quality of service. This will be discussed in greater detail
below.

Figure 2 is a flow diagram that illustrates how a publisher 102 may determine whether
to use a connection-based protocol or multicast to send notification messages 108 to subscribers
104 according to an embodiment. In accordance with the illustrated method 200, the publisher
102 obtains 202 data 106 which may be of interest to other nodes in the network.

The publisher 102 determines 204 how many subscribers 104 there are in the network
that have subscribed to receive notification messages 108 about the data 106. This determination
could be through a subscription protocol, where the publisher 102 notifies the potential
subscribers 104 on the network about the availability of the data 106, and subscribers 104
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respond indicating their interest in the data 106. Altematively, the subscribers 104 could query

the potential publishers 102 using multicast requesting a particular data 106. Using either
method the publisher 102 obtains a count of the total subscribers 104 in the network. Also, in
accordance with the illustrated method 200, the publisher 102 also determines 206 the number
of connections that the publisher 102 is capable of supporting.

The publisher 102 compares 208 the number of subscribers 104 (as determined in step
204) to the number of available connections (as determined in step 206). If the number of
subscribers 104 exceeds the number of available connections, then the publisher 102 sends 210
the notification messages 108 to the subscribers 104 via multicast. However, if the number of
subscribers 104 does not exceed the number of available connections, then the publisher 102
sends 212 the notification messages 108 to the subscribers 104 via a connection-based protocol,
such as TCP/IP. |

As indicated above, if the publisher 102 sends 210 notification messages 108 via
multicast, one or more of the subscribers 104 may determine that multicast does not provide
sufficient quality of service and may request connections from the publisher 102. If this occurs,
then in addition to sending notification messages 108 via multicast, the publisher 102 may also
send notification messages 108 via a connection-based protocol to some of the subscribers 104
in the network.

Figure 3 is a flow diagram that illustrates the operation of a subscriber 104 according
to an embodiment when a publisher 102 begins sending notification messages 108 via multicast.
The subscriber 104 first checks 302 whether or not a connection exists for the data 106 in the
notification 108. If a connection exists then the subscriber 104 ignores 304 the multicast
notification messages 108. Otherwise, in response to receiving 306 notification messages 108
via multicast, the subscriber 104 determines 308 whether multicast provides sufficient quality of
service. For example, if it is important for the subscriber 104 to reliably receive each notification
message 108 that is sent, then the subscriber 104 may determine that multicast does not provide
sufficient quality of service for its needs. However, if it is not important for the subscriber 104 to
reliably receive each notification message 108 that is sent, then the subscriber 104 may
determine that multicast provides sufficient quality of service for its needs.

In some embodiments, the subscriber 104 may maintain a quality of service (QOS)
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parameter for the data 106. The QOS parameter indicates how important it is for the subscriber

104 to reliably receive each notification message 108 that is sent. In some embodiments, the
QOS parameter may have a range of values, including a maximum value and a minimum value.
If the QOS parameter is set equal to its maximum value, this means that it is very important for
the subscriber 104 to reliably receive each notification message 108 that is sent. Conversely, if
the QOS parameter is set equal to its minimum value, this means that it is not very important for
the subscriber 104 to reliably receive each notification message 108 that is sent.

To determine whether multicast provides sufficient quality of service for receiving
notification messages 108 about data 106 from a publisher 102, a subscriber 104 may compare
the QOS parameter for the data 106 to a threshold value. If the QOS parameter exceeds the
threshold value, then multicast does not provide sufficient quality of service. However, if the
QOS parameter does not exceed the threshold value, then multicast does provide sufficient
quality of service. Both the QOS parameter and the threshold value may be set in advance by a
user of the subscriber 104.

If the subscriber 104 determines 308 that multicast does not provide sufficient quality
of service for its needs, the subscriber 104 may request 310 a connection from the publisher 102.
However, if multicast does provide sufficient quality of service for its needs, then the subscriber
104 may be configured not to request 312 a connection from the publisher 102.

Figure 4 is a flow diagram that illustrates the operation of a publisher 102 according to
an embodiment in response to receiving 402 a connection request from a subscriber 104. When
the publisher 102 receives the connection request, it may already have opened connections to
one or more other subscribers 104, and it may not be capable of supporting an additional
connection. In accordance with the illustrated method 400, the publisher 102 determines 404
whether it can support an additional connection.

If the publisher 102 is capable of supporting an additional connection, then the
publisher 102 accepts 406 the connection request and opens 408 a connection to the subscriber
104. However, if the publisher 102 determines 404 that it is not capable of supporting an
additional connection, then the publisher 102 determines 410 whether it is more important for
the subscriber 104 that sent the connection request (the requesting subscriber 104) to receive a

high quality of service than it is for at least one of the presently connected subscribers 104. This
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may involve comparing the QOS parameter of the subscriber 104 that sent the connection
request to the QOS parameters of the presently coﬁnected subscribers 104.

If the publisher 102 determines 410 that it is more important for the requesting
subscriber 104 to receive high quality of service than it is for at least one of the presently
connected subscribers 104, then the publisher 102 terminates 412 one of the existing
connections. The connection that is terminated is typically the connection to the subscriber 104
for which high quality of service is least important. For example, the publisher 102 may
terminate the connection to the subscriber 104 that has the lowest QOS parameter (in
embodiments where a high QOS parameter indicates that high quality of service is important).
In addition to terminating 412 the connection, the publi.sher 102 also accepts 406 the connection
request from the requesting subscriber 104 and opens 408 a connection to the requesting
subscriber 104. If the subscriber 104 determines 410 that it is more important for each of the
presently connected subscribers 104 to receive high quality of service than it is for the
requesting subscriber 104, then the publisher 102 rejects 414 the connection request.

Several examples will now be discussed. Suppose that a publisher 102 has data 106
that many nodes are interested in (for example, the current outside temperature). As a result,
there may be many subscribers 104 that want to receive notification messages 108 about the
data 106. However, suppose that it is not extremely important for any of the subscribers 104 to
reliably receive each notification message 108 that is sent. In this scenario, the publisher 102
may send notification messages 108 about the data 106 via multicast. If it is not very important
for any of the subscribers 104 to reliably receive the notification messages 108, then it may
occur that none of the subscribers 104 attempt to open connections to the publisher 102.

However, suppose there are a few subscribers 104 for which it is important to reliably
receive notification messages 108. For example, where the data 106 is the current outside
temperature, a display may want to be notified each time that the outside temperature changes.
Where the publisher 102 is multicasting the notification messages 108 but there. are a few
subscribers 104 that would like to receive high quality of service, each of these subscribers 104
may discover and request a direct connection from the publisher 102.

If the number of subscribers 104 that want to receive high quality of service increases,

it may occur that the publisher 102 is no longer capable of supporting connections to each of the
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subscribers 104. If this occurs, the publisher 102 keeps connections open to as many subscribers
104 as it can support. The publisher 102 may select the subscribers 104 for which high quality
of service is most important to receive direct connections.

As another example, suppose that only a few subscribers 104 are interested in
receiving notification messages 108 about a publisher's 102 data 106. If the publisher 102 is
capable of supporting connections to each of the subscribers 104, it may open connections to the
subscribers 104 and send notification messages 108 via a connection-based protocol. This may
occur even if it is not particularly important for the subscribers 104 to receive high quality of
service. If the number of subscribers 104 increases so that the publisher 102 is no longer capable
of supporting connections to each of the subscribers 104, then the publisher 102 may close the
connections to the subscribers 104 and may begin multicasting the notification messages 108 to
the subscribers 104. Note that this may result in some of the subscribers 104 requesting
connections from the publisher 102.

Figure 5 is a block diagram that illustrates various functional components within a
publisher 502 according to an embodiment. The publisher 502 includes a data acquisition
module 514 that obtains data 106 about which other nodes in the network may be interested.
Other nodes in the network may subscribe to receive notification messages 108 about the data
106 that is obtained by the data acquisition module 514.

The publisher 502 may also include a multicast protocol stack 516. The multicast
protocol stack 516 may be configured to send messages (such as notification messages 108) to
other nodes in the network via multicast.

The publisher 502 may also include a connection-based protocol stack 518. The
connection-based protocol stack 518 may be configured to accept connections from or
otherwise establish connections with other nodes in the network, and to send messages (such as
notification messages 108) to other nodes in the network via a connection-based protocol. An
example of a connection-based protocol stack 518 that may be used is the TCP/IP protocol
stack.

The publisher 502 may also include a subscriber discovery module 520. The
subscriber discovery module 520 may be configured to determine how many subscribers 104

there are in the network that are interested in receiving notification messages 108 about the data
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106 that is obtained by the data acquisition module 514.

The publisher 502 may also include a capacity determination module 522. The
capacity determination module 522 may be configured to determine the number of connections
that the publisher 502 is capable of supporting.

The publisher 502 may also include a communication selection module 524. The
communication selection module 524 may be configured to select the mechanism by which
notification messages 108 are sent to subscribers 104 in the network (i.e., either via multicast or
via a connection-based protocol). The connection manager 526 may operate as shown in Figure
2 above and discussed in connection therewith.

The publisher 502 may also include a connection manager 526. The connection
manager 526 may be configured to determine whether to accept connection requests from
subscribers 104. The connection manager 526 may operate as shown in Figure 4 and discussed
in connection therewith.

Figure 6 is a block diagram that illustrates various functional components within a
subscriber 604 according to an embodiment. The subscriber 604 may include a multicast
protocol stack 616. The multicast protocol stack 616 may be configured to receive messages
(such as notification messages 108) from other nodes in the network (such as publishers 102)
via multicast. |

The subscriber 604 may also include a connection-based protocol stack 618. The
connection-based protocol stack 618 may be configured to accept connections from or
otherwise establish connections with other nodes in the network, and to receive messages (such
as notification messages 108) from other nodes in the network (such as publishers 102) via a
connection-based protocol. An example of a connection-based protocol stack 618 that may be
used is the TCP/IP protocol stack.

The subscriber 604 also includes a quality of service (QOS) evaluation module 628. If
the subscriber 604 starts receiving notification messages 108 from a publisher 102 via multicast,
then the QOS evaluation module 628 determines whether multicast prbvides sufficient quality
of service for the subscriber 604. The QOS evaluation module 628 may operate as shown in
Figure 3 and described in connection therewith.

A publisher node 102 may be an embedded system. Also, some or all of the subscriber
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nodes 104 may be embedded systems. Figure 7 is a block diagram of hardware components that

may be used in an embedded system 702 that is configured according to an embodiment. A
central processing unit (CPU) 708 or processor may be provided to control the operation of the
embedded system 702, including the other components thereof, which are coupled to the CPU
708 via a bus 710. The CPU 708 may be embodied as a microprocessor, microcontroller, digital
signal processor or other device known in the art. The CPU 708 performs logical and arithmetic
operations based on program code stored within the memory. In certain embodiments, the
memory 714 may be on-board memory included with the CPU 708. For example,
microcontrollers often include a certain amount of on-board memory.

The embedded system 702 may also include a network interface 712. The network
interface 712 allows the embedded system 702 to be connected to a network, which may be a
pager network, a cellular network, a global communications network, the Intemet, a computer
network, a telephone network, etc. The network interface 712 operates according to standard
protocols for the applicable network.

The embedded system 702 may also include memory 714. The memory 714 may
include random access memory (RAM) for storing temporary data. Altematively, or in addition,
the memory 714 may include read-only memory (ROM) for storing more permanent data, such
as fixed code and configuration data. The memory 714 may also be embodied as a magnetic
storage device, such as a hard disk drive. The memory 714 may be any type of electronic device
that is capable of storing electronic information.

The embedded system 702 may also include one or more communication ports 716,
which facilitate communication with other devices. The embedded system 702 may also include
input/output devices 718, such as a keyboard, a mouse, a joystick, a touchscreen, a monitor,
speakers, a printer, etc.

Of course, Figure 7 illustrates only one possible configuration of an embedded system
702. Various other architectures and components may be utilized.

The present systems and methods may be used in several contexts. Figure 8 illustrates
one embodiment of a system wherein the present systems and methods may be implemented.
Figure 8 is a block diagram that illustrates one embodiment of a lighting system 800 that
includes a lighting controller system 808. The lighting system 800 of Figure 8 may be
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incorporated in various rooms in a home. As illustrated, the system 800 includes a room A 802,
aroom B 804, and a room C 806. Although three rooms are shown in Figure 8, the system 800
may be implemented in any number and variety of rooms within a home, dwelling, or other
environment.

The lighting controller system 808 may monitor and control additional embedded
systems and components within the system 800. In one embodiment, the room A 802 and the
room B 804 each inciude a switch component 814, 818. The switch components 814, 818 may'
also include a secondary embedded system 816, 820. The secondary embedded systems 816,
820 may receive instructions from the lighting controller system 808. The secondary embedded
systems 816, 820 may then execute these instructions. The instructions may include powering
on or powering off various light components 810, 812, 822, and 824. The instructions may also
include dimming the brightness or increasing the brightness of the various light components 810,
812, 822, and 824. The instructions may further include arranging the brightness of the light
components 810, 812, 822, and 824 in various patterns. The secondary embedded systems 816,
820 facilitate the lighting controller system 808 to monitor and control each light component
810, 812, 822, and 824 located in the room A 802 and the room B 804.

The lighting controller system 808 might also provide instructions directly to a light
component 826 that includes a secondary embedded system 828 in the depicted room C 806.
The lighting controller system 808 may instruct the secondary embedded system 828 to power
down or power up the individual light component 826. Similarly, the instructions received from
the lighting controller system 808 may include dimming the brightness or increasing the
brightness of the individual light component 826.

The lighting controller system 808 may also monitor and provide instructions directly
to individual light components 830 and 832 within the system 800. These instructions may
include similar instructions as described previously.

Figure 9 is an additional embodiment of a system .wherein the present systems and
methods of the present invention may be implemented. Figure 9 is a block diagram illustrating a
security system 900. The security system 900 in the depicted embodiment is implemented in a
room A 902, a room B 904, and a room C 906. These rooms may be in the confines of a home

or other enclosed environment. The system 900 may also be implemented in an open
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environment where thé rooms A, B and C, 902, 904, and 906 respectively represent tetritories or
boundaries.

Thé system 900 includes a security controller system 908. The security controller
system 908 monitors and receives information from the various components within the system
900. For example, a motion sensor 914, 918 may include a secondary embedded system 916.
The motion sensors 914, 918 may monitor an immediate space for motion and alert the security
controller system 908 when motion is detected via the secondary embedded system 916, 920.
The security controller system 908 may also provide instructions to the various components
within the system 900. For example, the security controller system 908 may provide instructions
to the secondary embedded systems 916, 920 to power up or power down a window sensor 910,
922 and a door sensor 912, 924. In one embodiment, the secondary embedded systems 916, 920
notify the security controller system 908 when the window sensors 910, 922 detect movement
of a window. Similarly, the secondary embedded systems 916, 920 notify the security' controller
system 908 when the door sensors 912, 924 detect movement of a door. The secondary
embedded systems 916, 920 may instruct the motion sensors 914, 918 to activate the LED (not
shown) located within the motion sensors 914, 918.

The security controller system 908 may also monitor and provide instructions directly
to individual components within the system 900. For example, the security controller system
908 may monitor and provide instructions to power up or power down to a motion sensor 930
or a window sensor 932. The security controller system 908 may also instruct the motion sensor
930 and the window sensor 932 to activate the LED (not shown) or audio alert notifications
within the sensors 930 and 932.

Each individual component comprising the system 900 may also include a secondary
embedded system. For example, Figure 9 illustrates a door sensor 926 including a secondary
embedded system 928. The security controller system 908 may monitor and provide
instructions to the secondary embedded system 928 in a similar manner as previously described.

Figure 10 is a block diagram illustrating one embodiment of a home control system
1000. The home control system 1000 includes a home controller 1008 that facilitates the
monitoring of various systems such as the lighting system 800, the security system 900, and the

like. The home control system 1000 allows a user to control various components and systems
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through one or more embedded systems. In one embodiment, the home controller system 1008
monitors and provides information in the same manner as previously described in relation to
Figures 8 and 9. In the depicted embodiment, the home controller 1008 provides instructions to
a heating component 1024 via a secondary embedded system 1020. The heating component
1024 may include a furnace or other heating device typically found in resident locations or
offices. The home controller system 1008 may provide instructions to power up or power down
the heating component 1024 via the secondary embedded system 1020.

Similarly, the home controller 1008 may monitor and provide instructions directly to a
component within the home control system 1000 such as a cooling component 1030. The
cooling component 1030 may include an air conditioner or other cooling device typically found
in resident locations or offices. The central home controller 1008 may instruct the cooling
component 1030 to power up or power-down depending on the temperature reading collected
by the central embedded system 1008. The home control system 1000 functions in a similar
manner as previously described in relation to Figures 8 and 9.

Information and signals may be represented using any of a variety of different
technologies and techniques. For example, data, instructions, commands, information, signals,
bits, symbols, and chips that may be referenced throughout the above description may be
represented by voltages, currents, electromagnetic waves, magnetic fields or particles, optical
fields or particles, or any combination thereof.

The various illustrative logical blocks, modules, circuits, and algorithm steps described
in connection with the embodiments disclosed herein may be implemented as electronic
hardware, computer software, or combinations of both. To clearly illustrate this
interchangeability of hardware and software, various illustrative components, blocks, modules, ‘
circuits, and steps have been described above generally in terms of their functionality. Whether
such functionality is implemented as hardware or sofiware depends .upon the particular
application and design constraints imposed on the overall system. Skilled artisans may
implement the described functionality in varying ways for each particular application, but such
implementation decisions should not be interpreted as causing a departure from the scope of the
present invention.

The various illustrative logical blocks, modules, and circuits described in connection
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with the embodiments disclosed herein may be implemented or performed with a general

purpose processor, a digital signal processor (DSP), an application specific integrated circuit
(ASIC), a field programmable gate array signal (FPGA) or other programmable logic device,
discrete gate or transistor logic, discrete hardware components, or any combination thereof
designed to perform the functions described herein. A general purpose processor may be a
microprocessor, but in the alternative, the processor may be any conventional processor,
controller, microcontroller, or state machine. A processor may also be implemented as a
combination of computing devices, e.g., a combination of a DSP and a microprocessor, a
plurality of microprocessors, one or more microprocessors in conjunction with a DSP core, or
any other such configuration.

The steps of a method or algorithm described in connection with the embodiments
disclosed herein may be embodied directly in hardware, in a software module executed by a
processor, or in a combination of the two. A software module may reside in RAM memory,
flash memory, ROM memory, EPROM memory, EEPROM memory, registers, hard disk, a
removable disk, a CD-ROM, or any other form of storage medium known in the art. An
exemplary storage medium is coupled to the processor such that the ﬁrocessor can read
information from, and write information to, the storage medium. In the alternative, the storage
medium may be integral to the processor. The processor and the storage medium may reside in
an ASIC. The ASIC may reside in a user terminal. In the alternative, the processor and the
storage medium may reside as discrete components in a user terminal.

The methods disclosed herein comprise one or more steps or actions for achieving the
described method. The method steps and/or actions may be interchanged with one another
without departing from the scope of the present invention. In other words, unless a specific order
of steps or actions is required for proper operation of the embodiment, the order and/or use of
specific steps and/or actions may be modified without departing from the scope of the present
invention.

While specific embodiments and applications of the present invention have been
illustrated and described, it is to be understood that the invention is not limited to the precise
configuration and components disclosed herein. Various modifications, changes, and variations

which will be apparent to those skilled in the art may be made in the arrangement, operation,
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and details of the methods and systems of the present invention disclosed herein without

departing from the spirit and scope of the invention.

INDUSTRIAL APPLICABILITY

The present invention is applicable to an embedded system.
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CLAIMS

1. A method for selecting an appropriate transport mechanism for communication in a
network, the method being implemented by a publisher node in the network, the method
comprising:
5 determining how many subscriber nodes in the network have subscribed to receive
notification messages about data that is maintained by the publisher node;
determining how many available connections the publisher node is configured to
support;
if the number of available connections exceeds the number of subscribers, sending the
10 notification messages to the subscriber nodes via a connection-based protocol;
and
if the number of subscriber nodes exceeds the number of available connections, sending

the notification messages to the subscriber nodes via multicast.

2. The method of claim 1, further comprising receiving at least one connection request from
15  at least one requesting subscriber node if the publisher node sends the notification messages to

the subscriber nodes via multicast.

3. The method of claim 1, further comprising:
receiving a connection request from a requesting subscriber node if the publisher node

sends the notification messages to the subscriber nodes via multicast; and

20 ~ determining whether to accept the connection request.
4. The method of claim 3, wherein determining whether to accept the connection request
comprises:

determining whether the publisher node is confi gured to support at least one additional
connection; and
25 if the publisher node is configured to support at least one additional connection,

accepting the connection request.
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5.  The method of claim 4, wherein if the publisher node is not configured to support at least

one additional connection, determining whether to accept the connection request comprises
determining whether the requesting subscriber node's quality of service requirement is greater

than at least one presently connected subscriber node's quality of service requirement.

6. The method of claim 5, further comprising, if the requesting subscriber node's quafity of
service requirement is greater than at least one presently connected subscriber node's quality of
service requirement:
* terminating a current connection of a subscriber node that has a lower qualify of service
requirement than the requesting subscriber node; and |

opening a connection to the requesting subscriber node.

7. The method of claim 1, further comprising switching from sending the notification
messages via the connection-based protocol to sending the notification messages via multicast
when the number of subscriber nodes that request connections to the publisher node exceeds the

number of available connections.

8. The method of claim 1, wherein the network is a peer-to-peer network.

0. The method of claim 1, wherein the connection-based protocol is TCP/IP.
10. The method of claim 1, wherein the publisher node is an embedded system.

11. A publisher node that is configured to implement a method for selecting an appropriate
transport mechanism for communication in a network, the publisher node comprising:
a processor;
memory in electronic communication with the processor;
instructions stored in the memory, the instructions being executable to implement a
method comprising:
determining how many subscriber nodes in the network have subscribed to

receive notification messages about data that is maintained by the
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publisher node;
determining how many available connections the publisher node is configured
to support;
if the number of available connections exceeds the number of subscriber nodes, -
5 4 sending the notification messages to the subscriber nodes via a
connection-based protocol; and
if the number of subscriber nodes exceeds the number of available connections,

sending the notification messages to the subscriber nodes via multicast.

12. The publisher node of claim 11, further comprising receiving at least one connection
10 request from at least one requesting subscriber node if the publisher node sends the notification

messages to the subscriber nodes via multicast.

13. The publisher node of claim 11, wherein the method further comprises:
receiving a connection request from a requesting subscriber node if the publisher node

sends the notification messages to the subscriber nodes via multicast; and

15 determining whether to accept the connection request.
14. The publisher node of claim 13, wherein determining whether to accept the connection
request comprises:

determining whether the publisher node is configured to support at least one additional
connection; and
20 if the publisher node is configured to support at least one additional connection,

accepting the connection request.

15. The publisher node of claim 14, wherein if the publisher node is not configured to
support at least one additional connection, determining whether to accept the connection request
comprises determining whether the requesting subscriber node's quality of service requirement

25  is greater than at least one presently connected subscriber node's quality of service requirement.

16. A computer-readable medium comprising executable instructions for implementing a
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method for selecting an appropriate transport mechanism for communication in a network, the
method being implemented by a publisher node in the network, the method comprising:
determining how many subscriber nodes in the network have subscribed to receive
notification messages about data that is maintained by the publisher node;
determining how many available connections the publisher node is configured to
support,
if the number of available connections exceeds the number of subscribers, sending the
notification messages to the subscriber nodes via a connection-based protocol,
and
if the number of subscriber nodes exceeds the number of available connections, sending

the notification messages to the subscriber nodes via multicast.

17. The computer-readable medium of claim 16, wherein the method further comprises
receiving at least one connection request from at least one requésting subscriber node if the

publisher node sends the notification messages to the subscriber nodes via multicast.

15 18 The computer-readable medium of claim 16, wherein the method further comprises:
receiving a connection request from a requesting subscriber node if the publisher node

sends the notification messages to the subscriber nodes via multicast; and

determining whether to accept the connection request.

19.  The computer-readable medium of claim 18, wherein determining whether to accept the

20  connection request comprises:
determining whether the publisher node is configured to support at least one additional

connection; and

if the publisher node is configured to support at least one additional connection,

accepting the connection request.

25 20 The computer-readable medium of claim 19, wherein if the publisher node is not
configured to support at least one additional connection, determining whether to accept the

connection request comprises determining whether the requesting subscriber node's quality of
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service requirement is greater than at least one presently connected subscriber node's quality of

service requirement.



WO 2007/069346 PCT/JP2006/302416

1/ 10
100\
Publisher 102 108\
ublisher 102 Notificati
otification Subscribers 104
—————(multicast}———
Data
106
108+
Notification
: Subset of
——(connection-based protocol)1— o\ iers 112

FIG. 1



WO 2007/069346 PCT/JP2006/302416

2/ 10
200
A
( Begin )

y

202 | Obtain data which may be of interest to other nodes in
the network

l

204~ | Determine how many subscribers are interested in
receiving notification messages

y
206 —_| Determine the number of connections that the publisher
is capable of supporting

208

Subscribers >
Avalla_ble
Connections?

210~ 212~
Send notification messages via Send notification messages via a
multicast connection-based protocol

FIG. 2



WO 2007/069346

300
T

3/10

304~

PCT/JP2006/302416

Yes | Ignore multicast notification m
messages
No
306™_ Receive notification messages via multicast
Sufficient
QOS?
310~ ! ! 312~

Request connection

Do not request connection

FIG. 3



WO 2007/069346

400
\

406~

402+

4/ 10

( Begin )

PCT/JP2006/302416

Receive a connection request from a subscriber

Additional
connection?

Accept the connection request

d

414

Reject the connection request

l 412+

408~

A 4

- Open a connection tothe

subscriber

FIG. 4

Terminate an existing connection




WO 2007/069346

5/ 10

Publisher 502

Data Acquisition 514

Multicast Protocol Stack
516

Connection-Based
Protocol Stack 518

Subscriber Discovery
220

Capacity Determination
522

Communication
Selection 524

Connection Manager 526

FIG. 5

PCT/JP2006/302416



WO 2007/069346

6/ 10

Subscriber 604

Multicast Protocol Stack
616

Connection-Based
Protocol Stack 618

QOS Evaluation 628

QOS Parameter 630

FIG. 6

PCT/JP2006/302416



WO 2007/069346

PCT/JP2006/302416
7/ 10
Embedded System 702
CPU Memory Network
708 714 Interface 712

|

|

Bus 710
Comm. Ports Input/Output
716 Devices 718

FIG. 7



Lighting Controller

System
808

WO 2007/069346 PCT/JP2006/302416
8/ 10
800
Room A Room B
802 804
Light Light
Component : : Component
810 Switch Switch 822
— Component Component —
814 818
Secondary Secondary
Light Embedded Embedded Light
Component [«— || System System | "1™ Component
812 816 520 824
Room C
806
Light Light
Component Component
826 830
Secondary
Embedded :
Light
SVBSZth X Component
9<C 832

FIG. 8




WO 2007/069346

PCT/JP2006/302416
9/ 10
900
Room A Room B
902 904
Window Window
Sensor Sensor
910 Motion Sensor Motion Sensor 922
914 918
Secondary Secondary
Door Embedded Embedded Door
Sensor & System System [ Sensor
912 916 920 924
Room C
Motion
Door Sensor Sensor
926 930
Secondary
Embedded -
Window
System k Sensor
928 932

Security Controller
System
908

FIG. 9




Home Controller
1008

WO 2007/069346 PCT/JP2006/302416
10/ 10
1000
Room A Room B
1002 1004
Window Lighting
Sensor Component
1010 Motion Sensor Switch 1022
1014 1018
Secondary Secondary
Sensor 14— || System System [~ Component
1012 1016 1020 1024
Room C
1006
Lighting Cooling
Component Component
1026 1030
Secondary
Embedded ,
Light
331/3"298"' s Component
e 1032

FIG. 10




INTERNATIONAL SEARCH REPORT immmnational application No
PCT/JP2006/302416

CLASSIFICATION OF SUBJECT MATTER

NV, HOAL29/08 HO4L12/18

According to Internationat Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

HO4L

Documentalion searched other than minimum documentation to the extent thal such documents are included in the fields searched

Electronic daia base consulted during the international search (name of data base and, where practical, search terms used)

EPO-Internal, WPI Data, PAJ

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* | Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

X WO 01/99370 A (NDS LIMITED; EPSTEIN, 1-20
STEVE; TSURIA, YOSSI)

27 December 2001 (2001-12-27)
abstract

page 10, line 14 - page 14, line 15
page 24, line 8 - page 26, line 10
page 29, line 9 - page 30, line 26

A US 2004/120344 A1 (SATO NAOYUKI ET AL) 10
24 June 2004 (2004-06-24)
abstract

paragraphs [0008], [0009]
paragraph [0013]

A EP 0 876 029 A (SONY CORPORATION) 1-20
4 November 1998 (1998-11-04)
abstract

column 7, line 58 - column 11, Tine 18

D Further documents are listed in the continuation of Box C. IEI See patent family annex.

« Special categories of cited documents : ' : . -
*T* later document published after the international filing date

or priorily date and not in conflict with the application but
ciled to understand the principle or theory underlying the
invention

*A* document defining the general state of the art which is not
considered 10 be of particular relevance

*E* earlier document but published on or after the international *X* document of particular relevance; the claimed invention
filing date cannot be considered novel or cannot be considered to
*L* document which may throw doubts on priority claim(s) or involve an inventive step when the document is taken alone
which is cited to establish the publication date of another *y* document of i . ; I ;
e " iy particular relevance; the claimed invention
citation or other special reason (as specified) cannot be considered 1o involve an inventive step when the
*(O" document referring to an oral disclosure, use, exhibition or document is combined with one or more other such docu-
other means ments, such combination being obvious to a person skilled
*P* document published prior to the international filing date but in the an.
later than the priority date claimed *&"' document member of the same patent famity
Date of the actual completion of the international search Date of mailing of the intemational search repont
2 June 2006 12/06/2006
Name and mailing address of the ISA/ Authorized officer

European Patent Office, P.B. 5818 Palentlaan 2
NL - 2280 HV Rijswilk

Tel. (+31-70) 340-2040, Tx. 31 651 epo nl,
Fax: (+31-70) 340-3016 Peeters, D

Fom PCT/ISA/210 (second sheset) (April 2005)



INTERNATIONAL SEARCH REPORT

Immmnational application No

Information on patent famlly members PCT/J P2006/302416
Patent document Publication Patent family Publication

cited in search report date member(s) date
WO 0199370 A 27-12-2001 AU 6629701 A 02-01-2002
GB 2379589 A 12-03-2003
US 2004042479 Al 04-03-2004
US 2004120344 Al 24-06-2004 AU 2003297096 Al 29-07-2004
WO 2004062147 Al 22-07-2004
EP 0876029 A 04-11-1998 DE 69832002 D1 01-12-2005
JP 3498887 B2 23-02-2004
JP 10303983 A 13-11-1998
us 6370143 Bl 09-04-2002

Form PCT/ISA/210 (patent family annex) (April 2005)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - claims
	Page 23 - claims
	Page 24 - claims
	Page 25 - claims
	Page 26 - claims
	Page 27 - drawings
	Page 28 - drawings
	Page 29 - drawings
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - wo-search-report
	Page 38 - wo-search-report

