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The present invention extends to methods, systems, and computer program products for adaptively selecting electronic message
scanning rules. Embodiments of the invention relate to dynamically (and potentially unpredictably) varying the depth/thoroughness
of classifying electronic messages to protect against undesirable message content (e.g., SPAM, viruses, digital leakage, etc.). A
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(57) Abrege(suite)/Abstract(continued):

optimal subset of available message classification rules can be selected on a per message basis. The selection of rules Is based on
avallable system resources, minimum desired effectiveness (e.g., defined In a Service Level Agreement ("SLA")), and rule
characteristics. Feedback loops can be used to optimize selected classification rule subsets.
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(57) Abstract: The present invention extends to methods, systems, and computer program products for adaptively selecting electron -
iIc message scanning rules. Embodiments of the mvention relate to dynamically (and potentially unpredictably) varymmg the
depth/thoroughness of classitying electronic messages to protect against undesirable message content (e.g., SPAM, viruses, digital
& lecakage, etc.). A minimum effectiveness 1s maintained and, when available resources permit, can be exceeded to provide increased

protection. An optimal subset of available message classification rules can be selected on a per message basis. The selection of rules

1s based on available system resources, minimum desired effectiveness (e.g., defined m a Service Level Agreement ("SLA")), and

rule characteristics. Feedback loops can be used to optimize selected classification rule subsets.
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ADAPTIVELY SELECTING ELECTRONIC MESSAGE SCANNING RULES

BACKGROUND
[0001] Computer systems and related technology affect many aspects of society.
Indeed, the computer system’s ability to process information has transformed the way we
live and work. Computer systems now commonly perform a host of tasks (e.g., word
processing, scheduling, accounting, etc.) that prior to the advent of the computer system
were performed manually. More recently, computer systems have been coupled to one
another and to other electronic devices to form both wired and wireless computer networks
over which the computer systems and other electronic devices can transfer electronic data.
Accordingly, the performance of many computing tasks are distributed across a number of
different computer systems and/or a number of different computing environments.
[0002] In many computing environments, clectronic messages, such as, for example,
email messages, are used to legitimately exchange information between computer system
users. However, these computing environments also subject users to unsolicited and/or
unwanted clectronic messages, often referred to as SPAM. Many different technologies
have been developed to scan for and block SPAM.
[0003] SPAM scanning technologies must typically negotiate a set of metrics,
including: effectiveness, accuracy, efficiency, and latency. Effectiveness relates to what
extent SPAM can be 1dentified and stopped. Accuracy relates to what extent legitimate
messages are incorrectly identified as SPAM (e.g., rate of false positives). Efficiency
relates to resource consumption associated with identifying a message as SPAM or
legitimate. Latency relates to how much time 1s each individual message delayed in transit
as a result of scanning.
[0004] Balancing between these metrics can be a relatively complex task as
improvement 1n one area typically means degradation in one or more other areas. For
example, more aggressive anti-SPAM detection (increased effectiveness) can lead to
higher false positives (reduced accuracy), and/or higher CPU load due to the more
complex processing algorithms (increased resource consumption).
[0005] Additionally, some combination of these metrics 18 often mapped to Service
Level Agreements (“SLAS”) a service provider 18 supporting. For example, an anti-SPAM
service provider can agree to support effectiveness no lower than X, accuracy no lower

than Y., etc. Compromising the terms of a SLA, for example, having effectiveness less
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than X for some amount of time, may subject to the anti-SPAM service provider to some
monetary refund to the customer.

[0006] However, at the same time, anti-SPAM services typically experience high
variability of the system load. For example, throughout any given day, on weekends, and
seasonally, the volume of SPAM and/or the volume of legitimate electronic messages can
fluctuate. Unfortunately this can lead to service providers over provisioning. For example,
a common design pattern 1s to build a scanning service with sufficient power to guarantee
an SLA at peak load time, which may be three to five times higher than average load.
[0007] In practice, designing for peak load results in resources being (potentially
severely) underutilized a significant portion of the time. Scanning typically includes a
fixed number of stages and/or the use of a fixed number of scanning rules with limited, 1f
any, consideration for available resources. Thus, at non-peak times, the fixed number of
stages and/or rules are used to scan a message, even 1f resources are available for further
scanning. As such, designing for peak load 1s undesirable form a cost of goods sold
perspective but 1s nonetheless required 1in order to SLAS

[0008] Further complications can occur when supporting various different levels of
service, such as, for example, regular customers, premium customers, low-cost customers,
etc., each typically with different metrics defined in their SLA. Often, premium service
offerings come with SLAs that guarantee a higher level of service (e.g., increased
accuracy, less latency, etc.) requiring more compute/processor resources on the part of the
service provider.

[0009] One design pattern for handling different levels of service 1s to us one common
ant1-SPAM service for all levels of service. Each level of service 1s limited to a number of
rules and/or processing stages a message goes through based on a required SLA. For
example, a premium customer’s e-mail may go through ten stages of processing, while
basic-customer’s e-mail may go through only five stages of processing. The cost of
servicing basic customers 1s reduced at the expense of lower quality of scanning (e.g.,
reduced effectiveness), even when resources for further scanning may be available. In
addition to the lower quality of scanning, basic customers are also more vulnerable to
targeted attack by exploiting weaknesses in the level of protection provided for basic
customers (predictability of the system)

[0010] Another common pattern 18 to setup two separate systems, one for premium
customers and another one for the basic customers. Each system 1s designed to balance

quality of service and the cost of service according to the type of customer. Unfortunately,
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this type of system requires duplicate infrastructure, leading to higher overall costs, as well
as the general problem of over-provisioning 1n order to meet SLA at the peak load.

BRIEF SUMMARY
[0011] The present invention extends to methods, systems, and computer program
products for adaptively selecting electronic message scanning rules. In some
embodiments, rules used to classify electronic messages are adaptively selected. One or
more electronic messages are recerved. For each of the one or more electronic messages,
cach message classification rule 1n a previously selected subset of electronic message
classification rules 1s applied to the electronic message. The previously selected subset of
clectronic message classification rules 18 a subset of a plurality of available electronic
message classification rules.
[0012] For each electronic message classification rule 1n the previously selected subset
of electronic message classification rules, a result indicating a likelihood of the electronic
message having a specified message characteristic 1s calculated. A resource cost,
indicating an amount of resources consumed to apply the electronic message classification
rule to the electronic message, 1s calculated. The calculated result and the measured
resource cost associated with applying each electronic mail classification rule to each
clectronic message are retained.
[0013] For each message classification rule in the previously selected subset of
message classification rules, an efficiency metric 18 synthesized from the retained
calculated results and measured resource costs for the message classification rule. The
synthesized efficiency metrics are compared to existing efficiency metrics for electronic
message classification rules included in the plurality of available electronic message
classification rules. A new subset of electronic message classification rules 1s selected,
from among the plurality of available electronic message classification rules, based at least
in part on results of comparing the synthesized efficiency metrics to existing efficiency
metrics. The new subset of electronic message classification rules 18 for use in classifying
subsequently received electronic messages. Accordingly, message classification rules can
be rotated into and out use to adapt to changing message content patterns.
[0014] This summary 1s provided to mtroduce a selection of concepts 1n a simplified
form that are further described below 1n the Detailed Description. This Summary 1s not
intended to 1dentify key features or essential features of the claimed subject matter, nor 18

1t intended to be used as an aid in determining the scope of the claimed subject matter.
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[0015] Additional features and advantages of the invention will be set forth in the
description which follows, and in part will be obvious from the description, or may be
learned by the practice of the invention. The features and advantages of the invention may
be realized and obtained by means of the instruments and combinations particularly
pointed out 1n the appended claims. These and other features of the present invention will
become more fully apparent from the following description and appended claims, or may
be learned by the practice of the invention as set forth hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS
[0016] In order to describe the manner in which the above-recited and other
advantages and features of the invention can be obtained, a more particular description of
the 1nvention briefly described above will be rendered by reference to specific
embodiments thereof which are illustrated m the appended drawings. Understanding that
these drawings depict only typical embodiments of the invention and are not therefore to
be considered to be limiting of 1ts scope, the mvention will be described and explained
with additional specificity and detail through the use of the accompanying drawings in
which:
[0017] Figure 1 1illustrates an example computer architecture that facilitates adaptively
classifying an electronic message.
[0018] Figure 2 1llustrates an example computer architecture that facilitates adaptively
selecting rules used to classify electronic messages.
[0019] Figure 3 1llustrates a flow chart of an example method for adaptively
classifying an electronic message.
[0020] Figure 4 1llustrates a flow chart of an example method for adaptively selecting
rules used to classify electronic messages.
[0021] Figure 5 1llustrates another example computer architecture that facilitates
adaptive clectronic message scanning and adaptively selecting rules used to classify
clectronic messages.

DETAILED DESCRIPTION

[0022] The present invention extends to methods, systems, and computer program
products for adaptively selecting electronic message scanning rules. In some
embodiments, rules used to classify electronic messages are adaptively selected. One or
more electronic messages are recerved. For each of the one or more electronic messages,
cach message classification rule 1n a previously selected subset of electronic message

classification rules 1s applied to the electronic message. The previously selected subset of
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clectronic message classification rules 18 a subset of a plurality of available electronic
message classification rules.

[0023] For each electronic message classification rule 1n the previously selected subset
of electronic message classification rules, a result indicating a likelihood of the electronic
message having a specified message characteristic 1s calculated. A resource cost,
indicating an amount of resources consumed to apply the electronic message classification
rule to the electronic message, 1s calculated. The calculated result and the measured
resource cost associated with applying each electronic mail classification rule to each
clectronic message are retained.

[0024] For each message classification rule 1in the previously selected subset of
message classification rules, an efficiency metric 1s synthesized from the retained
calculated results and measured resource costs for the message classification rule. The
synthesized efficiency metrics are compared to existing efficiency metrics for electronic
message classification rules included in the plurality of available electronic message
classification rules. A new subset of electronic message classification rules 1s selected,
from among the plurality of available electronic message classification rules, based at least
in part on results of comparing the synthesized efficiency metrics to existing efficiency
metrics. The new subset of electronic message classification rules 1s for use 1n classifying
subsequently received electronic messages. Accordingly, message classification rules can
be brought into and taken out of service to adapt to changing message content patterns.
[0025] In other embodiments, clectronic messages are adaptively classified. An
clectronic message, sent from a sender to a recipient, 18 received at a specified time. A
level of service applicable to received electronic message 1s 1dentified based on one or
more of: the sender and the recipient.

[0026] The level of service defines at least a minimum effectiveness value and a set of
maximum cost values for scanning clectronic messages. The minimum effectiveness
value represents the minimum cumulative total effectiveness that a combination of
message classification rules 1s to have to satisty the level of service. Each maximum cost
value 1n the set of maximum cost values corresponds to a different designated period of
time and represents a total amount of resources that can be used to apply message
classification rules to an electronic message. A maximum cost value, from among the set
of maximum cost values, 1s selected for use when scanning the received electronic
message based on the specified time being within the designated period of time for

selected maximum cost value.
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[0027] One or more message classification rules are applied to the received electronic
message. FEach message classification rule has a measured effectiveness, a measured
resource cost, and a calculated efficiency based on the measured effectiveness i view of
the measured resource cost. The measured effectiveness represents a probability of
appropriately 1dentifying an clectronic message as having a specified message
characteristic. The one or more message classification rules are applied 1n order of
efficiency until the minimum cumulative total effectiveness defined 1n the level of service
1s achieved.

[0028] Each message classification rule 1s applied to the eclectronic message to
ogenerate a result indicating a likelihood of the electronic message having the specified
message characteristic. The measured resource cost for the applied message classification
rule 18 added to a cumulative amount of consumed resources. The cumulative amount of
consumed resource 1s calculated by summing the measured resource costs from previously
applied message classification rules 1n the one or more message classification rules.

[0029] It 18 determined 1f the cumulative amount of consumed resources 1s less than
the selected maximum cost value. Additional message classification rules are applied to
electronic messages based on the determination. When the amount of consumed resources
18 less than the selected maximum cost value, more electronic message rules are applied to
the received electronic message resulting in effectiveness above that defined 1n the level of
service. When the amount of consumed resources 1s at least equal to the selected
maximum cost value, electronic message rules are applied to another different electronic
message.

[0030] Embodiments of the present invention may comprise or utilize a special
purpose or general-purpose computer including computer hardware, such as, for example,
one or more processors and system memory, as discussed 1n greater detail below.
Embodiments within the scope of the present invention also include physical and other
computer-readable media for carrying or storing computer-executable mstructions and/or
data structures. Such computer-readable media can be any available media that can be
accessed by a general purpose or special purpose computer system. Computer-readable
media that store computer-executable instructions are physical storage media. Computer-
readable media that carry computer-executable instructions are transmission media. Thus,
by way of example, and not limitation, embodiments of the invention can comprise at least
two distinctly different kinds of computer-readable media: computer storage media

(devices) and transmission media.
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[0031] Computer storage media (devices) includes RAM, ROM, EEPROM, CD-ROM
or other optical disk storage, magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to store desired program code means 1n the form of
computer-executable instructions or data structures and which can be accessed by a
ogeneral purpose or special purpose computer.

[0032] A “network™ 18 defined as one or more data links that enable the transport of
clectronic data between computer systems and/or modules and/or other electronic devices.
When information 18 transferred or provided over a network or another communications
connection (either hardwired, wireless, or a combination of hardwired or wireless) to a
computer, the computer properly views the connection as a transmission medium.
Transmissions media can include a network and/or data links which can be used to carry
or desired program code means in the form of computer-executable instructions or data
structures and which can be accessed by a general purpose or special purpose computer.
Combinations of the above should also be included within the scope of computer-readable
media.

[0033] Further, upon reaching various computer system components, program code
means 1n the form of computer-executable instructions or data structures can be
transferred automatically from transmission media to computer storage media (devices)
(or vice versa). For example, computer-executable instructions or data structures recerved
over a network or data link can be buffered in RAM within a network interface module
(e.g., a “NIC”), and then eventually transferred to computer system RAM and/or to less
volatile computer storage media at a computer system. Thus, 1t should be understood that
computer storage media (devices) can be included 1n computer system components that
also (or even primarily) utilize transmission media.

[0034] Computer-executable mstructions comprise, for example, mstructions and data
which, when executed at a processor, cause a general purpose computer, special purpose
computer, or special purpose processing device to perform a certain function or group of
functions. The computer executable instructions may be, for example, binaries,
intermediate format instructions such as assembly language, or even source code.
Although the subject matter has been described 1n language specific to structural features
and/or methodological acts, 1t 18 to be understood that the subject matter defined 1n the
appended claims 1s not necessarily limited to the described features or acts described
above. Rather, the described features and acts are disclosed as example forms of

implementing the claims.
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[0035] Those skilled 1n the art will appreciate that the invention may be practiced 1n
network computing environments with many types of computer system configurations,
including, personal computers, desktop computers, laptop computers, message processors,
hand-held devices, multi-processor systems, microprocessor-based or programmable
consumer electronics, network PCs, minicomputers, mainframe computers, mobile
telephones, PDAS, pagers, routers, switches, and the like. The invention may also be
practiced 1n distributed system environments where local and remote computer systems,
which are linked (either by hardwired data links, wireless data links, or by a combination
of hardwired and wireless data links) through a network, both perform tasks. In a
distributed system environment, program modules may be located 1n both local and remote
memory storage devices.

[0036] Generally, embodiments of the invention relate to dynamically (and potentially
unpredictably) varying the depth/thoroughness of classifying electronic messages to
protect against undesirable message content (e.g., SPAM, viruses, digital leakage, etc.).
A minimum effectiveness 18 maintained and, when available resources permit, can be
exceeded to provide increased protection. An optimal subset of available message
classification rules can be selected on a per message basis. The selection of rules 1s based
on available system resources, minimum desired effectiveness (e.g., defined 1n a Service
Level Agreement (“SLA”), and rule characteristics. Feedback loops can be used to
optimize classification rule subsets.

[0037] As such, within the specification and following claims, ‘“message
classification” includes classifying electronic messages (e.g., electronic mail messages,
Short Message Service (“SMS”) messages, files, etc.) mto different “classes™ based on
message (or file) characteristics, such as, for example, content, message size, attachments,
business vs. consumer domains, region of origin, sender, recipient, time, date, etc.

[0038] In some embodiments, an electronic message 18 classified to determine a level
of service (e.g., 1n accordance with a SLA) corresponding to the electronic message. The
level of service defines the further application of message classification rules to the
clectronic message. A level of service can define what types of and how many other
message classification rules are to be applied to the electronic message. For example,
classification rules that are very effective to classify messages in one country may be less
effective to classify messages in another country and vice-versa.

[0039] In some embodiments, further classification relates to determining whether or

not an eclectronic message 1s an unwanted and/or unsolicited electronic message (e.g.,
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SPAM), whether an electronic message contains malware or 1s otherwise infected and/or
dangerous (e.g., viruses, spyware, Trojan horses, etc.), whether sensitive information 1s
being leaked 1 an electronic message, etc. For example, a digital leakage prevention
(“DLP”) system can use rules to determine whether or not an electronic message includes
sensitive information.

[0040] Figure 1 1illustrates an example computer architecture 100 that facilitates
adaptively classifying an clectronic message. Referring to Figure 1, computer architecture
100 includes message classifier 102, service level i1dentifier 107, clock 108, override
percentage 118, message classification rules 121, and service level agreements 131. Each
of the depicted components 1s connected to one another over (or 1s part of) a network, such
as, for example, a Local Area Network ("LAN"), a Wide Area Network (“WAN™), and
cven the Internet. Accordingly, each of the depicted components as well as any other
connected computer systems and their components, can create message related data and
exchange message related data (e.g., Internet Protocol (“IP”) datagrams and other higher
layer protocols that utilize IP datagrams, such as, Transmission Control Protocol (“TCP”),
Hypertext Transfer Protocol (“HTTP”), Simple Mail Transfer Protocol (“SMTP”), etc.)
over the network.

[0041] Rules 121 contains a plurality of message classification rules, such as, for
example, rules 121 A through 121N, which can be used to classify electronic messages.
Each rule can indicate an effectiveness, cost, efficiency, and can include instructions. The
ctfectiveness indicates how likely the rule 1s to accurately 1dentify a message as somehow
undesirable based on the type of scanning being utilized. For example, the effectiveness
of a rule for detecting SPAM, can indicate how likely the rule 1s to detect SPAM without
false positives. The cost indicates an (e.g., estimated) amount of system resources that are
consumed when run module runs instructions of the rule. Efficiency indicates how
efficient a rule 1s based on effectiveness 1mn view of resource consumption. In some
embodiments, efficiency 1s the quotient of effectiveness divided by cost. Instructions are
executed to generate a result related to classifying an electronic message (e.g., to
determine whether or not an electronic message 1s SPAM, contains malware, contains
sensitive information, etc.).

[0042] Generally, message classifier 102 1s configured to classify electronic messages
based on electronic message characteristics. As depicted, message classifier 102 includes
run module 103, cost monitor 104, and eftectiveness monitor 106. Run module 103 1s

configured to run instructions (e.g., scripts or other executable code) included mn a
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received rule. The instructions produce an individual result that can be used as a data
point to classify an electronic message. For example, an individual result can indicate
whether or not an electronic message 18 a unwanted and/or unsolicited electronic message
(e.g., SPAM), 1s infected or dangerous, contains sensitive information, etc. Run module
103 can accumulate individual results from running a number of different rules. Message
classifier 102 can then use the accumulated individual results to classify a message.

[0043] Cost monitor 104 1s configured to track the ongoing resource cost associated
with scanning an clectronic message. As rules are run, cost monitor 104 maintains a total
resource cost for any rules run against an electronic message. In some embodiments, as
cach rule 1s run, the cost for the rule 1s added to the resource cost for any previously run
rules.

[0044] Effectiveness monitor 106 1s configured to track the ongoing effectiveness of
scanning an electronic message. As rules are run, effectiveness monitor 106 maintains a
total effectiveness for any rules run against an electronic message. In some embodiments,
as cach rule 1s run, the effectiveness for the rule 1s added to the effectiveness for any
previously run rules.

[0045] Service level agreements 129 contain a plurality of SLAs including SLA 131.
Each SLA includes a minimum effectiveness and one or more costs. Each cost 18
applicable to a specified date/time range. The minimum effectiveness represents the
cumulative effectiveness (1.e., the sum of effectiveness for a plurality of classification
rules) that 1s to be achieved when scanning a message (even 1S resource consumption 1s

exceeded). Table 1 table 1s an example of effectiveness per SLA based on customer type.

Customer Type Minimum Effectiveness
Basic Customer 75
Premium Customer 100
Table 1

[0046] Table 1 indicates that the minimum effectiveness (1.e., the cumulative
ctfectiveness resulting from the application of a plurality of classification rules) 1s 75 for a
basic customer and 100 for a premium customer. Other factors can also be considered
when assigning a minimum effectiveness in an SLA.

[0047] The one or more costs each include a time range and a maximum cost. Each
time range/maximum cost pair represents that a maximum resource cost for applying rules

1s to be considered to a message when the message 18 received within the time range.
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Time range/maximum cost pairs can vary or be the same for different levels of service. In
some embodiments, time range/maximum cost pairs are assigned m a commonly
accessible table such that the time range/maximum cost pairs are the same for many SLAS.
In other embodiments, time range/maximum cost pairs can be assigned on a per SLA
basis, such as, for example, through inclusion 1n an SLA. Table 2 1s an example of time

range/maximum cost pairs.

Time of Day Maximum Cost
Peak hours 50
Normal hours 735
Oft-peak hours 100
Table 2

[0048] Table 2 indicates that the maximum resource cost for applying classification
rules during peak hours 1s 50, during normal hours 1s 75, and during off-peak hours 1s 100.
Other factors can also be considered.

[0049] Maximum costs may change over time. If a message classification server adds
additional hardware, and thus has more computational capacity, the maximum cost figures
may rise. On the other hand, i1f the service adds additional customers or 1f load suddenly
Increases, the maximum cost figure may decrease.

[0050] In some embodiments, minimum effectiveness 1S considered with more
importance relative to maximum cost. In these embodiments, resources in excess of
maximum cost can be consumed to insure that minimum effectiveness 1s achieved. If
minimum e¢ffectiveness 18 achieved using fewer resources than the maximum cost, further
classification rules can be applied to increase effectiveness until maximum cost 1s reached
or exceeded.

[0051] Service level i1dentifier 107 1s configured to identify a level of service
corresponding to a received electronic message. Based on message characteristics and
time/date, service level identifier 107 can identifier an appropriate SLA from service level
agreements 131. Clock 108 can maintain a date and time of day and send that information
to service level identifier 107 when an electronic message 1s received. Service level
identifier can send and minimum effectiveness and maximum cost for the message to
message classifier 102.  Per message classification rule, message classifier 102 can

compare a cumulative effectiveness to the maximum effectives and a cumulative cost to
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the maximum cost to determine which and how many classification rules to apply to the
recerved message.

[0052] Override percentage 118 defines some percentage that additional classification
rules are to be applied to an electronic message even when minimum effectiveness 1s
already achieved and maximum cost 1s already reached or exceeded. Override percentage
118 allows classification rules that might otherwise be skipped (e.g., due to their
efficiency) to be executed from time to time. In some embodiments, override percentage
118 indicates a percentage that cvery rule in message classification rules 121 1s to be
applied to an electronic message.

[0053] Figure 3 illustrates a flow chart of an example method 300 for adaptively
classifying an electronic message. Method 300 will be described with respect to the
components and data of computer architecture 100.

[0054] Method 300 includes an act receiving an electronic message at a specified time,
the electronic message send from a sender to a recipient (act 301). For example, message
classifier 102 can receive message 101U at time 114 (as indicated by clock 108). Message
101U can include message characteristics 111 including a sender address and a recipient
address.

[0055] Method 300 includes an act of 1dentifying a level of service applicable to the
recerved electronic message based on one or more of: the sender and the recipient, the
level of service defining at least a minimum effectiveness value and a set of maximum
cost values, the minimum effectiveness value representing the minimum cumulative total
etfectiveness that a combination of message classification rules 18 to have to satisty the
level of service, each maximum cost value 1n the set of maximum cost values
corresponding to a different designated period of time, each maximum cost value
representing a total amount of resources that can be used to apply message classification
rules to an electronic message (act 302). For example, service level identifier 107 can
receive message characteristics 111 and time 114. Based on message characteristics 111,
(e.g., the sender and/or recipient addresses) service level 1dentifier 107 can identify a SLA
131 as applicable to classifying message 101U.

[0056] As depicted, SLA 131 defines minimum effectiveness 132 and costs 133.
Costs 133 include time range/maximum cost pairs, including time range 134A/maximum
cost 136A, time range 134B/maximum cost 136B, time range 134C/maximum cost 136C,

ctC.
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[0057] Method 300 includes an act of selecting a maximum cost value, from among
the set of maximum cost values, to be used when scanning the received electronic message
based on the specified time being within the designated period of time for selected
maximum cost value (act 303). For example, service level identifier 107 can determine
that time 114 1s within time range 134A. In response, service level identifier 107 can
select maximum cost 136A to be used when scanning unclassified message 101U.

[0058] Service level 1dentifier 107 can send minimum effectiveness 132 and
maximum cost 136A to message classifier 102. Message classifier 102, can use minimum
etfectiveness 132 and maximum cost 136A to determine when applying message
classification rules to unclassified message 101U 1s to stop.

[0059] Method 300 includes an act of applying one or more message classification
rules to the received clectronic message, ecach message classification rule having a
measured effectiveness, a measured resource cost, and a calculated efficiency based on the
measured effectiveness 1n view ot the measured resource cost, the measured effectiveness
representing a probability of appropriately classitying electronic messages as having a
specified message characteristic, the one or more message classification rules applied in
order of efficiency until the minimum cumulative total effectiveness defined 1n the level of
service 18 achieved (act 304). For example, message classifier can apply rules from rules
121 1n order of efficiency until minimum effectiveness 132 (i.e., 60) 1s achieved.

[0060] Of the depicted rules, 1t may be that efficiency 124A (i.e., 4) 1s the highest for
rules in rules 121. Thus, rule 121 A 1s the first rule applied to unclassitied message 101U.
Upon applying rule 121A, cumulative effectiveness 162 1s 8 equaling the effectiveness
122A. Message classifier 102 determines that 8 1s less than 60 so further classification
rules are to be applied to achieve minimum effectiveness 132A.

[0061] It may be that efficiency 124B (1.¢., 3) 18 the next highest for rules in rules 121.
Thus, rule 121B 1s the next rule applied to unclassified message 101U. Upon applying
rule 121B, cumulative effectiveness 162 1s 11 equaling the sum of the effectiveness 122A
plus effectiveness 122B. Message classifier 102 determines that 11 1s less than 60 so
further classification rules are to be applied to achieve minimum effectiveness 132A.
[0062] It may be that efficiency 124C (1.e., 2.8) 1s the highest for rules in rules 121.
Thus, rule 121C 1s the next rule applied to unclassified message 101U. Upon applying
rule 121C, cumulative effectiveness 162 1s 65 equaling the sum of the effectiveness 122A
plus effectiveness 122B plus effectiveness 122C. Message classifier 102 determines that

65 1s greater than 60 so further classification rules are not required to satisty SLA 131.
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[0063] For each of the applied one or more message classification rules, method 300
includes an act of applying the message classification rule to the electronic message to
generate a result indicating a likelihood of the electronic message having the specified
message characteristic (act 305). For example, run module 103 can execute instructions
126A against unclassified message 101U to generate result 112. Result 112 mdicates a
likelihood that unclassified message 101U 1s an unwanted and/or unsolicited electronic
message, an infected or dangerous message, contains sensitive information, etc. Run
module 103 can store results 112 1n cumulative results 113. Instructions 126B and 126C
can be similar executed against unclassified message 101U to generate results. These
results can also be stored 1in cumulative results 113.

[0064] For each of the applied one or more message classification rules, method 300
includes an act of adding the measured resource cost for the applied message classification
rule to a cumulative amount of consumed resources, the cumulative amount of consumed
resource calculated by summing the measured resource costs from previously applied
message classification rules 1n the one or more message classification rules (act 306). For
example, upon applying rules 121A, 121B, and 121C cumulative cost 161 1s 21 equaling
cost 123A plus cost 123B plus cost 123C.

[0065] Method 300 includes an act of determining i1f the cumulative amount of
consumed resources 18 less than the selected maximum cost value (act 307). For example,
cost monitor 104 can determine 1f cumulative cost 104 1s less than maximum cost 136A.
Method 300 includes an act of an act of applying additional message classification rules to
clectronic messages based on the determination (act 308). For example, message classifier
102 can apply additional message classification rules to electronic messages based on
whether or not cumulative cost 161 1s less than maximum cost 136A.

[0066] As depicted 1n computer architecture 100, upon achieving minimum
etfectiveness 132A, cumulative cost 161 (1.e., 21) 1s less than maximum cost 136A (1.¢.,
25). Thus, additional classification rules can be applied to unclassified message 101U to
increase the effectiveness of classifying unclassified message 101U.

[0067] For example, 1t may be that efficiency 124D (1.75) 1s the next highest for rules
in rules 121. Thus, rule 121D 1s the next rule applied to unclassified message 101U. As
such, run module 103 can execute mstructions 126D against unclassified message 101U to
generate a result and store the results in cumulative results 113. Upon applying rule 121D,
cumulative cost 161 1s transitioned to 29 equaling cost 123A plus cost 123B plus cost

123C plus cost 123D. (Effectiveness 122D 1s essentially 1gnored since minimum
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ctfectiveness 132A has already been achieved). Since cumulative cost 161 (1.e., 29)
exceeds maximum cost 136A (i.e., 25), no further rules are applied to unclassified
message 101U.

[0068] Alternately, 1f upon achieving minimum effectiveness 132A after application
of rule 121C, cumulative cost 161 had equaled or was greater maximum cost 136A (1.e.,
25), no further rules are applied to unclassified message 101U. However, minimum
effectiveness 132A 1s still achieved.

[0069] When mimmimum effectiveness 132A 1s achieved and maximum cost 136A 18
reached or exceeded, messages classifier 102 can refer to override percentage 118.
Message classifier 102 can use override percentage 118 to determine 1f further
classification rules are to be applied to unclassified message 101U. If so, message
classifier 102 applies one or more (or all remaining) rules from message classification
rules 121, such as, for example, rule 121E, to unclassified message 101U. The use of
override percentage 118 permits the performance (e.g., effectiveness and cost) of
otherwise unused or limited use message classification rules to be evaluated and
appropriately altered. Based on alterations, the frequency of use of these classification
rules may be increased. For example, evaluating performance of an older rule may reveal
that the older rule 1s now more effective due to changing SPAM patterns.

[0070] When no further rules are to be applied to unclassified message 101U, message
classifier 102 can use cumulative results 113 to classify unclassified message 101U. For
example, from cumulative results 113, message classifier 102 can classity unclassified
message 101U as a legitimate message or as an unwanted and/or unsolicited message (e.g.,
SPAM), as including or not including malware, as including or not including sensitive
information, etc. Message classifier 102 can output classified message 101C to indicate
the classification.

[0071] Upon outputting classified message 101C, message classifier 102 can transition
to classifying a next electronic message.

[0072] Figure 2 1illustrates an example computer architecture 200 that facilitates
adaptively selecting rules used to classify electronic messages. Referring to Figure 2,
computer architecture 200 includes message classifier 202, message classification rules
221, and rule selection and reordering module 216. Each of the depicted components 1s
connected to one another over (or 18 part of) a network, such as, for example, a Local Areca
Network ("LAN"), a Wide Areca Network (“WAN”), and even the Internet. Accordingly,

cach of the depicted components as well as any other connected computer systems and
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their components, can create message related data and exchange message related data
(e.g., Internet Protocol (“IP”) datagrams and other higher layer protocols that utilize IP
datagrams, such as, Transmission Control Protocol (“TCP”), Hypertext Transter Protocol
(“HTTP”), Stmple Mail Transter Protocol (“SMTP”), etc.) over the network.

[0073] Rules 221 contains a plurality of message classification rules, such as, for
example, rules 221A through 221N, which can be used to classify electronic messages.
Similarly to rules 121, each rule 1n rules 221 can indicate an effectiveness, cost, efficiency,
and can include mstructions.

[0074] Generally, message classifier 202 1s configured to classify electronic messages
based on electronic message characteristics. For example, message classifier can receive
unclassified messages 201U as mput and generate classified messages 201C as output.
Each message in classified messages 201C can be classified, for example, to indicate
whether or not the message 1s SPAM, contains malware, contains sensitive information,
ctc.

[0075] As depicted, message classifier 202 includes run module 203, further including
resource monitor 213, and efficiency synthesizer 214. Run module 203 1s configured to
run instructions (e.g., scripts or other executable code) included 1n a received rule. The
instructions produce an individual result (potentially subject to external user feedback) that
can be used as a data point to classify an electronic message. Resource monitor 213 can
monitor (e.g., 1n essentially real-time) an amount of various consumed resources (e.g.,
system memory, processor, network bandwidth, etc.) during rule execution.

[0076] Efficiency synthesizer 214 can receive a result and an indication of consumed
resources and synthesize an updated efficiency for an applied rule. Results and consumed
resources for an applied rule can also be used to update effectiveness and/or cost for the
rule for consistency with a synthesized efficiency.

[0077] As such, the cost and effectiveness of each classification rule can be measured
values, measured at a particular point-in-time (e.g., when applied), and may change over
time. As spam patterns and content evolve, a classification rule may become more or less
cffective. If a particular historical SPAM campaign experiences a resurgence in volume,
an older rule may suddenly become more effective. Further, as software 1s upgraded and
optimized, a rule's cost may decrease.

[0078] Rule selection and reordering module 216 can select rules, from message

classification rules 221, for applying to an electronic message (e.g., based on efficiency).
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Rule selection and reordering module 216 can also sort message classification rules 221
(e.g., based on efficiency).

[0079] Figure 4 1illustrates a flow chart of an example method 400 for adaptively
selecting rules used to classify electronic messages. Method 400 will be described with
respect to the components and data of computer architecture 200.

[0080] Method 400 includes an act of receiving one or more electronic messages (act
401). For example, message classifier 202 can receive unclassified messages 201U.

[0081] For each of the one or more electronic messages, method 400 includes an act of
applying cach message classification rule 1in a previously selected subset of electronic
message classification rules to the electronic message, the previously selected subset of
clectronic message classification rules being a subset of the plurality of electronic message
classification rules (act 402). For example, message classifier 202 can apply rules 221 A-
221C to each message 1n unclassified messages 201U (e.g., based on minimum
cffectiveness and maximum cost 1n an SLA and possibly also an override percentage).
[0082] For each electronic message classification rule 1n the previously selected subset
of electronic message classification rules, method 400 includes an act of the electronic
message rule calculating a result indicating a likelihood of the electronic message having a
specified message characteristic (act 403). For example, run module 203 can execute
instructions 226A against an unclassified message 1n 201U to generate result 212. Result
212 can indicate a likelithood of the message in 201U being an unwanted electronic
message, being an infected or dangerous electronic message, containing sensitive
information, etc. (e.g., based on the designated recipient of the message). Results for rules
221B and 221C can also be calculated.

[0083] External feedback (e.g., from a user) can be incorporated into a calculated
result. For example, external feedback 261 can be incorporated into result 212. External
feedback can raise or lower a calculated effectiveness based on the user’s perception of
effectiveness. When appropriate, external feedback can also be incorporated into
calculated results for rules 221B and 221C.

[0084] In some embodiments, eclectronic messages containing uncaught SPAM,
malware, or sensitive information (false negatives) as well as legitimate messages
classified as including SPAM, malware, or sensitive information (false positives) are
submitted for further analysis. This type of feedback can also be used to tune

effectiveness scores.
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[0085] For each electronic message classification rule 1n the previously selected subset
of electronic message classification rules, method 400 includes an act of measuring a
resource cost indicating an amount of resources consumed to apply the electronic message
classification rule to the electronic message (act 404). For example, resource monitor 213
can measure a resource cost indicating an amount of consumed resources 231 consumed
by executing instructions 226A against the message from 201U. Resource consumption
costs for rules 221B and 221C can also be measured.

[0086] Method 400 includes an act of retaining the calculated result and the measured
resource cost associated with applying each electronic mail classification rule to each
clectronic message (act 405). For example, message classifier 202 can retain result 212
and consumed resources 231 along with resource costs for executing rule 221A against
other messages 1n unclassified messages 201U. Results and resource costs for executing
rules 221B and 221C against the messages of unclassified messages 201U can also be
retained.

[0087] For each message classification rule in the previously selected subset of
message classification rules, method 400 includes an act of synthesizing an efficiency
metric from the retained calculated results and measured resource costs for the message
classification rule (act 406). Thus, for each of rules 221A, 221B, and 221C, efficiency
synthesizer 214 can synthesize an efficiency metric from retained calculated results and
measured resource costs. For example, for rule 221A, efficiency synthesizer 214 can
synthesize synthesized efficiency 232 from result 212 and consumer resources 231 as well
as from calculated results and measured resource costs from applying rule 221A to other
messages 1n unclassified messages 201U. Efficiencies can also be synthesized for rules
221B and 221C.

[0088] Message classifier 202 can then replace 224A with synthesized efficiency with
232. Effectiveness 222A and cost 223A can also be updated as appropriate for
consistency with synthesized efficiency 232. Efficiencies, effectivenesses, and costs for
rules 221B and 221C can also be updated as appropriate.

[0089] Method 400 includes an act of comparing the synthesized efficiency metrics to
existing efficiency metrics for electronic message classification rules included in the
plurality of electronic message classification rules (act 407). For example, synthesized
etficiency 232 can be compared to efficiencies contained 1n other of message classification
rules 221. Synthesized efficiencies for rules 221B and 221C can also be compared to

efficiencies contained in other message classification rules 221.
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[0090] Method 400 includes an act of selecting a new subset of electronic message
classification rules, from among the plurality of electronic message classification rules, for
use 1n classitying subsequently received electronic messages based at least in part on
results of comparing the synthesized efficiency metrics to existing etfficiency metrics (act
408). For example, based on synthesized efficiencies, rules 221A, 221B, and 221C may
become more or less efficient relative to one another as well as relative to other of
message classification rules 221. As such, one or more of rules 221, 221B, and 221C may
drop out when a new subset of rules (e.g., based on an SLA) 1s selected for classitying
clectronic messages.

[0091] In some embodiments, cost and effectiveness for message classification rules
arc continuously re-measured (e.g., throughout a day), as live measurements are taken
about the relative effectiveness of each rule at classifying messages (e.g., catching SPAM,
malware, sensitive information, etc.), and the actual observed costs of running the rules.
For more efticient rules, there 1S more data about the rule's etfectiveness and cost as 1t 1s
run against more messages. For less efficient rules, the override percent (or random
chance), such as, for example, 1%, provides that at least a baseline amount of update cost
and etfectiveness information 1s collected. As cost and effectiveness are recalculated, so 18
the efficiency score that 1s used to order the rules. Subsequent electronic messages are
classified using message classification rules that are selected based on the updated scores.
[0092] As new rules are written (e.g., to catch new types of spam or malware) the size
of the rule corpus grows. Newly introduced rules can be introduced with an effectiveness
score of 0 and a cost score of 1, which leads to an efficiency score of 0 and places the rule
at the very end of the list. Over time, as the rule 1s applied to messages 1n accordance with
an override percentage, enough real-world data can eventually be accumulated to calculate
more realistic values for cost and effectiveness for the new rule, and thus more appropriate
efficiency scores. As the efficiency scores are recalculated, the new rules will
automatically migrate to their optimal order in the list.

[0093] Over time, a rule corpus may grow too large to feasibly run based on a current
override percentage (e.g., 1%). As such, another tier might be added, where rules with an
efficiency score that 1s less than, perhaps, 0.1 are run based on a reduced override
percentage, such as, for example, 0.1%. The results of such low-efficiency rules might not
even be used to classify messages, but instead only used to generate updated cost and

effectiveness information.
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[0094] Figure 5 illustrates example computer architecture 500 that facilitates adaptive
clectronic message scanning and adaptively selecting rules used to classify electronic
messages.

[0095] Unclassified mail 501U 1s recerved. Sender/recipient information 1s sent to
customer class 531. Customer class 531 1dentifies a minimum effectiveness to use when
classifying unclassified message 501U. In stage 541, minimum effectiveness for customer
class 531 1s achieved from running rules 511A, 511B, and 511C. In stage 542, one or
more additional rules, including rule 511D, are run opportunistically as resource
availability 504 permits. In stage 543, the decision to not run one or more other rules up
to rule 511N 1s overridden based on random chance 518 and these one or other rule sup to
rule S11N are run. Based on the results of rules 511A through 511N classified mail 501C
(e.g., as SPAM or legitimate) 1s output.

[0096] Performance data 1s collected by the run-time of each rule 503 for rules S11A
through 511N. Updated cost scores are written back into the rules 511A through 511N.
The outcome of each rule 512 as positive (e.g., 1s SPAM) or negative (e.g., 18 legitimate) 1s
determined for rules S11A through 511IN. External feedback 561 1s incorporated to
1dentify false positives and false negatives in the outcomes. Updated effectiveness scores
arc written back into rules 511A through S511IN. Efficiencies are recalculated and rules
reordered based on the recalculated efficiencies.

[0097] The present mvention may be embodied in other specific forms without
departing from its spirit or essential characteristics. The described embodiments are to be
considered 1n all respects only as illustrative and not restrictive. The scope of the
invention 1s, therefore, indicated by the appended claims rather than by the foregoing
description. All changes which come within the meaning and range of equivalency of the

claims are to be embraced within their scope.
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What 1s claimed 1s:
1. At a computer system including one or more processors and system

memory, the computer system including a plurality of electronic message classification
rules, a method for adaptively selecting rules used to classify electronic messages, the
method comprising:
an act of receirving one or more electronic messages;
for each of the one or more electronic messages, an act of calculating a
result indicating a likelithood of the electronic message having a specified message
characteristic by applying each message classification rule 1n a previously selected
subset of electronic message classification rules;
an act of measuring a resource cost indicating an amount of resources
consumed to apply each electronic message classification rule to each of the one or
more the electronic messages;
for each message classification rule 1n the previously selected subset of
message classification rules, an act of synthesizing an efficiency metric from the
calculated results and measured resource costs for the message classification rule;
an act of comparing the synthesized efficiency metrics to existing
etficiency metrics for electronic message classification rules included in the
plurality of electronic message classification rules; and
an act of selecting a new subset of electronic message classification rules,
from among the plurality of electronic message classification rules, for use in
classifying subsequently received electronic messages based at least in part on
results of comparing the synthesized etficiency metrics to existing etficiency
metrics.

2. The method as recited in claim 1, wherein the an act of selecting a new
subset of electronic message classification rules comprises an act of selecting a new subset
of electronic message classification rules 1n accordance with a Service Level Agreement
(“SLA™).

3. The method as recited 1in claim 1, wherein the act of selecting a new subset
of electronic message classification rules comprises an act of reordering the plurality of
plurality of electronic message classification rules based on efficiency scores.

4, The method as recited in claim 1, wherein receiving one or more electronic

messages comprises receiving one or more electronic mail messages.
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5. The method as recited in claim 1, wherein receiving one or more electronic
messages comprises receiving one or more Short Message Service (“SMS”) messages.

0. The method as recited in claim 1, wherein receiving one or more electronic
messages comprises receiving one or more files.

5 7. The method as recited 1n claim 1, wherein the plurality of electronic
message classification rules are used to classify electronic messages as SPAM or as
legitimate.

3. The method as recited 1n claim 1, wherein the plurality of electronic
message classification rules are used to classity electronic messages as containing

10  malware or not containing malware.

9. The method as recited in claim 1, wherein the plurality of electronic
message classification rules are used to classify electronic messages as containing
sensitive digital information or not containing sensitive digital information.

10. At acomputer system including one or more processors and system

15  memory, the computer system including a plurality of electronic message classification

rules, a method for adaptively selecting rules used to classify electronic messages, the
method comprising:

an act of receiving one or more electronic messages;

for each of the one or more electronic messages:

20 an act of applying each message classification rule 1in a previously
selected subset of electronic message classification rules to the electronic
message, the previously selected subset of electronic message classification
rules being a subset of the plurality of electronic message classification
rules;

25 for each electronic message classification rule 1n the previously
selected subset of electronic message classification rules:

an act of the electronic message rule calculating a result
indicating a likelihood of the electronic message having a specified
message characteristic;

30 an act of measuring a resource cost indicating an amount of

resources consumed to apply the electronic message classification

rule to the electronic message;
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an act of retaining the calculated result and the measured resource cost
associated with applying each electronic mail classification rule to each electronic
message;

for each message classification rule 1n the previously selected subset of

5 message classification rules, an act of synthesizing an efficiency metric from the

retained calculated results and measured resource costs for the message
classification rule;

an act of comparing the synthesized efficiency metrics to existing
etficiency metrics for electronic message classification rules included 1n the

10 plurality of electronic message classification rules; and

an act of selecting a new subset of electronic message classification rules,
from among the plurality of electronic message classification rules, for use in
classifying subsequently received electronic messages based at least in part on
results of comparing the synthesized efficiency metrics to existing efficiency

15 metrics.

11.  The method as recited in claim 10, further comprising, prior to applying
cach message classification rule 1n a previously selected subset of electronic message
classification rules, an act of selecting the selected subset of electronic message
classification rules based on calculated efficiency scores.

20 12.  The method as recited in claim 10, further comprising:

an act of recerving external feedback related to applying at least one
message classification rule to an electronic message; and

an act of incorporating the external feedback into the calculated result from
applying the at least one message classification rule to the electronic message.

25 13. The method as recited in claim 12, wherein the received external feedback
indicates that the calculated result from applying the at least one message classification
rule to the electronic message 1s one of: a false negative or a false positive.

14.  The method as recited in claim 12, further comprising an act of updating an
cttectiveness score for the at least one message classification rule based on the calculated

30 result incorporating the external feedback.

15. A system for adaptively selecting SPAM detection rules, the system
comprising:

ONe Or MOre Processors;

System memory;

23
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one or more computer storage media having stored thereon a plurality of
SPAM detection rules and having stored thercon executable instructions
representing a message classifier and a rule selection and reordering module,

wherein the message classifier 1s configured to:

5 receive one or more electronic mail messages;

for cach of the one or more electronic mail messages, apply each
SPAM detection rule in a previously selected subset of SPAM detection
rules to the electronic mail message, the previously selected subset of
SPAM detection rules being a subset of the plurality of SPAM detection

10 rules: and

for each SPAM detection rule 1in the previously selected subset of
SPAM detection rules:
calculate a result indicating a likelihood of the electronic
mail message being SPAM;

15 measure a resource cost indicating an amount of resources
consumed to apply the SPAM detection rule to each of the one or
more electronic mail messages; and
synthesize an efficiency metric from the calculated results and

measured resource costs for the SPAM detection rule; and

20 wherein the rule selection and reordering module 18 configured to:
compare the synthesized efficiency metrics to existing efficiency

metrics for SPAM detection rules included in the plurality of SPAM
detection rule rules; and
select a new subset of SPAM detection rules for use in classifying

25 subsequently received electronic mail messages based at least in part on

results of comparing the synthesized efficiency metrics to existing

efficiency metrics.
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31T
300
Y0

301

Recelving An Electronic Message At A Specified Time, The

Electronic Message Send From A Sender To A Recipient

302

ldentifying A Level Of Service Applicable To The Received Electronic
Message Based On One Or More Of. The Sender And The
Recipient, The Level Of Service Defining At Least A Minimum
Effectiveness Value And A Set Of Maximum Cost Values, The
Minimum Effectiveness Value Representing The Minimum Cumulative
Total Effectiveness That A Combination Of Message Classification
Rules Is To Have To Satisfy The Level Of Service, Each Maximum
Cost Value In The Set Of Maximum Cost Values Corresponding To A
Different Designated Recurring Period Of Time, Each Maximum Cost
Value Representing A Total Amount Of Resources That Can Be Used
To Apply Message Classification Rules To An Electronic Message

303

Selecting A Maximum Cost Value, From Among The Set Of Maximum
Cost Values, To Be Used When Scanning The Received Electronic

Message Based On The Specified Time Being Within The Designated
Recurring Period Of Time For The Selected Maximum Cost Value

Figure 3
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47
300
L0

304

Applying One Or More Message Classification Rules To The Received
Electronic Message, Each Message Classification Rule Having A
Measured Effectiveness, A Measured Resource Cost, And A
Calculated Efficiency Based On The Measured Effectiveness In View
Of The Measured Resource Cost, The Measured Effectiveness
Representing A Probability Of Appropriately Classifying Electronic
Messages As Having A Specified Message Characteristic, The One Or
More Message Classification Rules Applied In Order Of Efficiency Until
The Minimum Cumulative Total Effectiveness Defined In The Level Of
Service Is Achieved, Including For Each Of The Applied One Or More
Message Classification Rules:

309

Applying The Message Classification Rule To The Electronic
Message To Generate A Result Indicating A Likelihood Of The

Electronic Message Having The Specified Message
Characteristic

306

Adding The Measured Resource Cost For The Applied Message
Classification Rule To A Cumulative Amount Of Consumed
Resources, The Cumulative Amount Of Consumed Resource
Calculated By Summing The Measured Resource Costs From
Previously Applied Message Classification Rules In The One Or
More Message Classification Rules

307

Determining If The Cumulative Amount Of Consumed Resources Is
Less Than The Selected Maximum Cost Value

308

Additional Message Classification Rules To Electronic

Messages Based On The Determination

Figure 3
(Continued)
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517
400
J
401 F

Receiving One Or More Electronic Messages

For Each Of The One Or More Electronic Messages:
402

Applying Each Message Classification Rule In A Previously
Selected Subset Of Electronic Message Classification Rules To
The Electronic Message, The Previously Selected Subset Of
Electronic Message Classification Rules Being A Subset Of The
Plurality Of Electronic Message Classification Rules

For Each Electronic Message Classification Rule In The
Previously Selected Subset Of Electronic Message
403 Classification Rules:

The Electronic Message Rule Calculating A Result
Indicating A Likelihood Of The Electronic Message

Having A Specified Message Characteristic

404

Measuring A Resource Cost Indicating An Amount Of
Resources Consumed To Apply The Electronic
Message Classification Rule To The Electronic

Message

405

Retaining The Calculated Result And The Measured Resource Cost
Associated With Applying Each Electronic Mail Classification Rule To
Each Electronic Message

406

For Each Message Classification Rule In The Previously Selected
Subset Of Message Classification Rules, Synthesizing An Efficiency
Metric From The Retained Calculated Results And Measured
Resource Costs For The Message Classification Rule
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6/7

J éOOz

407

Comparing The Synthesized Efficiency Metrics To Existing Efficiency
Metrics For Electronic Message Classification Rules Included In The

Plurality Of Electronic Message Classification Rules

408

Selecting A New Subset Of Electronic Message Classification Rules,
From Among The Plurality Of Electronic Message Classification Rules,
For Use In Classifying Subsequently Received Electronic Messages
Based At Least In Part On Results Of Comparing The Synthesized
Efficiency Metrics To Existing Efficiency Metrics

Figure 4
(Continued)
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