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(57) A redundancy arrangement for use in connection
with a programmable telecommunications switch or
other device. An active hardware device, such as an
ISDN packet engine card, 1s paired with a substantially
1dentically configured standby device. During operation,
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normal functions, also advises the standby device of all
events which have an effect of the operational state of the
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processes the same events 1in the same sequence as the
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REDUNDANCY ARRANGEMENT FOR TELECOMMUNICATIONS
SYSTEM

5 CROSS-REFERENCES TO RELATED PATENTS
The tollowing commonly-owned patents are related to the present invention and
are hereby incorporated by reference:
U.S. Patent No. 5,544,163, entitled “Expandable Telecommunications System,”
naming as inventor Robert P. Madonna; and
10 U.S. Patent No. 5,349,579, entitled “Telecommunications Switch With
Programmable Communications Services.” naming as inventors Robert P. Madonna and

Kevin C. Kicklighter.

BACKGROUND OF THE INVENTION
Field Of The Invention

15 This present invention relates generally to the field of telecommunications and,

more specifically, to a redundancy arrangement for use in connection with programmable

telecommunications switches.
Discussion Of The Related Art
In a telecommunications system, it is often desirable, if not essential, to provide
20 at least one level of redundancy to ensure that the system will continue to operate in the
event that one or more parts of the system malfunctions or must be taken out of service.
Redundancy may be provided in a number of ways, the choice of which typically
depends upon the cost, the importance of a particular device to overall system
performance, the degree of difficulty of replacing the device and other factors.
25 One type of redundancy, often referred to as “one-to-one” redundancy, is based
on the concept that each “active” device is matched or paired with an identical “standby”
device. In the event that the active device fails, a “cutover” occurs in which the standby

device functionally replaces the failed device.

A major disadvantage of conventional one-to-one redundancy is that, at the time

30 of cutover, the original active device and the standby device are in non-identical
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operating states. Any difference between thosc operating states will generally result in
intcrruption or loss of service, which may be manifested in the form of dropped calls,
calls which fail to connect, and the like. Such degraded performance is gencrally
unacceptable to service provides and customers, at least to the extent that it affects

more than a very simall percentage of the total call traffic for a very short period of

tume.
One alternative to the one-to-onc redundancy approach is to provide a limited

number of standby components which are available to replace some, but not all, of a
larger number of active components. This approach is often referred to as “n+1"
redundancy wherce n refers to the number of active components. While the n+ !
approach is less costly than the one-to-one approach, there is correspondingly less
protection against degraded system perfonmance. That is, in the event that several
active dcvices fail at about the same time and that number exceeds the number of

available standby devices, then some loss of service or degradation of performance

will occur.
Another disadvantage of the n+1 approach is that because it is not known in

advance which one of several active devices may fail, there is no way to maintain a
particular standby dcvice in an operating state which matches that of the device which
is 10 be replaced. Consequently, in the n+l redundancy approach, there is a high
likclihood that service will be disrupted during cutover from a failed device to a
standby device.

U. S. Patent No. 5,548,710 discloses an ISDN communication system which
uses an active and one or more stand-by ISDN communication adapter to maintain
operation when trouble occurs. The stand-by adapter is assigned the same Terminal
Endpoint Identifier (TET) value as that of an active ISDN adapter. Although the
standby adapter is statcd to be in the same state as the active adapter, the standby
adapter is stated to have a switch which interrupts the transmission of LLAPD (Link
Access Procedure on the D-channel) frame data while it remains in the inactive state.
When a problem occurs, the standby device must wait to be instructed by an
assoclated information processing apparatus 10 commence operation of as the master

device. Thus, there is a delay whilc this occurs during which the standby device may
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not continue to be in the same operating stale as the active device. A slight differcnce
in opecrating state may be tolerable in a device which is handling one or just a few
calls, but a difference in operating statc in a system handling hundreds of calls will
gencrally result in interruption or loss of service, as discussed herein. There remains a
need, therefore, for a system in which the redundant device remains esscntially in the
exacl state as the active device in a system in which a large volume of calls are being

swilched so that upon a change over to the backup device, there 1s minimal, if any,

information or service loss.

SUMMARY OF THE INVENTION

In brief summary, the prescnt invention provides a redundancy arrangement
for use in conjunction with telccommunications switches or other devices or systems.
In accordance with a prefcrred embodiment of the invention, an active hardware
device in a telecommunications switch is paired with a substantially identical standby
device or mate. After the active device successfully completes its boot sequence, the
aciive device establishes a communication link or channel to 1ts mate. Using the link,
the active device then copies all configuration and detailed call processing information
{o the standby device, thereby ensuring that the standby device will achieve an initial
operating state which is identical to that of the active dcvice. Afier both devices are
identically configured, the active device is placed in service while the standby device

is placed in a standby or listening mode. Repardless of whether it is operating in the

active mode or
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the standby mode, each device continuously receives all pulse code modulation (PCM)
data which is received by the switch.
Once 1n service, the active device, in addition to performing all of the functions
for which it is intended, communicates information to the standby device regarding the
5 occurrence of any event which represents a change in the operating state of the active
device. An event may, for example. consist of the receipt of a message or data. the
expiration of a timer or any of a number of other incidents. The active device
communicates such events to the standby device such that both devices experience the
same events, in the same sequence, and therefore respond to those events 1n the same
10 way. Consequently, even though the standby device 1s preterably not actually processing
calls (even though it receives all incoming PCM data), the standby device nonetheless
continuously adjusts its operating state as 1f 1t was processing such calls, thereby tracking
the operating state of the active device. Thus, in the event that the active device fails or
is taken out of service, the standby device is rcady to immediately become active 1n an
15 opcrating state which is essentially the same as that of the original active device just prior
to failure.
The present invention may advantageously be implemented with any pair of
matched devices, with multiple pairs of matched devices or other combinations within a
system. In a preferred embodiment, the invention is used to provide redundancy for an
20 ISDN Primary Rate packet engine card. In that embodiment, the present invention may
be used to provide redundancy for individual D channels, active D channels or standby D
channels, or any combination thereof, as well as the entire packet engine card.
BRIEF DESCRIPTION OF THE DRAWINGS
The above and further advantages of the invention may be better understood by
25 referring to the following description 1n conjunction with the accompanying drawings in
which:
Figure 1 1s a block diagram of a programmable telecommunications switch

constructed 1n accordance with a preferred embodiment of the present invention:

Figure 2 1s a block diagram of the PRI-32 packet engine card shown in Figure 1;
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Figure 3 is a message diagram which illustrates the boot sequence for the packet
engine card of Figures 1 and 2;

Figure 4 is a message diagram which illustrates the boot sequence for placing a
first packet engine card into an active operational state and a redundant packet engine

5 card into a standby operational state;

Figure 5A is a highly schematic diagram which illustrates certain software
processes and tasks which run on a packet engine card during an active operational state;
and

Figure 5B is a highly schematic diagram which 1llustrates certain sottware

10 processes and tasks which run on a packet engine card during a standby operational state.
DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

Figure 1 shows the major functional components of a preferred embodiment of a
programmable telecommunications switch 2 in which the present invention may be
implemented. Network/line interfaces 4, which may represent links to a public switched

15 telephone network (PSTN) or private network (or both), are provided on a series of line
card input/output (I0) cards 20. If desired, a redundant 10 card 22 and redundant 1O bus
24 may optionally be provided to permit continued operation of the switch in the event of

a failure of one of 1O cards 20.

One or more digital network (T1, E1 or J1) or analog trunk/line line cards 26
20 communicate with IO cards 20 over line card (LC) IO lines 28. Line cards 26 are also
connected in communicating relationship with redundant switching buses 30a and 30b.
Again, if desired, one or more redundant line cards 32 may be provided, such redundant
line cards arranged to communicate with a redundant IO card 22 over redundant LC 10
lines 34. It should be understood that by providing other types of cards within switch 2,
25 other types of communication protocols such as DS3, SONET, SS7 or others may also be
supported by switch 2.
Control of the operations of switch 2, as well as the actual switching functions,
are performed by either a CPU/matrix card or nodal switch 44a. It a CPU/matrix card is
selected, switch 2 will operate as a standalone device (i.e., as opposed to operating as a

30 switching node in an expandable telecommunications system). In that case, the
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CPU/matrix card is connected to a host interface 42a through which communications
with an external host device (not shown) are effected.

Alternatively, if a nodal switch is selected, switch 2 may operate as a switching
node in an expandable telecommunications system. In such an embodiment, the nodal

> switch is preferably connected with a ring 1O card 40a through which communications
with a pair of fiber optic rings 12a are effected. The nodal switch may also communicate
with an external host via host intertace 42a.

Regardiess of whether a CPU/matrix card or a nodal switch 1s selected, a
matching standby CPU/matrix card or nodal switch 44b may optionally be provided and

10 accompanied by the appropriate host interface 42b or ring 10 card 40b (or both). In such
a configuration. a link 46 is provided for direct communication between active and
standby devices 44a and 44b.

Details of the construction and operation of a suitable CPU/matrix card may be
found in U.S. Patent 5,349,579, incorporated by reference above. Similarly, details of

15 the construction and operation of a suitable nodal switch may be tound in U.S. Patent
5,544,163, also incorporated by reference above.

Diverse, programmable communications services such as tone detection and
generation, conferencing, voice recorded announcements, call progress analysis, speech
recognition, ADPCM compression and many others may be provided by one or more

20 multifunction digital signal processing (MFDSP) cards 36. ISDN Primary Rate service
and other packet communications services are provided by one or more PRI-32 packet
engine cards 38. Redundant MFDSP cards 36 and redundant PRI-32 cards 38 may also
be included.

Figure 2 1s a block diagram of PRI-32 packet engine card 38. Bus drivers and

25 receivers 60 and 62, respectively, are connected in communicating relationship with a
time division multiplex (TDM) bus which comprises two communication paths
designated LSpcm 52a and SLpcm 54a. LSpcm 52a carries pulse code modulation
information in a direction from line cards 26 (Fig. 1) to CPU/matrix card or nodal switch
44a, MFDSP cards 36 and PRI-32 cards 38. Conversely, SLpcm 54a path carrtes PCM

30 information in a direction from CPU/matnx card or nodal switch 44a, MFDSP cards 36
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and PRI-32 cards 38 to line cards 26. In a preferred embodiment, two eight bit parallel
buses are used for the LSpcm 52a and SLpcm 54a, respectively. Alternatively, those
paths may be implemented by a plurality of multiplexed serial buses, each of which
carries a plurality of time slots. It should be understood that other types and

5 configurations of buses may be used to establish appropriate communications between
the various cards.

Preferably, paths 52a and 54a are duplicated for the purpose of providing PCM
redundancy. Accordingly, each primary bus 1s denoted by the suffix "Pri” and the
redundant or secondary bus by the suffix "Sec".

10 A CPU 88, which 1s preterably a Motorola 68EC04() microprocessor, 1s
connected 1n communicating relationship with primary and secondary HDLC buses 50a
and 50b, respectively, as well as timing and control circuitry 78, a butter 84, a bus arbiter
86, read only memory (ROM) 90 and random access memory (RAM) 92. CPU 88 1s also
connected in communicating relationship with a redundancy communication bus 38, the

15 functions of which are described below. A battery 94 provides backup power tor RAM
92 so that information stored therein 1s preserved in the event of an interruption of the
primary power supply.

A transmit PCM bank 64 1s connected in communicating relationship with bus
drivers 60. Similarly, a receive PCM bank 1s connected in communicating relationship

20 with bus receivers 62. Each of PCM banks 64 and 66 1s connected to an associated map
74 or 76 as well as to a time slot counter 72. A multiplexer 68, which is also connected
to time slot counter 72, is arranged to pass PCM information bidirectionally between
PCM banks 64 and 66, on the one hand, and a packet engine 70, on the other hand. A
buffer 80 is connected to packet engine 70, a shared RAM 82 and bus arbiter 86.

25 When programmed in an appropriate fashion, PRI-32 packet engine card 38 may
function as an ISDN D channel server for up to 32 D channels or a central packet engine
to provide packet switching services for ISDN B or D channels. By virtue of timing
signals received via timing/control bus 48, card 38 is synchronized with CPU/matrix card
or nodal switch 44a (Fig. 1). Card 38 receives messages and data from, and provide

30 similar information to, CPU/matrix card or nodal switch 44a over HDLC bus 50a. In

CA 02280147 1999-08-10
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addition, 1n response to one or more messages received from CPU/matrix card or nodal
switch 44a, card 38 operates to continuously “listen’ to information carried in
predetermined time slots on LSpcm path 52a (1.¢., write the PCM data contained 1n those
time slots into receive PCM bank 66). Stated another way, card 38 must be programmed

5 (or 1nstructed) as to which particular time slots appearing on LSpcm path 52a are
carrying ISDN traffic.

Preferably, card 38 may be programmed to listen to up to 256 time slots. Once
stored 1n receive PCM bank 66, such information may be passed via multiplexcr 68 to
packet engine 70 for processing, then returned to transmit PCM bank 64 for transmission

10 1In appropriate time slots on SLpcm path 54a.

Figure 3 shows the boot sequence for preparing a packet engine card 38 to
assume an active operational state. Each of the vertical lines 1n Figure 3 represents a
software process or task which is identified by an acronym. The legends “PRI-32.,”
“CPU/Matrix or Nodal Switch” and “Host™ 1dentify the respective (hardware) portions of

15 the system on which the processes or tasks run. Each horizontal line represents the
transmission of a message from one process or task to another. For purposes of
improved clarity, certain functions which are actually carried out by a plurality of
messages (such as the dowloading or uploading of operating instructions or configuration
information) are represented by a single message.

20 With reference now to Figures 2 and 3, upon an occurrence of a reset, a BOARD
RESET message 100 1s communicated from ROM 90 on packet engine card 38, via CPU
88 and HDLC bus 50a, to a communication (COMM) process running on CPU/matrix
card or nodal switch 44a. The COMM process 1s generally responsible for sending and
rece1ving all messages over the HDLC bus. The COMM process responds by

25 transmitting a BOARD STATUS REQUEST 102, which 1s an inquiry used to determine
the present operational state of packet engine card 38. BOARD STATUS REQUEST
102 1s answered by a BOARD STATUS REQUEST ACKNOWLEDGEMENT 104
which 1s returned to the COMM process.

Assuming that BOARD STATUS REQUEST ACKNOWLEDGEMENT 104

30 indicates that packet engine card 38 is ready to proceed with the boot sequence, the
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COMM process transmits a BOARD HERE message 106 to a SYM process. In
response, the SYM process, which is generally responsible for management of all system
resources throughout programmable switch 2 (Figure 1), notes the presence of a packet
engine card 38 and, in the event that no valid load 1s present, 1ssues a START
5 DOWNLOAD message 108 to the COMM process, which in turn 1ssues a START
DOWNLOAD message 110 to card 38. In response, START DOWNLOAD
ACKNOWLEDGEMENTS 112 and 114 arc returned. The SYM process then issues a
START DOWNLOAD message 116 to a start download (SDLL) process.
At step 118, general operating instructions for packet engine card 38 are
10 downloaded from the COMM process. Once the download of operating instructions 1s
complete, an END DOWNLOAD message 120 1s transmitted from the COMM process
to a ROM process (a process which is running in the read only memory located on card
38).
Assuming that packet engine card 38 is prepared to proceed with the boot
15 sequence, a READY message 122 is transmitted from a MON process, which 1s
generally responsible for the boot sequence and redundancy managment for packet

engine card 38, to the SYM process. In response, a QUERY BOARD INFORMATION

message 124 is transmitted from the SYM process to a configuration (CFG) process

running on packet engine card 38. Receipt of message 124 1s confirmed by QUERY
20 BOARD INFORMATION ACKNOWLEDGEMENTS 126 and 128.

At this point, if no or insufficient configuration information was previously
downloaded or otherwise stored on packet engine card 38, a DOWNLOAD 130 of card-
specific tables containing detailed configuration information, such as assignments of
active and standby D channels, 1s made from the SYM process to the CFG process. The

25 CFG process indicates successful completion of that download by transmitting a
DOWNLOAD COMPLETE ACKNOWLEDGEMENT 132 to the MON process. This 1s
followed by a START UPLOAD message 134 which is transmitted from the MON
process to the CFG process, which in turn is followed by a CARD SPECIFIC TABLE
UPLOAD message 136 transmitted to the SYM process. The purpose of that upload 1s to

30 ensure that current configuration information for packet engine card 38 1s preserved by
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the SYM process on the CPU/matrix card or nodal switch 44a for subsequent download
in the event that either a reset or a cutover (described below) occurs. The successtul
completion of that upload. which respresents the end of a normal boot sequence, 1S
signalled by UPLOAD COMPLETLE messages 138 and 140.

S Next, a BECOME message 142, which instructs packet engine card 38 to assume
one of three possible operational states (1.e.. single, active or standby) 1s transmitted from
the SYM process to the MON process. 1f message 142 instructs card 38 to assume the
“single” operational status, mcaning that thcre 1s no redundant packet engine card 38
present and available, then the MON process responds with a BOOT COMPLETE

10 (ACTIVE) message 144, which in turn causes the SYM process to register card 38 as "1n
service” and to 1ssue a CARD STATUS message 146 1o the host. CARD STATUS
message 146 reports hardware status information regarding card 38 to the host. At this
point, packet engine card 38 1s fully booted and ready to be configured.

With reference now to Figures 3 and 4. additional communications are shown

15 which are needed for the case in which two packet engine cards 38 are present and
functioning, one of which will be designated as active (card 38(A)) and the other of
which will be designated as standby (card 38(S)). Initially, a boot sequence comparable
to messages 100 through 140 shown in Figure 3 will transpire with respect to packet
engine card 38(A). Subsequently, a REDUNDANCY CONFIGURATION message 148,

20 which includes data (i.e., card slot numbers) identifying which packet engine card 1s to
become active and which i1s to become a standby, is transmitted from the host to the
SYM process running on the CPU/matrix card or nodal switch 44a. The SYM process
responds by 1ssuing a BECOME ACTIVE message 150 to the MON process on card
38(A), followed by a BECOME STANDBY message 152 to MON process running on

25 card 38(S).

Receipt of the BECOME STANDBY message 152 causes CPU 88 (Figure 2) on
card 38(S) to establish a communication link or channel to card 38(A) using redundancy
communication bus 58. That link or channel 1s then used by the MON process on card

38(S) to transmit a START CONFIGURATION SYNCHRONIZATION message 154 to
30 the MON process on card 38(A).
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10

The purpose of message 154 is to request that card 38(A), which has already
completed its boot sequence as described above, transmit its current configuration
information to card 38(S) in order to establish identical configurations. Thus, 1n response
to message 154, the MON process on card 38(A) 1ssues an INITIATE

8 CONFIGURATION SYNCHRONIZATION message 156 to the CFG process on card
38(A), which in turn causes a DOWNLOAD 158 of configuration information from card
38(A) to card 38(S) (again. over redundancy communication bus 38). Assuming that the
download is successful, the CFG process on card 38(S) issues a CONFIGURATION
SYNCHRONIZATION COMPLETE message 160 to the MON process on card 38(S).
10 Similarly, the CFG proccss on card 38(A) issues a SYNCHRONIZATION COMPLETE
message to the MON process on card 38(A).

At this point, the MON process on card 38(S) 1ssues an INITIATE
APPLICATION SYNCHRONIZATION message 164 to thc MON process on the active-
designated card 38. That message is a request for card 38(A) to upload 1ts database ot

15 detailed operating information to card 38(S), again for the ultimate objective of attaining
identical operating states between the active and standby cards. In response to message
164, the MON process on the card 38(A) issues an INITIATE APPLICATION
SYNCHRONIZATION message 166 to an ISDN PRI (IPRI) task. The IPRI task
responds by uploading 168 the detailed operating information of active card 38(A) to the

20 IPRI task on the standby card 38(S). Once that upload i1s complete, the IPRI task on card
38(S) issues an APPLICATION SYNCHRONIZATION COMPLETE message 170 to
the MON process on that same card. Similarly; the IPRI task on card 38(A) 1ssues an
APPLICATION SYNCHRONIZATION COMPLETE message to MON process on that
card. Next, the MON process on the standby card issues a BOOT COMPLETE message

25 174 to the SYM process as well as an APPLICATION SYNCHRONIZATION
COMPLETE message 176 to the MON process on card 38(A).

The MON process on card 38(A) issues an APPLICATION BECOMES ACTIVE
message 178 to the IPRI task on the same card, followed by a REDUNDANCY
UPDATE message 180 to the CFG process and a BOOT COMPLETE message 182 to

30 the SYM process. The SYM process then issues a REDUNDANCY CONFIGURE
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ACKNOWLEDGEMENT 184 to the host. ACKNOWLEDGEMENT 184 confirms that
a redundancy boot sequence was successfully completed.

With reference now to Figure 5A, certain processes and tasks which run on a
PRI-32 packet engine card 38 while in the active operational state are illustrated. It
should be understood that other processes and tasks which are not germanc to the present
invention may also run on that card. A COMM process 186 is responsible for receiving
messages from and sending messages to CPU/matrix card or nodal switch 44a (Fig. 1).
Messages received by the COMM process which are call-processing related are passed
by that process to a queuc 194 which is associated with [PRI task 188. In addition,
information related to timers (e.g., expiration of a timer) associated with [PRI task 188 1s
also provided to queue 194.

A layer 2 (L2) process 190 1s responsible for communicating with PCM hardware
198 regarding transmission and reception of (ISDN) D channel information. A queue
196 which is associated with L2 process 190 receives management and ISDN data link
(DL) data request messages from IPRI task 188. L2 data indications, which are
essentially Q.931 D channel messages, are passed from L2 process 190 to queue 194.

A line card multi-card (LCMC) task 192 1s responsible for forwarding all
messages (and related data) and timer-related information, as well as L2 data indications
(collectively, “events”), from queue 194 to standby (mate) card 38(S).

Figure 5B shows certain processes and tasks which run on a packet engine card
while in a standby operational state. The processes and tasks are essentially functional
counterparts to those shown in Figure 5A, with the following exceptions. First, while 1n
the standby mode, the standby card’s COMM process 200 does not receive any call
processing-related messages from the CPU/matrix card or nodal switch 44a and theretore
does not forward any such messages to a queue 210 associated with an IPRI task 202.
This 1s because card 38(A), which is 1n an active operating mode, has sole responsibility
for processing calls.

Second, IPRI task 202 forwards management messages, but not data hink data
requests (information frames), to a queue 212 associated with an L2 process 204.

Similarly, no timer-related information or L.2 data indications which originate on standby
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card 38(S) are placed in queue 210. Instead, events which are transmitted from LCMC
process 192 (Fig. SA) and received by LCMC process 208 are placed in queue 210.
Thus, as IPRI task 202 processes the events contained in queue 210, that task should
respond in exactly the same way as its counterpart task 188 running on active card 38(A).

5 Third, IPRI task 202 is blocked from sending any messages to either the COMM
process 200 or the LCMC process 208. This is because card 38(S). while 1n standby
mode, is limited to receiving events from an active card and processing those events
according to the sequence in which they were received. In this tashion, the operating
state of the standby card continuously tracks that of the active card.

10 Standby card 38(S), while in standby mode, receives D channel information from
PCM hardware 206, but does not transmit any information thereto. L2 process 204, by
examining the sequence numbers contained within the received frames, 1s able to
determine the sequence numbers of messages transmitted by active card 38(A). As a
result, in the event that standby card 38(S) must be brought into service to replace active

15 card 38(A). the standby card 38(S) will have the necessary information to continue the
exchange of messages previously handled by active card 38(A).

A cutover from an active card to a standby card may be necessitated by any of a
number of possible malfunctions or other conditions: an active card 1s physically
removed; an active card is manually reset; an active card experiences a fault which forces

20 a reset; an active card ceases communication with a CPU/matrix card or nodal switch; an
active card is taken out of service by way of an instruction from a host; or a host sends a
reset message directed to the active card.

Upon the occurence of an event which necessitates a cutover, the SYM process
(running on the CPU/matrix card or nodal switch 44a) issues a BECOME_SINGLE

25 message (like message 142 in Figure 3) to the MON process running on the standby card
38(S) (Figure 4). In response, the MON process issues a message to the IPRI task which
causes that task to begin functioning as described above in connection with Figure 5A.
At this point, the standby card’s operational status has changed from standby to single.
As a result of the cutover, the former standby (now “single™) card assumes responsibility

30 for all calls which were being processed by the original active card that had reached
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stable states (i.e., connections existed). Further, as its “single” operational status implies,
that card has no communication link or channel to a standby card. Preferably, the host 1s
informed of the change in the card’s operational status by way of a message 1ssued from
the COMM process.

5 In the event that the original active card is subsequently repaired or replaced (or
another properly functioning card is installed 1n the switch), that card may be booted as
described above. thereby becoming a standby card. In such circumstances, the original
standby card, which assumed “singlc” operational status at the time of the previous
cutover, would receive a message changing its operational status to “active.”

10 Subscquently, 1f desired, the active and standby card designations may be reversed as
dirccted by the host or other control device.

[t should be understood that multiple standby cards may be provided with respect
to a single active card in order to provide even greater redundancy and protection against
interruption of service. In such an approach, the active card may establish a

15 communication channel or link to cach standby card. Otherwisc, communications
between the active card and each standby card would be substantially the same as
described above.

It should also be understood that the present invention may be used to provide
redundancy 1n connection with any of a variety of hardware devices typically found in

20 telecommunications or other types of systems. In the case of a programmable
telecommunications switch like that shown 1n Fig. 1, the present invention may be used
to provide redundancy for line cards 26 or MFDSP cards 36.

While the invention has been particularly shown and described with reference to

preferred embodiments thereof, 1t will be understood by those skilied 1n the art that

235 various changes in form and details may be made therein without departing from the
spirit and scope of the invention. Furthermore, the terms and expressions which have
been employed are used as terms of description and not of limitation, and there 1s no
intention, in the use of such terms and expressions, of excluding any equivalents of the

features shown and described or portions thereof, but 1t 1s recognized that various

30 modifications are possible within the scope of the invention claimed.
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CLAIMS

l. A method of providing redundancy for onc or more hardware devices in a
telecommunications systen, said tclecommunications system including a host and at
least one other processing device, including performing a boot sequence with respect to a
first hardware device, designating by said host, via instructions issued by said processing
dcvice, said first hardware device (38A) as an active device, designating by said host, via
instructions issued by said processing device, said second hardware device (388), which
is capable of performing substantially the same functions as said first hardware device
(38A), as a standby device (38S), said mcthod characterized by:

establishing a communication link, over a redundancy communication bus (58)
between satd aclive and staudby devices, using said link to communicate mformation
relating to a configuration of said active device (38A) to said standby device, using said
configuration-rclated information to configure said standby device substantially
1dentically with said active device, enabling said active device to commence processing
calls, receiving pulse code modulation (PCM) information which is destined for said
active device substantially simultaneously at bota said active and stundby devices, using
said link to communicale information relating to events which affect an operational state
of said active device to said standby device, and using said cvent-related information
such that an operational statc of said standby device continuously tracks the operational
state of said active device, whereby should said active device cease to operate properly,
said standby device assumes responsibility for processing calls previously processed by

said active device.
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2. ‘The method as in claim 1 {urther characterized in that said active and

standby devices each comprise an ISDN packet engine card (38).

3. The method as 1n claim 2 further characterized in that said configuration
information includes information regarding single, active and standby D channels,

whereby redundancy is effectively provided with respect to each of said channels and

said active [SDN packet engine (38).

4. The method as in claim 2 further characterized in that said event-related

information includes call-processing related messages and timer-related information.

S. The method as in claim 1 further characterized in that said active device
maintains a queuc (194) for recerving event-related information which is to be

communicated to said standby device.

6. The method as 1n claim 1 {urther characterized in that said standby device

maintains a qucue (210) for receiving event-related information communicated from said

active device.
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7. A programmable telecomniunications swilch (2) capable of processing
ISDN cal!s and including redundancy with respect 10 one or more hardware devices, said
switch (2) having controllable-switching means (44a, 44b) for dynamically connecting or
disconnecting communication paths with respcct to various oncs of a plurality of ports,
an interface (42a, 42b) for connecting said switch in communicating relationship with a
host device, one or more line cards (26), connected in communicating relationship along
a switching bus means (30a, 30b) with said switching means, for interfacing with at lcast
ouc digital network, characterized by:

an active ISDN packet engine card (38A), connccted in communicating
relationship along said switching bus means with said one or more line cards and said
swiiching means, operating in a state in which ISDN calls camied by said digital network
are processed, said active packet engine card being connected to a standby ISDN packet
cagine card (38S) by a redundaricy commumications bus for communicating
configuration information and information relating to cvents which affcct said state of
said active ISDN packet engine card 10 said standby ISDN packet engine card, and said
standby packet cngine card, connected along said swiiching bus means in conununicating
relationship with said one or more line cards and said switching means, responsive to
information received from the active packet engine card to maintain an operating state
which continuously tracks that of the activc packct engine card, whereby should the
active packet cngine card fail to operate properly, said standby packet engine card

assumcs responsibility for processing said ISDN calls.

3. The switch as in claim 7 further characlerized in that said controllable-

switching means comprises a CPU/matrix card.

— A
02280147 1999-08- 10 IPEA/EP




ONTY .

il 1 U

'

EPA/EPO/OEB RIEASWIEIJIK TR i et - L. - : |

9 ' 19 PP & PR BN BV L LAF Sund BN SP-S ' .
ot i W)

- R =N . ) I}
/ AR e fidy I WAL JLLUL | .

Jd LD Ul T I 11

CA

02280147 1999-08-10

16A

0. The switch as in claim 7 further characterized in that said conirollable-

switching mcans comprises a nodal switch.

10. An ISDN packet engine card (38) for use in a telecommunications
system having first and second banks (64, 66) for lransmitting and receiving,
respectively, pulse code modulation (PCM) information in a p.urality of time slots,
recans for interfacing (60, 62) said first and sccond banks with one or more
communication buses (52a, $4a) carrying PCM i nformation, an ISDN packet engine
(70), connected in communicating rclationship with said first and second banks, for
processing said received PCM information, a source (78) of timing and control
tnformation connected in communicating relationshi p with said first and second banks
and said packet cngine (70), said packet engine card characterized by:

a processor (88), connccted in communicating relationship with said timing
and control source (78), onc or more contro! communication buses (36a, 56b), and a
redundancy communication bus (58), for controlling said packet engine card and using
said redundancy communication bus to support redundant operation by transmitting or
recciving redundancy information, said redundancy information including
configuration information and information related to events which affect an

opcrational state of said packet engine card.




02280147 1999-08-10

CA

PCT/US98/01867

- WO 98/35471

L OId

¢t -ldd INVANNAddy

QN

Ol A4VvO NI ¢é

INVANNAd3y

AdVvO INIT LHVINS
INVANNAddyY

¢t

AdVvO INIT LHVIAS
ANITIMNNYL ©0OTVYNY HO
L/ 13/ L MHOMLIN VLIDIA

S30OV44Hd1NI
INIIHMHOMLIN

(AGANVLS)
HOLIMS TvdON
HO AUV XIHLVW/NdD

o

(IAILOV)
HOLIMS TVYAON
HO aHvO XIH1VIN/NdD

qoe < S3SNG ONIHOLIMS ‘eog

evy
99  1INVANNAd3d

Y DT I PLin. =R el et | 1 4 il oo e sk M e Tl vk PRV ORI, A At 1.7k AP TP L PRI TR LALE T S M - M AR Bt 25 P I ] L6 13

Pyvn A (AR P WL S o8 RN LAY v ah s e

PO = A s s A L SRR CA A v v B L AT A NN MMM A Gy GO ST S T -t T s T el A ML e ]



02280147 1999-08-10

CA

PCT/US98/01867

- WO 98/35471

2/6

¢ Ol3

8¢

qog

et

8
dd44M4d

v6
Add11VY

c6
WNVH

06
WNOd

LLLLLLLLL)

8
WNVYd
d34VHS

98
H4.1194dV
SNy

88
NdO

08 _
H344Ng 0Z 3NIONI 13IMOVd
mm;z:oo.- 89

d3aX3A1dIL NN

ByG 1id-Wwodls

BZS 1id-wodsT

e0S d-Snd O 1dH

g8t SNd TOHLNOD/ONINIL

TTTTTTTTTI

VA ORI ARG U G LK g dym 4 e T €14V a4 e AT N L IS L ARER N MK PSS S Wil 111 (3 st A s A - G P R AR Aot TR MG | W €41 L1 S S Gy AN Foh AN QR IO I AT O RO Il T L Ml b A 3 00PN bl LS A - -

AQHRLIT V- 2ol Pk et e 3 s A Hlra=14



- WO 98/35471

CA 02280147 1999-08-10

PCT/US98/01867

3/6
CPU/MATRIX CARD OR
PRI-32 CARD 38 NODAL SWITCH 44a
/_—__A'_—ﬁ /‘____A__—ﬂ
CFG MON ROM COMM SDLL SYM HOST
100 CC Brd Reset
" Brd Sts Req Y[ ¢
8rd Sts Req Ack
04V Board Here / 106
110 —— Start DLL Start DIl _}— 108
Start DIl Ack Start DIl Ack
DLL —
118
— End DLL . 116
Ready" 120 122
Query Board Info | 41— 124
QBI Ack
1o — Query Board Info Ack AT 148
Card Specific Table Download | 1 ..,
132 DLL Complete
134
~otart Upload‘ | -
Card Specific Table Upload | -
pload Complete -4 Gomplete | | End of Normal Boot
138 ”

140" |Become Single/Active/Standby S€auence

4o +—___|Boot Complete (Active
/

144

FIG. 3

Card Status

146

G GLa 0l T R A s el At ies v bl < ML 1S AT R L) ek SrfNE A v~ Dl IR R Ay P



CA 02280147 1999-08-10

- WO 98/35471 PCT/US98/01867

T —

4/6

CPU/MATRIX
OR NODAL

PRI-32 (ACTIVE) 38(A)  PRI-32 (STANDBY) 38(S) SWITCH 44a

e . T ——— —
IPRI (A) CFG(A) MON(A) PRI (S) CFG(S) MON(S) SYM HOST

148 — Red Cfg
Become Actlve Prim,Sec)

Start Cfg Synch 152
CFG DI

Cfg S nCh
162SynchComplete (CFGQG) omplele 160

166 T\ Init App Synch Init App Synch —~— 164
168 + App Synch DI -

App Synch Compiete App Synch Complete

y 170 Boot 1~ '
7 -
17 " App Synch Complete
App Become N

’ ActiveR 4
=L Boot Complete
pdate . Red
184 [Cg Ack

178

FIG. 4




- WO 98/35471

CA 02280147 1999-08-10

PCT/US98/01867

5/6

TO/FROM CPU/MATRIX

OR NODAL SWITCH TO STANDBY
186 195
COMM LCMC
PROPAGATED
CALL PROCESSING TO MATE
MESSAGES
188
194 A
- XFER W
TIMERS SEND FUNC.
MANAGEMENT
AND DL
DATA REQUEST
196 190
L2 DATA
INDICATIONS
XMIT AND REV OF
D CHAN. HDLC
108 PCM HARDWARE

FIG. 5A

LER T Pt o Ll el a bl ol o s T ‘-.M'w‘.hmm l“mm

PRI AATY AL PR . AT & a1 e et = Y

ACTIVE CARD 38(A)

I8 VT b b v Fatts | S m ol A v el e M



- WO 98/35471

TO/FROM CPU/MATRIX
OR NODAL SWITCH

200

COMM

MESSAGES
NOT SENT

210
XFER
ns, K __PEER N
ARE NOT SEND FUNC.

SENT

212
|2 DATA
INDICATIONS

206

CA

02280147 1999-08-10

PCT/US98/01867

6/6

FROM ACTIVE
208
LCMC
MESSAGES
ARE NOT SENT
%)
O
P
-
O
<[
O
ONLY MANAGEMENT %
MESSAGES SENT =
<
204 ”
L2
RCV OF
D CHAN. HDLC

PCM HARDWARE

FIG. 5B




	Page 1 - abstract
	Page 2 - abstract
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - claims
	Page 18 - claims
	Page 19 - claims
	Page 20 - claims
	Page 21 - drawings
	Page 22 - drawings
	Page 23 - drawings
	Page 24 - drawings
	Page 25 - drawings
	Page 26 - drawings

