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(57) Abréegée/Abstract:

Systems and methods for digital video stabilization via constraint-based rotation smoothing are provided. Digital video data
Including a set of Image frames having associated time stamps and a set of camera orientation data having associated time stamps
may be provided. A smoothed set of camera orientation data may be generated by minimizing a rate of rotation between
successive Image frames while minimizing an amount of empty regions in a resulting set of smoothed image frames reoriented
based on the smoothed set of camera orientation data.
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(57) Abstract: Systems and methods for digital video stabilization via constraint-based rotation smoothing are provided. Digital
video data including a set of image frames having associated time stamps and a set of camera orientation data having associated time
stamps may be provided. A smoothed set of camera orientation data may be generated by minimizing a rate of rotation between suc-
cessive 1mage frames while minimizing an amount of empty regions 1n a resulting set of smoothed 1mage frames reoriented based on
the smoothed set of camera orientation data.
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SYSTEMS AND METHODS FOR DIGITAL VIDEO STABILIZATION
VIA CONSTRAINT-BASED ROTATION SMOOTHING

TECHNICAL FIELD
[0001] The subject matter of the present disclosure relates to signal pro-
cessing. More particularly, the present disclosure relates to systems and methods

for image and video processing.

BACKGROUND

[0002] Digital still cameras capable of capturing video have become wide-
spread 1n recent years. While the resolution and 1image quality of these consumer
devices has improved up to the point where they rival digital single-lens reflex
cameras (DSLRs) 1in some settings, their video quality may still be significantly
worse than that of film cameras. The reason for this gap 1in quality may be twofold.
First, compared to film cameras, cell phones may be significantly lighter. As a re-
sult, hand-held video capture on such devices may exhibit a greater amount of
camera shake. Second, cell-phone cameras may have sensors that make use of a
rolling shutter (RS). In an RS camera, cach image row may be exposed at a slightly
different time, which, combined with undampened camera motion, may result 1in a
“wobble” 1n the output video.

[0003] Video stabilization 1s a family of techniques used to reduce high-
frequency frame-to-frame jitter produced by video camera shake. In professional
cameras, mechanical 1image stabilization (MIS) systems are commonly used. For
example, 1n an MIS system, the operator may wear a harness that separates the
camera’s motion from the operator’s body motion. Other MIS systems stabilize the
optics of the camera rather than the camera body 1tself. These systems may move
the lens or sensor to compensate for small pitch and yaw motions. These tech-
niques work 1n real time and do not require computation on the camera. However,
they are not suitable for mobile devices and inexpensive cameras, because of their
price and size. Digital video stabilization systems may employ feature trackers to
stabilize videos post-capture. However, these systems may be sensitive to noise
(¢.g., fast moving foreground objects) and require distinctive features for tracking.
As a result, digital stabilization based on feature tracking often breaks down, espe-

cially 1in adverse lighting conditions and excessive foreground motion. In addition,
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extracting and matching visual cues across frames can be computationally expen-
sive. Furthermore, the expense grows with the resolution of the video. In some 1n-
stances, this may be too costly to perform video stabilization in real time. Conse-
quently, such approaches are rarcly employed 1n current digital cameras. Instead,

manufacturers can opt for more robust (and expensive) mechanical stabilization

solutions for high-end DSLRs.

SUMMARY OF THE INVENTION

[0004] Embodiments according to the invention are 1n particular disclosed 1in
the attached claims directed to a method, a storage medium and a system, wherein
any feature mentioned 1n one claim category, ¢.g. method, can be claimed 1n an-
other claim category, ¢.g. system, as well.

[0005] To stabilize digital video, computer implemented methods, systems,
and computer readable media, 1n an embodiment, may provide digital video data
including a set of image frames having associated time stamps and a set of camera
orientation data having associated time stamps. A smoothed set of camera orienta-
tion data may be generated by minimizing a rate of rotation between successive
image frames while minimizing an amount of empty regions in a resulting set of
smoothed 1mage frames reoriented based on the smoothed set of camera orientation
data.

[0006] In an embodiment, the amount of empty regions in the resulting set of
smoothed image frames may be minimized to zero.

[0007] In an embodiment, the amount of empty regions in the resulting set of
smoothed 1image frames may be minimized below a threshold value.

[0008] In an embodiment, the set of image frames may be warped based on
the associated time stamps for the set of image frames and the smoothed set of
camera orientation data to form a set of corrected 1image frames.

[0009] In an embodiment, the warping of the set of image frames based on
the associated time stamps for the set of image frames and the smoothed set of
camera orientation data to form a set of corrected 1image frames may include divid-
ing an individual 1image frame into a plurality of subsections. Each subsection may
have an associated time stamp and camera orientation. The warping of the set of
image frames based on the associated time stamps for the set of 1image frames and

the smoothed set of camera orientation data to form a set of corrected 1mage
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frames may include realigning cach subsection based on the associated time stamp
and camera orientation to form an individual corrected 1image frame.

[0010] In an embodiment, the set of corrected image frames may be dis-
played as a video.

[0011] In an embodiment, the amount of empty regions 1n the resulting set of
smoothed 1image frames may be minimized below a threshold value.

[0012] In an embodiment, the amount of empty regions below the threshold
value may be inpainted.

[0013] In an embodiment, the set of camera orientation data having associat-
cd time stamps may be provided from a gyroscope of a handheld device.

[0014] In an embodiment, the set of image frames may be provided from a
camera of a handheld device.

[0015] In an embodiment, the set of camera orientation data having associat-
cd time stamps may be provided from a gyroscope of a handheld device including a
mobile phone and a digital camera. The set of image frames may be provided from
the digital camera.

[0016] In an embodiment, the generating of the smoothed set of camera ori-
entation data includes an iterative optimization based on gradient descent.

[0017] In an embodiment, the generating the smoothed set of camera orienta-
tion data may include filtering based on a Gaussian filter.

[0018] In an embodiment, the generating of the smoothed set of camera ori-
entation data may include filtering based on a temporal derivative.

[0019] In an embodiment, the set of camera orientation data may include ro-
tations without any translations.

[0020] In an embodiment, the set of camera orientation data may include
vectors having both rotations and translations.

[0021] In an embodiment, the generating the smoothed set of camera orienta-
tion data 1s performed by a social networking system.

[0022] In an embodiment, the set of image frames having associated time
stamps and the set of camera orientation data having associated time stamps may
be uploaded to the social networking system by a user of the social networking
Ssystem.

[0023] In a further embodiment of the invention, one or more computer-

rcadable non-transitory storage media embody software that 1s operable when exe-
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cuted to perform a method according to the invention or any of the above men-
tioned embodiments.
10024 ] In a further embodiment of the invention, a system comprises: on¢ or
more processors; and a memory coupled to the processors comprising instructions
executable by the processors, the processors operable when executing the instruc-
tions to perform a method according to the invention or any of the above men-
tioned embodiments.

Many other features and embodiments of the invention will be apparent from
the accompanying drawings and from the following detailed description.
BRIEF DESCRIPTION OF THE DRAWINGS
[0025] FIGURE 1 1llustrates an example pinhole camera model, according

to an embodiment.

FIGURE 2 1llustrates a depiction of two example camera orienta-
tions and their corresponding image planes, according to
an embodiment.

FIGURE 3 1llustrates a depiction of an example warped 1mage cap-
tured by an RS camera and transformations to correct the
image, according to an embodiment.

FIGURE 4 1llustrates an example digital video stabilization module,
according to an embodiment. FIGURE 5 1llustrates graphs
of examples of input data and resulting data after
smoothing, according to an embodiment.

FIGURE 6 1llustrates an example method for constraint-based
smoothing, according to an embodiment.

FIGURE 7 1llustrates an example network diagram of a system for
modifying a set of image frames from a digital video to
produce a stabilized digital video within a social net-
working system, according to an embodiment.

FIGURE 8 1llustrates an example computer system that may be used
to implement one or more of the embodiments described
herein, according to an embodiment.

[0026] The figures depict various embodiments of the present invention for
purposes of 1llustration only, wherein the figures use like reference numerals to

identify like elements. One skilled 1n the art will readily recognize from the fol-
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lowing discussion that alternative embodiments of the structures and methods 1l-
lustrated 1in the figures may be employed without departing from the principles of

the invention described herein.

DETAILED DESCRIPTION

Digital Video Stabilization and Rolling Shutter Correction using Gyroscopes

[0027] Rolling shutter correction 1s a technique for removing 1image warping
produced by intra-frame camera motion. High-end cameras use charge-coupled de-
vice (CCD) sensors, which have a global shutter (GS). In a GS camera, including
many DSLRs, all pixels on the CCD sensor are read out and reset simultancously.
Therefore all pixels collect light during the same time 1nterval. Consequently,
camera motion during the exposure results in some amount of 1image blur on these
devices. In contrast, low-end cameras typically make use of complementary metal
oxide semiconductor (CMOS) sensors. In particular, these sensors employ a rolling
shutter, where 1mage rows are recad out and reset sequentially. This approach may
require less circuitry compared to CCD sensors and may make CMOS sensors
cheaper to manufacture. For that reason, CMOS sensors are frequently used 1n cell
phones, music players, and some low-end camcorders. The sequential readout,
however, means that cach row 18 exposed during a slightly different time window.
As a result, camera motion during row readout will produce a warped 1image. Fast
moving objects will also appear distorted.

[0028] Image readout 1n an RS camera 18 typically 1n the millisecond range.
Therefore, RS distortions are primarily caused by high-frequency camera motions.
MIS systems could, therefore, be used to stabilize the camera. While this approach
removes rolling shutter warping, 1n practice the price range and size of MIS sys-
tems make 1t not suitable for RS cameras. Some digital rolling shutter rectification
techniques may correct RS artifacts 1n a single image, but require user mnput. In
contrast, some¢ embodiments of the present disclosure may correct RS artifacts for
single 1tmages without requiring user input.

[0029] For video, rectifying RS 1n a sequence of frames using feature track-
ing to estimate the camera motion from the video may present problems. Once the

camera motion 18 known during an RS exposure, 1t can be used to rectify the frame.
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Since this approach relies on feature trackers, 1t has the same disadvantages previ-
ously discussed 1n the case of video stabilization.

[0030] Digital video stabilization techniques may include cropping or zoom-
ing input video frames. This may allow individual frames to be translated, rotated,
or warped to counteract undesired deformations introduced by hand shake. The
amount of cropping may determine how much leeway (or “wiggle room”) 18 availa-
ble to remove these deformations. If, for example, the frame 1s translated too far,
empty regions (e.g., regions which have no pixel data) may be visible. Some em-
bodiments of the present disclosure not only smooth out the camera motion by
counteracting hand shake, but may also do so while preventing empty regions from
showing up. It should be appreciated that other methods for providing the leeway
for stabilization, other than cropping or zooming, may also be implemented. For
example, inpainting techniques may be implemented to fill empty regions intro-
duced by stabilization. Inpainting may be used in licu of, or in addition to, crop-
ping or zooming. For instance, 1n an embodiment, a function may be implemented
to determine whether a given deformation results 1n a frame with all pixels set
(whether by 1inpainting, zooming, cropping, ¢tc.) to satisfaction or not.

[0031] Systems and methods are provided for digitally stabilizing videos by
computing smooth camera rotations that satisfy empty-region prevention con-
straints. This may enable maximally smooth camera rotations to be produced for a
grven crop or zoom factor.

[0032] The digital video stabilization process may begin, for example, with
video being captured by a camera or device including a camera, such as a mobile
phone, tablet, watch, wearable gear, etc. The video may include a number of suc-
cessive image frames that are captured. The video may be shaky due to the de-
vice’s size and weight. The rolling shutter used by sensors 1n the camera may pro-
duce warping 1n the output image frames. Gyroscopes may be used to measure the
camera’s motions (¢.g., rotations) during video capture. The measured camera mo-
tion may be used to stabilize the video and to rectify the rolling shutter to result in
the stabilized video having output frames with corrected 1mages.

[0033] Techniques of the present disclosure may improve video quality of RS
cameras. In an embodiment, microelectromechanical systems (MEMS) gyroscopes
arc implemented to measure camera rotations. Other gyroscopes and motion sens-

ing devices may also be implemented. The gyroscopic measurements may be used
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to perform video stabilization (e.g., inter-frame motion compensation) and rolling
shutter correction (e¢.g., intra-frame motion compensation). This approach may be
both computationally inexpensive and robust, which may make 1t particularly suit-
able for real-time implementations on mobile platforms for instance.

[0034] Systems and methods based on a unified model of a rotating camera
and a rolling shutter may utilize the model to compute a warp that stmultancously
performs rolling shutter correction and video stabilization. Optimization tech-
niques may be provided that automatically calibrate the gyroscope and camera.
This may permit the recovery of unknown parameters, such as gyroscope drift and
delay, as well as the camera’s focal length and rolling shutter speed, from a single
video and gyroscopic capture. As a result, any combination of gyroscope and cam-
cra hardware may be calibrated without the need for a specialized laboratory setup.
A device including the camera may also include a motion sensing device, such as a
gyroscope. For example, many smartphones have cameras and motion sensing de-
vices, such as gyroscopes and accelerometers. In this way, real-time video stabili-
zation and rolling shutter correction may be provided without requiring the use of
feature trackers or MIS systems. Furthermore, inexpensive MEMS gyroscopes may
be implemented to measure camera motion directly. Inertial measurement units
(IMUs) may be used for image de-blurring and for aiding a KLT feature tracker
[0035] Measuring camera motion using motion sensing devices, such as gy-
roscopes, permits digital video stabilization and RS rectification to be performed
with high computational efficiency. This approach may be robust even under poor
lighting or substantial foreground motion, because the video’s content 1s not used
for motion estimation. Furthermore, as stated above, many camera-enabled mobile
phones are already equipped with gyroscopes or other motion sensing devices.
Compared to MIS systems, MEMS gyroscopes may be significantly less inexpen-
sive, more versatile, and less bulky.

[0036] In an embodiment, video stabilization may proceed in three stages:
camera motion estimation, motion smoothing, and image warping. Rolling shutter
rectification may proceed 1n a similar manner, except the actual camera motion
may be used for the warping computation rather than the smoothed motion. As will
be discussed 1n further detail herein, both video stabilization and rolling shutter
correction may be performed 1n one warping computation under a unified frame-

work.
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[0037] In an embodiment, camera motion may be modeled 1n terms of rota-
tions only. It should be appreciated that translations may be measured in addition
to, or 1n place of, rotations in other embodiments. In some 1nstances, translations
may be difficult to measure accurately using IMUs for example. Moreover, accel-
crometer data may require being integrated twice to obtain translations. In con-
trast, gyroscopes measure the rate of rotation. Therefore, gyroscopic data may re-
quire only a single integration to obtain the camera’s orientation. As a result,
translation measurements may be significantly less accurate than orientation meas-
urements 1n some instances. Furthermore, translation measurements may be com-
plicated by objects at different depths moving by different amounts. In an embod-
iment, sterco or feature-based structure from motion (SfM) algorithms may be 1m-
plemented to obtain depth information. Warping frames 1n order to remove transla-
tions may be performed 1n some embodiments, but may be complicated by parallax
and occlusions.

|0038] Modeling camera translations 1n systems may present 1ssues. For ex-
ample, an optimizer may fall into a local minimum while attempting to reconstruct
translations from a feature tracker. An algorithm may assume that the camera 1s
imaging a purecly planar scene (e.g., constant depth). Therefore, translation recon-
struction may be complicated due to unmodeled parallax 1n the video.

[0039] Embodiments modeling camera rotation only 1n terms of rotations, or
primarily 1n terms of rotations, may minimize the problems encountered with
translations. Camera shake and rolling shutter warping occur primarily from rota-
tions since translations attenuate quickly with increasing depth, and objects are
typically sufficiently far away from the lens that translational camera jitter does

not produce noticeable motion 1n the image.

Example Camera Model

[0040] In an embodiment, a rotational rolling shutter camera model that 1s
based on a pinhole camera model 1s provided. FIGURE 1 1llustrates an example
pinhole camera model 101, according to an embodiment. A ray from a camera cen-
ter ¢ to a point x 1n the scene will intersect the 1mage plane at point x. Therefore
the projection of the world onto the 1image plane depends on the camera’s center c,
the focal length f, and the location of the camera’s axis (oy, 0y) 1n the 1image plane.

In a pinhole camera the relationship between 1image point X 1n homogenecous coor-
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dinates and the corresponding point X in 3D world coordinates may be specified by

example equation (1).

X
, % '. " "a"u"u"s \.t_' . .‘:.' i: '.‘
' x (13
L h\ ' Dl “ >

: : : : : : -1
Here, A 1s an unknown scaling factor and K 1s the intrinsic camera. K™ may be

specified by example equation (2).

(0x, Oy) 18 the origin of the camera axis 1n the image plane and f 1s the focal length.
The camera’s focal length 1s an unknown that may be recovered. The camera may
be assumed to have square pixels and the upper diagonal entries set to 1. However,
other embodiments may extend this model to take into account non-square pixels
or other optical distortions.

[0041] Warping may occur from high-frequency camera rotations. For exam-
ple, high-frequency camera rotations while the shutter 1s rolling from top to bottom
may cause the output image to appear warped. This warped 1mage may be modeled
mathematically.

[0042] The world origin may be set to the camera origin. The camera motion
may then be described 1in terms of i1ts orientation R(t) at time t. Thus, for any scene

point X, the corresponding image point X at time t may be given by example equa-

{ ‘3&. :%

N - ;."

[0043] The rotation matrices R(t) € SO(3) may be computed by compounding
the changes 1n camera angle AO(t). The spherical linear interpolation (SLERP) of
quaternions may be used 1n order to interpolate the camera orientation smoothly
and to avoid gimbal lock. The change 1n angle between gyroscope samples may be
sufficiently small that Euler angles work as well as rotation quaternions. A9(t) may
be obtained directly from gyroscope measured rates of rotation w(t), as specified 1n

the following example equation (4).
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W4 18 the gyroscope drift and t4 is the delay between the gryoscope and frame sam-
ple timestamps. These parameters are additional unknowns 1n that model that may
also be recovered.

[0044] Rolling shutter may also be introduced 1nto the camera model. In an
RS camera, cach image row 1s exposed at a slightly different time. Camera rota-
tions during this exposure may, therefore, determine the warping of the image.
Translational camera jitter during rolling shutter exposure does not significantly
impact image warping because objects are typically far away from the lens. For
example, 1f the camera sways from side to side while the shutter 1s rolling, then the
output 1image will be warped as shown 1n FIGURE 3. The time at which point x
was 1maged 1n frame 1 depends on how far down the frame 1t 1s. It may be deter-

mined that x was 1imaged at time t(1, y), as specified by the example equation (5).
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y 18 the 1mage row corresponding to point x. h 1s the total number of rows 1n the
frame. t; 18 the timestamp of the 1-th frame. The ts term 1indicates that the farther
down 1n a frame, the longer 1t took for the rolling shutter to get to that row. Hence,
ts 18 the time 1t takes to read out a full frame going row by row from top to bottom.
A negative tg value would indicate a rolling shutter that goes from bottom to top.
Automatically recovering the sign and value of ts 18 described 1n further detail
herein.

[0045] The relationship between 1mage points 1n a pair of frames for two dif-
ferent camera orientations may be derived. FIGURE 2 1llustrates a graphical rep-
resentation of two camera orientations and their corresponding image planes, ac-
cording to an embodiment. Graphical representation 201 includes two camera ori-
entations 202 and 203. Camera orientation 202 includes image plane 1. Camera ori-
entation 203 includes 1mage plane j. An image of scene point X appears in the two
frames where the ray 211 intersects the image planes 1 and j. For a scene point X,
the projected points x; and x; in the i1image plane of two frames 1 and j, respectively,

may be specified by the following example equations (6).
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[0046] If these equations are rearranged and 1f X 1s substituted for, a map-
ping of all points in frame 1 to all points 1n frame j is obtained, as specified by ex-

ample equation (7).
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[0047] While the relationship between two frames have been described 1n

relation to the same video, 1n other embodiments, the frames may be mapped from
on¢ camera that rotates according to R(t) to another camera that rotates according
to R'(t). In an embodiment, both camera centers may be assumed to be at the
origin. The warping matrix W that maps points from one camera to the other may

be specified according to the following example equation (8).

00000

R A ST S Iy FIPREAPS g "- g.‘: N R ': Y
Wit 6a) = KRGOR R ™ (8}
[0048] Equation 7 may now be specified more compactly according to the

following example equation (9).

Ny o WL L8 i . whare R = R {4
0049 W depends on both image rows y; and y; of image points x; and Xx;,
j j

respectively. This warping matrix may be used to match points 1in frame 1 to corre-
sponding points 1n frame j, while taking the effects of the rolling shutter 1nto ac-
count 1n both frames.

[0050] This formulation of a warping matrix provides for rolling shutter cor-
rection and video stabilization. A synthetic camera may be created that has a
smooth motion and a global shutter. This camera’s motion may be computed by
applying a Gaussian low-pass filter, for example, to the input camera’s motion,
which results 1n a new set of rotations R’. The rolling shutter duration ts for the
synthetic camera may be set to 0 as for a global shutter. W(t;, t(1, y;)) may then be
computed at ecach image row y; of the current frame 1, and the warp may be applied
to that row. The first term of W may now only depend on the frame time t;. This
operation may map all input frames onto the synthetic camera, and as a result,
simultancously remove rolling shutter warping and video shake.

[0051] In certain embodiments, W(t;, t(1, y;)) 1s not computed for cach image
row yi. Instead, the input image may be subdivided and the warp computed at each
vertical subdivision. FIGURE 3 1llustrates an example transformation to correct
warp, according to an embodiment. Warped input image frame 301 shows a subdi-
vided warped 1mage that was captured by an RS camera. The warp 1s computed at
cach vertical subdivision, as shown in 1image frame 311. Image frame 311 shows a

piccewise linear approximation of non-lincar warping. As shown by resulting 1m-
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age frame 316, various numbers of subdivisions may be sufficient to eliminate arti-
facts. For example, in an embodiment, 10 subdivisions may be sufficient to elimi-
nate visual artifacts. A warped mesh from the input image was created that 1s a
piccewilse linear approximation of the non-linear warp. While ten subdivisions may
be sufficient to remove any visible RS artifacts, other embodiments may include a
different number of subdivisions. The sampling approach may be referred to as
inverse interpolation. Inverse interpolation may be casy to implement on a graph-
ical processing unit (GPU) using vertex shaders. The GPU’s fragment shader may
take care of resampling the mesh-warped 1mage using bilinear interpolation. RS
warping 1n actual videos may not be strong enough to produce aliasing artifacts
due to bilinear inverse interpolation. As a result, inverse interpolation may work
well 1n practice. Rolling shutter correction using global image warps may assume
that camera rotation 18 more or less constant during rolling shutter exposure. A lin-
car approximation may fail to rectify the rolling shutter, as shown by image frame

306 in FIGURE 3.
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Camera and Gyroscope Calibration

[0052] Calibration techniques are provided for recovering the unknown cam-
cra and gyroscope parameters described herein. The calibration may enable the
computation of W directly from the gyroscope data. The unknown parameters in
the model described herein may include: the focal length of the camera f, the dura-
tion of the rolling shutter ts, the delay between the gyroscope and frame sample
timestamps tq, and the gyroscope drift wy.

[0053] In some 1nstances, one or more of these parameters, such as the cam-
cra’s focal length f, may be specified by the manufacturer. In some instances, these
parameters may be measured experimentally. For example, a quickly flashing dis-
play may be used to measure the rolling shutter duration t;. However, these tech-
niques may tend to be imprecise and error prone. These techniques may also be
tedious. The duration of the rolling shutter may typically be 1n the millisecond
range. As a result, a small misalignment 1n t4 or t may cause rolling shutter recti-
fication to fail.

[0054] In an embodiment, these parameters may be estimated from a single
video and gyroscope capture. For example, the user may be record a video and a
gyroscope trace while standing still and shaking the camera while pointing at a
stationary object, such as a building. The duration of the clip may vary 1n different
embodiments. In an embodiment, a short clip (¢.g., ten seconds or less in duration)
may be sufficient to estimate all the unknown parameters. This calibration step
may only need to be done once for each camera and gyroscope arrangement.
[0055] In an embodiment, matching points are 1identified in consecutive vid-
co frames. The matching points may be 1dentified using, for example, the scale 1n-
variant feature transform (SIFT). Outliers may be discarded using, for example,
random sample consensus (RANSAC). The result may be a set of point corre-
spondences x; and x; for all neighboring frames in the captured video. Given this
oround truth, calibration may be formulated as an optimization problem where the
mean-squared re-projection error of all point correspondences may be minimized.

This 1s specified 1n the following example equation (10).
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[0056] A number of non-linear optimizers may be used to minimize the ob-
jective function. Coordinate descent by direct objective function evaluation may
converge quickly, and 1s implemented 1n one embodiment. Each time a step 1s tak-
en where the objective function J does not decrease; the step direction 1s reversed
and the step size of the corresponding parameter 1S decreased. The algorithm may
terminate when the step size for all parameters drops below a desired threshold,
such as when a target precision 1s achieved. The convergence may occur quickly in
some 1nstances. For example, 1n one embodiment, the convergence may occur 1n 2
secconds or less for a calibration video of about 10 seconds 1in duration.

[0057] In an embodiment, the optimization may be 1nitialized by setting the
focal length such that the camera has a field of view of 45°. All other parameters
may be sct to 0. With these 1initial conditions, the optimizer may converge to the
correct solution for the dataset. More generally, falling into a local minimum (e.g.,
when the delay between the gyroscope and frame timestamps 1s large) may be
avolded by restarting the coordinate descent algorithm for a range of plausible pa-
rameters, and selecting the best solution. The average re-projection error for cor-
rectly recovered parameters may be, for example, around 1 pixel.

[0058] An additional unknown 1n the model may be the relative orientation
of the gyroscope to the camera. For example, rotations about the gyro’s y-axis may
correspond to rotations about the camera’s x-axis.

[0059] To discover the gyroscope orientation, the 3 rotation axes may be
permuted and the optimizer may be run for cach permutation. The permutation that
minimizes the objective best may correspond to the camera’s axis ordering. The re-
projection error may be significantly larger for incorrect permutations. Therefore,
this method may work well 1n practice.

[0060] While 1t has been assumed that the camera has a vertical rolling shut-
ter, the RS model may be easily modified to work for image columns 1nstead of
rows. Finding the minimum re-projection error for both cases may indicate whether
the camera has a horizontal or vertical rolling shutter.

[0061] Finally, the results achieved by calibration may be demonstrated by
analyzing the video and gyroscope signals before and after calibration. Assuming
rotations between consecutive frames are small, the translations in the 1image may
be approximately computed from rotations as specified in the following example
cquation (11).
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[0062] Equation (11) assumes there are no effects due to rolling shutter (¢.g.,

ts = 0), and rotations about the z-axis (¢.g., ®;) may be 1gnored. x 1s the average
rate of translation along x and y for all point correspondences 1n consecutive
frames. If the optimizer converged to the correct focal length £ and gyroscope de-
lay tq, then the two signals should align. Before calibration, the amplitudes of the
signals x and £ * oy (t + ty) do not match because the initial estimate for f 1s too
low. The signals may be shifted when t4 1s initialized to 0. After calibration, the
signals may be well aligned because accurate focal length and gyroscope delay
have been recovered. Precise gyroscopes, such as MEMS gyroscopes, enable the
gyroscope data to match the 1image motions, resulting 1n the improved video stabi-

lization and rolling shutter correction.

Constraint-Based Rotation Smoothing

[0063] In some aspects of the present disclosure, system and methods may be
provided for computing an optimally smooth camera motion under the constraint
that empty regions are not visible, or below a minimum threshold value. FIGURE
4 1llustrates an example digital video stabilization module, according to an embod-
iment. Digital video stabilization module 400 1s shown including an input module
401, a smoothing module 402, and a warping module 403.

[0064] Input module 401 may provide inputs to be stabilized the smoothing
module 402 and the warping module 405. Input module 401 may receive the inputs
associlated with the video that 1s to be stabilized. For example, inputs may include
a sct of N frames F;, corresponding times t; for the N frames F;, and camera orien-
tations 0;, where1 = {1..N}.

[0065] Smoothing module 402 computes a set of new smoothed camera ori-
entations ¢;, such that a constraint function f(¢, t) 1s satistfied. Smoothing module
402 may include rate of rotation module 403 and constraint determination module
404.

[0066] Rate of rotation module 403 computes the rate of rotation to ensure a
sufficiently small rate of rotation 1s maintained for the generation of smooth cam-

era orientations. Constraint determination module 404 determines whether a con-
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straint 1S met for target orientations ¢; at time t;. For example, 1n one embodiment,
the constraint function f(¢,t) may return 1 or 0 depending on whether empty re-
gions are visible or not, respectively, given a target orientation ¢; at time t;.

[0067] For example, the constraint determination module 404 may determine
whether a minimal amount of empty regions (¢.g., below a threshold amount) are
produced 1n successive image frames. If the amount of empty regions falls below
the threshold amount, then the constraint 1s met (¢.g., the amount of empty regions
does not exceed the threshold amount), and the target orientation ¢ and its corre-
sponding time t may be used to generate a smooth orientation that has a sufficient-
ly small rate of rotation that does not generate an amount of empty spaces above a
threshold value. If the constraint 1s not met (¢.g., the amount of empty regions ex-
ceeds the threshold amount), then the corresponding target orientation ¢ may be
adjusted to maintain a sufficiently small rate of rotation while satisfying the con-
straint. In an embodiment, the threshold amount of empty regions 1s zero. In an-
other embodiment, the threshold amount of empty regions 1s approximately zero or
a negligible value that 1s determined to be undetectable by the human eye. In yet
another embodiment, the threshold amount of empty regions 1s a value that pre-
vents cropping, zooming, or inpainting to be used effectively, such as to eliminate
all empty regions, or approximately all empty regions. In other embodiments, the
threshold amount of empty regions may be set as desired based on the application
and level of tolerance.

[0068] Warping module 405 generates warped frames based on the set of new
smoothed camera orientations ¢; computed by the smoothing module 402. For ex-
ample, the warping module 405 may implement a warping function g(F, ¢, t) that
takes as input a frame F, a smoothed orientation ¢ and 1ts corresponding time t,
and generates a warped frame F'. Given the smoothly varying ¢; over t; as output
by the smoothing module 402, and appropriate choices of functions f and g, the
resulting warped frames F'; will compose a stabilized output video. The function f
may depend on the choice of warping function g, and may simply indicate whether,
after applying the warping function g, empty regions would be visible 1in the frame
Or not.

[0069] The specific warping function implemented may vary in different em-
bodiments. Different warping functions may be appropriate for various cameras or

desired approximations. For example, the warping function implemented may be
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based on whether a camera has a rolling shutter and minor lens aberrations or
whether 1t has a global shutter. For instance, in one embodiment, for cameras with
a global shutter, a homography warping function may be implemented. Other ap-
proximations, such as affine transformations, or a rotation plus a translation in the
frame’s 1mage space may be implemented.

[0070] In an embodiment, the 0; input are rotations in the SO(3) group. There
arc a varicty of ways to represent rotations, such as by rotation matrixes and qua-
ternions. Representations that lie in SO(3) may be converted into a representation
that facilitates smooth interpolation, such as quaternions rather than Euler angles.
The 0; rotations may be computed from an 1mage-based feature tracker, for exam-
ple, or by directly measuring and 1ntegrating gyroscope readings. Any other meth-
od that produces accurate estimates of the camera’s orientation may be implement-
¢d 1n other embodiments.

[0071] While O has been described in terms of camera rotations, 1n other em-
bodiments 68 may include a vector that holds both rotations and translations of the
camera 1n 3D space. For instance, vectors that include both rotations and transla-
tions may be produced by a structure from motion algorithm. In an embodiment, 0
may 1nclude translations or rotations in the frame’s 1image space, or other less ac-
curate but potentially computationally cheaper approximations. As long as 0 can be
smoothly interpolated and the resulting ¢ can be 1nput to a corresponding f and g
function, the digital video stabilization may be achieved.

[0072] The phrase “smooth camera motion” may be used herein to refer to
small changes in the rate of rotation. This 1s distinguished from small changes in
rotation of neighboring frames. Small changes 1n the rate of rotation may produce
orientations that case in and out of imposed constraints over time. Small changes
in rotation of neighboring frames interpolates to and from the constraints while
producing discontinuities 1in orientation derivatives at the time where the constraint
1s enforced.

[0073] The constraint-based rotation smoothing may include an optimization
that includes minimizing an energy function based on rate of rotation and the con-
straint.

[0074] In an embodiment, the energy function, J, to be minimized may be

specified by the following example equation (12).
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The rotations ¢ may be represented as unit quaternions (also known as versors).
Furthermore, the hard constraint may be replaced with a soft constraint, as speci-

fied 1in the following example equation (13).
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fand (13)

A may determine how strongly the f constraint 1s enforced. For example, setting A
to infinity may ensure that no empty regions are visible, assuming the constraints
may be satisfied.

[0075] A variety of optimization algorithms may be used to minimize the
energy function J in either the form shown 1n example equation (12) or (13). In an
embodiment, an 1terative algorithm based on gradient descent of example equation
(12) 1s implemented, where the constraint may be enforced at ecach i1teration. In an
embodiment, the frames may be equally spaced temporally, such as a camera that
records at a specific number of frames per second. With equally spaced frames, the
denominator may be assumed to be constant and may then be taken out of the sum.

The derivative may then specified by the following example equation (14).
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[0076] C may be a constant that controls the magnitude of the gradient. In

some embodiments, this may be picked automatically by some forms of gradient
descent, such as momentum-based methods. In other embodiments, this may be set
as desired to control the rate of descent 1n plain gradient descent. An example val-
ue may be, for instance, C = 2/(At)*. Equation (14) may be specified more com-

pactly by the following example equation (15).
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[0077] The kernel K may be a Laplacian of Gaussian (LoG) filter. The LoG
filter may be approximated with a Difference of Gaussians (DoG) or Difference of
Boxes (DoB) filter. The kernel K may also be adjusted by convolving a LoG filter
with a Gaussian filter. This may control how gradually the rate of rotation should
change (or the amount of casing 1in and out of constraints). The choices of the
LoG/DoG/DoB and/or Gaussian filters may affect the coefficients and size of ker-
nel K, but as long as the kernel computes a form of a temporal derivative, the op-
timized orientations may exhibit some form of casing in and out of the constraints.
[0078] In an embodiment, the applying of the kernel to the quaternions 1s
doing linear weighting of the 4D vectors. In theory, interpolating quaternions using
spherical linear interpolation (s/erp) may be an accurate method. For small chang-
¢s 1n angles, linear interpolation plus a normalization of the resulting quaternion
(lerp) at cach iteration 1s sufficient to produce sufficiently accurate results. Such
results may be achieved because sin(fd) = 6 when 6 1s small. The change 1n angle
induced by handshake (¢.g., changes that are to be rectified) are typically not
large. Furthermore, recasonable levels of cropping, zooming, or inpainting factors
may not leave much leeway. Only small angles may not produce empty regions.
Thus, the angle induced by handshake between quaternions of consecutive orienta-
tions may not be large 1n practice, and the approximation may be both accurate and
computationally efficient. Furthermore, for rapid camera rotations (¢.g., the user
quickly panning left), the constraint function f may dominate the resulting orienta-
tions. Thus, any 1naccuracies from lerp may not be noticeable.

[0079] In an embodiment, the constraint-based rotation smoothing may be

specified 1n terms of the following example algorithm (1).
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®; may be precomputed 1n the outer loop, such that 1t does not change 1n the inner
loop. The number of iterations, “numiter”, may be set sufficiently high to result in
smooth rotations. The resulting ¢; may then be fed into g to produce a stabilized
output video.

[0080] n(¢) 1s the normalization step in lerp and may be defined as: n(¢) =
¢/||®||. The indexing 1 1n algorithm 1 1s selected such that ®; 1s valid, and thercfore
may depend on the size of the kernel K. In this example, the rotations at the
boundaries may be held fixed. In other embodiments, the boundary may be extend-
cd via extrapolation, allowing for the entire set of orientations to be iterated over
during optimization. The entire set of orientations may be specified as the follow-

ing sct.
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[0081] FIGURE S5 1illustrates graphs of examples of input data and resulting
data after smoothing, according to an embodiment. The top graph includes 1input
data 502 plotted over time with constraints 503 denoted by circles. The bottom
oraph includes resulting data 504, including constraints 503, that resulted from the
input data 502 being smoothed 1n accordance with the constraint-based rotation
smoothing techniques described herein. For example, the resulting data 504 may be
smoothed by enforcing the rate of rotation (or derivative) to be small (or below a
threshold value) while ensuring that the constraint (¢.g., a threshold amount of
empty regions are not produced 1n successive image frames) 1s met. Small changes
in the rate of rotation may produce orientations that case in and out of imposed
constraints over time. The resulting data 504 cases 1n and out of the constraints
503. On the other hand, the middle graph includes resulting data 506, including
constraints 503, that resulted from an attempted smoothing of the input data 502 by
enforcing the change 1n orientation of neighboring frames to be small. Small
changes 1n rotation of neighboring frames interpolates to and from the constraints
while producing discontinuities 1n orientation derivatives at the time where the
constraint 1s enforced. As shown, the resulting data 506 includes discontinuities in
the derivative at the constraints 503.

[0082] FIGURE 6 1llustrates an example method for constraint-based
smoothing, according to an embodiment. At block 601 of method 600, video data 1s

received. The video data may include a set of image frames having associated time
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stamps. In an embodiment, block 601 may be performed by input module 701 of
FIGURE 4.

[0083] At block 603, camera orientation data having associated time stamps
are received. For example, the device including the camera may also include an
orientation sensor, such as a gyroscope, accelerometer, etc., that generates camera
orientation data that tracks the orientation of the camera during the capture of the
video. The camera orientation data may include associated time stamps to link or
otherwise associate the camera orientation data to the set of images 1n the video
data. In some 1nstances, the camera orientation data may be received at the same
time as the video data, such as together with the video data. In an embodiment,
block 602 may be performed by input module 701 of FIGURE 4.

[0084] In one embodiment, blocks 601 and 603 may be performed by the de-
vice having the camera (e.g., smartphone or other handheld device) that 1s used to
capture the video. For example, the video data and camera orientation data may be
received upon capture of the video. In another embodiment, blocks 601 and 603
may be performed by a separate device (e.g., computer) that subsequently receives
the video data captured by the device including the camera (e.g., smartphone). For
example, the video data and camera orientation data may be transmitted or upload-
cd to a separate device from the device including the camera and orientation sen-
sor, such as a smartphone with camera.

[0085] At block 605, a set of smoothed camera orientation data 1s generated
by minimizing the rate of rotation between successive images frames while mini-
mizing (or limiting) the amount of resulting empty regions 1n a resulting sect of
smoothed image frames. The resulting set of smoothed 1image frames are reoriented
based on the smoothed set of camera orientation data.

[0086] In an embodiment, the set of smoothed camera orientation data 1s
generated by minimizing either equations (12) or (13) described herein. In an em-
bodiment, an 1terative algorithm based on gradient descent of example equation
(12) 1s implemented, where the constraint may be enforced at ecach 1teration.
[0087] At block 607, the set of image frames are warped to form a set of cor-
rected 1image frames. The set of image frames may be warped based on the associ-
ated time stamps for the set of image frames and the smoothed set of camera orien-
tation data. In an embodiment, an individual image frame may be divided 1nto a

plurality of subsections, with ecach subsection having an associated time stamp and
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camera orientation. Each subsection may be realigned based on the associated time

stamp and camera orientation to form an 1ndividual corrected 1mage frame.

Reducing Visibility of Motionblur Artifacts

[0088] Digital video stabilization of video taken 1n low light often produces
strange motion blur artifacts. This may occur because motion blur looks strange
when the motion (¢.g., handshake) that caused 1t 1s removed. In some 1nstances, i1t
may be necessary to leave just enough of the handshake in the stabilized video to
cxplain the motion trails. If there 1s a clear horizontal motion trail in a frame, 1t
may be necessary for the orientation to change horizontally according to that trail
in order to for the trail to make sense. If there 1s no horizontal motion, then that
trail may appear to pop 1n and out for no reason in the stabilized video, which can
cause visible motion blur artifacts.

[0089] In an embodiment, the change 1n orientation A9; that occurred while
the camera’s shutter was open 1s computed according to the following example

cquation (16).

Py R (16)
t;" may represent the time at which the shutter opened for frame F;. ¢; is the frame’s
exposure duration. 6(t) 1s the camera’s orientation at time t, which may be comput-

cd by interpolating over the following expression.

(9. 1Y

[0090] In the example described above for digital video stabilization and
rolling shutter correction using gyroscopes, A9; may also be computed directly
from the gyroscope readings by only integrating over the period where the shutter
1s open. The sum 1nside equation (1) or equation (2) may be modified as specified

in the following example equation (17).
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open before the timestamp of the frame, and closes prior to the start of the next

frame. In another embodiment, the input time stamps may be calculated differently
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(c.g., tj 1s the time when the shutter closed) and a preprocessing step may be added
to adjust the timestamps to meet the requirements.

[0091] In the embodiment described above, changes 1n orientation that left
motion trails in the frames are preserved. In another embodiment, an approxima-

tion may be implemented as specified by the following example equation (18).

N3y ) g YT N1 f 2
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[0092] The approximation 1n equation (18) may attempt to optimize ¢1 such

that orientation changes fall along motion trails A0;. The y scaling factor may con-
trol the tradeoff between smoothness and how closely the motion trails should be

followed.

Sclecting a Good Zoom Factor

[0093] If, for example, a tolerable zoom factor (or crop factor, inpainting
factor, or any other measure applicable to the algorithm used to provide leeway for
digital video stabilization) i1s between 1 and 1.25x. For a given video, 1t may be
desirable to determine the smallest zoom factor that will provide enough leeway to
produce smooth camera motions. In an embodiment, the smoothness of the result-

ing camera motion may be measured by the following example equation (19).

v .\- .Q
N ¥
3
N RNV, L . R I . iy
S o R T
e ..' ',.\' .:; ..'{.‘r'q $ ‘\'::\" . Ty _s .' ;‘: } ;:} \\. -~$‘ < §
7 JERRARRR . Yo SN NI o s R R g e g B
I S S e AR O
\“' . o‘\
% KNS Y 3 :‘}
;&-‘-_\‘s_\.g‘\ ( 1 9)

In equation (19), q measures how frequently the empty region constraint 1S en-
forced. For example, a value of ¢ = 0.1 may mean that on average f 1s enforced
every 10 frames 1n order to prevent empty regions from showing through. If, for
example, a spacing of 20 frames 1s desired for easing in and out of constraints,
then a good value may be q = 0.05.

[0094] To find the zoom factor z’ that provides a desired q' value, algorithm
1 may be solved for a range of zoom factors (say: z € [1, 1.05, 1.1, 1.15, 1.2,
1.25]). Given a zoom factor z and the resulting ¢;’s obtained by running algorithm
1, the resulting q value may be computed from equation (19). The zoom factor that
provided the closest g to q' may then be selected. In another embodiment, the zoom

factor z’ may be found by linearly interpolating the resulting dataset (q, z) at q’.
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The (q, z) lookup table for typical hand-held recordings may also be precomputed
and q’ estimated from the median or mean rate of rotation. This approach may be
less accurate for a particular video, but it may be faster because 1t doesn’t require

running the optimization algorithm multiple times.

Improving Computational Efficiency

[0095] There are a number of ways to improve the efficiency of algorithm
(1), such as introducing approximations, using optimizers other than gradient de-
scent, etc. In one embodiment, the size of the kernel 1in K 1n equation (15) may be
reduced and the gradient may be updated as specified 1n the following example

cquation (20).

3 = {. “_)K(I’ P K&é i—1 — K& i1 ), where K = | 2
' (20)
[0096] By reducing the size of the kernel (and reusing 1t), the computation of

the gradient may be effectively sped up. Another property of the kernel 1n equation
(20) 1s that the value of K®1 may be computed more accurately using s/erp. This
may be done over non-uniformly spaced frames as specified in the following ex-

ample equation (21).

, *‘f - ?lﬁ— i .
g = by — sderpldy_1 dirt. - —
Fepy — Lt (21)
[0097] Even more accurately, the spherical tangent formed by ¢1 and slerp

may be determined and used 1n equation (20). The spherical tangent formed by ¢1

and slerp may be specified in the following example expression.

. & :
ti‘- '.?\'_‘ - .t-'- .'{‘ —

oy and sterpldy . @iy, 7——— )
£41—ts 3
[0098] In another embodiment, efficiency may be improved by improving the

rate of convergence of algorithm 1 described herein. This may be achieved by run-
ning i1t 1n coarse to fine mode. For example, algorithm 1 may be 1nitialized by sup-
plying and solving for every 16th orientation ¢;. Linear or cubic interpolation (¢.g.,
slerp or squad) may then be used to compute the ¢; in between. A value for every

&th orientation 1s obtained. Algorithm 1 may be run again, but now optimizing eve-
ry 8th orientation for smoothness and constraints. This may be repeated until algo-

rithm 1 has been run over every orientation.
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[0099] Running coarse to fine may permit algorithm 1 to be run for signifi-
cantly fewer 1terations at cach step. The overall camera motion may be smoothed
out and then the orientations may be refined to meet constraints at increasingly
smaller frame 1ntervals while still remaining smooth. In another embodiment, non-
uniform sampling may be used. For example, instead of picking every 16th frame,
frames may be picked based on how far the orientation has deviated from the pre-
viously picked frame. The segments may then be subdivided until a smoothed ori-
entation has been computed for all frames.

[00100] Since coarser or non-uniform sampling may introduce larger consecu-
tive changes 1n orientations, using the s/erp modification presented 1n equation

(21) may produce more accurate results.

Example Applications to Real-Time Stabilization

[00101] The following 1s provided as an example embodiment of adopting the
algorithm to real-time settings. With N frames kept 1n memory, the algorithm 1s
run in a sliding window fashion. Index 1 may denote the start of the sliding win-
dow, and 1 + N may denote the end. Orientations 1nside the sliding window may be
malleable 1n that they may be updated by running the algorithm. These orientations

may be specified by the following set (2).
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[00102] Orientations preceding the sliding window (e.g., ¢;—1) may be fixed.
The starting orientation may be ¢;—1 and the rate of rotation (¢.g., as measured by
the gyroscope or computed from a feature tracker) may be integrated to obtain ori-
entations {0;, 9i:1, ..., 0ixn}. This may be used as input for the optimization algo-
rithm and compute {$i, ¢; +1, ..., §;+n-—2}. The orientations {P;—», ¢i—1} and {Pizn-1 =
Oi+n-1, Bi+x = Oi:n} may be held fixed and may serve as the boundary conditions
that ensure that motions are smooth going into and out of the sliding window.
[00103] Once the algorithm 1s run, the orientation of ¢;, which may be used to
warp frame F;, may be obtained. Once the frame has been warped, 1t may be passed
along to the encoder and removed from the buffer of N frames. A new frame may
then be received from the camera and the sliding window may be advanced by one

frame.
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[00104] The procedure may be repeated until the recording stops and all
frames have been processed. For the very first frame, 1 = 1, {$-1, ¢o} may be unde-
fined. ¢_; and ¢o may be set to the 1dentity quaternion. Once the last frame 1s re-
ceived, the buffer may be flushed by using the orientations computed 1nside the
final sliding window to warp their respective frames.

[00105] In some 1instances, a small buffer size (e.g., N = 5) may not allow an
casing 1n and out of constraints. In such cases, 1t may be necessary to modify the
constraint function f to be a soft constraint that ramps up to a hard constraint. This
may be referred to as function t'(¢, t). Instead of returning 0 or 1, f' returns a new
orientation ¢’, that may be pushed away from the frame border. The closer orienta-
tion ¢ comes to showing an empty region, the more £' may push the resulting ¢’
away from the empty region. Algorithm 1 may then be reformulated as specified 1n

the following example algorithm (2).

Alegorithm 2 Soft Constramt-Based Rotation Smoothing

for«: = 1. .V do
Dy 4
etd for
for § = 1. . nwmiier do
fori = 3N — 21 de
By i finlo — CKP)L 1)
end for
end for

[00106] Note that if £ sitmply returns ¢; when orientation n(¢p; — CK®;) results
in empty regions, then algorithms 1 and 2 may be equivalent. The optimization rate
of algorithm 1 may be improved by using algorithm 2, with a function ' that s/erps
$¢1 towards n(¢p; — CK®D;) but stops just at the point where empty regions are about

to appecar.

SOCIAL NETWORKING SYSTEM - EXAMPLE IMPLEMENTATION

[00107] FIGURE 7 1s a network diagram of an example system 700 for esti-
mating user attention on a website or application 1n accordance with an embodi-
ment of the invention. The system 700 includes one or more user devices 710, one
or more external systems 720, a social networking system 730, and a network 750.
In an embodiment, the social networking system discussed 1in connection with the
embodiments described above may be implemented as the social networking sys-

tem 730. For purposes of 1llustration, the embodiment of the system 700, shown by
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FIGURE 7, includes a single external system 720 and a single user device 710.
However, 1in other embodiments, the system 700 may include more user devices
710 and/or more external systems 720. In certain embodiments, the social network-
ing system 730 1s operated by a social network provider, whereas the external sys-
tems 720 are separate from the social networking system 730 1n that they may be
operated by different entities. In various embodiments, however, the social net-
working system 730 and the external systems 720 operate 1in conjunction to provide
social networking services to users (or members) of the social networking system
730. In this sense, the social networking system 730 provides a platform or back-
bone, which other systems, such as external systems 720, may use to provide social
networking services and functionalities to users across the Internet.

[00108] The user device 710 comprises one or more computing devices that
can receive mnput from a user and transmit and receive data via the network 750. In
onc embodiment, the user device 710 1s a conventional computer system executing,
for example, a Microsoft Windows compatible operating system (OS), Apple OS X,
and/or a Linux distribution. In another embodiment, the user device 710 can be a
device having computer functionality, such as a smart-phone, a tablet, a personal
digital assistant (PDA), a mobile telephone, etc. The user device 710 1s configured
to communicate via the network 750. The user device 710 can execute an applica-
tion, for example, a browser application that allows a user of the user device 710
to 1interact with the social networking system 730. In another embodiment, the user
device 710 interacts with the social networking system 730 through an application
programming interface (API) provided by the native operating system of the user
device 710, such as 10S and ANDROID. The user device 710 1s configured to
communicate with the external system 720 and the social networking system 730
via the network 750, which may comprise any combination of local arca and/or
wide arca networks, using wired and/or wireless communication systems.

[00109] In one embodiment, the network 750 uses standard communications
technologies and protocols. Thus, the network 750 can include links using technol-
ogies such as Ethernet, 802.11, worldwide interoperability for microwave access
(W1IMAX), 3G, 4G, CDMA, GSM, LTE, digital subscriber line (DSL), etc. Similar-
ly, the networking protocols used on the network 750 can include multiprotocol
label switching (MPLS), transmission control protocol/Internet protocol (TCP/IP),
User Datagram Protocol (UDP), hypertext transport protocol (HTTP), stmple mail
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transfer protocol (SMTP), file transfer protocol (FTP), and the like. The data ex-
changed over the network 750 can be represented using technologies and/or for-
mats including hypertext markup language (HTML) and extensible markup lan-
guage (XML). In addition, all or some links can be encrypted using conventional
encryption technologies such as secure sockets layer (SSL), transport layer securi-
ty (TLS), and Internet Protocol security (IPsec).

[00110] In one embodiment, the user device 710 may display content from the
external system 720 and/or from the social networking system 730 by processing a
markup language document 714 received from the external system 720 and from
the social networking system 730 using a browser application 712. The markup
language document 714 1dentifies content and one or more instructions describing
formatting or presentation of the content. By executing the instructions included 1in
the markup language document 714, the browser application 712 displays the 1den-
tified content using the format or presentation described by the markup language
document 714. For example, the markup language document 714 includes 1nstruc-
tions for generating and displaying a web page having multiple frames that include
text and/or image data retrieved from the external system 720 and the social net-
working system 730. In various embodiments, the markup language document 714
compriscs a data file including extensible markup language (XML) data, extensible
hypertext markup language (XHTML) data, or other markup language data. Addi-
tionally, the markup language document 714 may include JavaScript Object Nota-
tion (JSON) data, JSON with padding (JSONP), and JavaScript data to facilitate
data-interchange between the external system 720 and the user device 710. The
browser application 712 on the user device 710 may use a JavaScript compiler to
decode the markup language document 714.

[00111] The markup language document 714 may also include, or link to, ap-
plications or application frameworks such as FLASH™ or Unity™ applications,
the SilverLight™ application framework, etc.

[00112] In one embodiment, the user device 710 also includes one or more
cookies 716 including data indicating whether a user of the user device 710 1s
logged 1nto the social networking system 730, which may enable modification of

the data communicated from the social networking system 730 to the user device

710.
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[00113] The external system 720 1includes one or more web servers that in-
clude one or more web pages 722a, 722b, which are communicated to the user de-
vice 710 using the network 750. The external system 720 1s separate from the so-
cial networking system 730. For example, the external system 720 1s associated
with a first domain, while the social networking system 730 1s associated with a
separate social networking domain. Web pages 722a, 722b, included 1n the external
system 720, comprise markup language documents 714 1dentifying content and 1n-
cluding instructions specifying formatting or presentation of the identified content.
[00114] The social networking system 730 includes one or more computing
devices for a social network, including a plurality of users, and providing users of
the social network with the ability to communicate and interact with other users of
the social network. In some 1nstances, the social network can be represented by a
graph, 1.¢., a data structure including edges and nodes. Other data structures can
also be used to represent the social network, including but not limited to databases,
objects, classes, meta elements, files, or any other data structure. The social net-
working system 730 may be administered, managed, or controlled by an operator.
The operator of the social networking system 730 may be a human being, an auto-
mated application, or a series of applications for managing content, regulating pol-
icies, and collecting usage metrics within the social networking system 730. Any
type of operator may be used.

[00115] Users may join the social networking system 730 and then add con-
nections to any number of other users of the social networking system 730 to
whom they desire to be connected. As used herein, the term “friend” refers to any
other user of the social networking system 730 to whom a user has formed a con-
nection, associlation, or relationship via the social networking system 730. For ex-
ample, 1n an embodiment, 1f users 1n the social networking system 730 are repre-
sented as nodes 1n the social graph, the term “friend” can refer to an edge formed
between and directly connecting two users.

[00116] Connections may be added explicitly by a user or may be automatical-
ly created by the social networking system 730 based on common characteristics of
the users (e.g., users who are alumni of the same educational institution). For ex-
ample, a first user specifically selects a particular other user to be a friend. Con-
nections in the social networking system 730 are usually 1n both directions, but

need not be, so the terms “user” and “friend” depend on the frame of reference.
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Connections between users of the social networking system 730 are usually bilat-
cral (“two-way”’), or “mutual,” but connections may also be unilateral, or “one-
way.” For example, 1f Bob and Joe are both users of the social networking system
730 and connected to each other, Bob and Joe are each other’s connections. If, on
the other hand, Bob wishes to connect to Joe to view data communicated to the so-
cial networking system 730 by Joe, but Joe does not wish to form a mutual connec-
tion, a unilateral connection may be established. The connection between users
may be a direct connection; however, some embodiments of the social networking
system 730 allow the connection to be indirect via one or more levels of connec-
tions or degrees of separation.

[00117] In addition to establishing and maintaining connections between users
and allowing 1nteractions between users, the social networking system 730 pro-
vides users with the ability to take actions on various types of items supported by
the social networking system 730. These items may include groups or networks
(1.¢., social networks of pecople, entities, and concepts) to which users of the social
networking system 730 may belong, events or calendar entries in which a user
might be interested, computer-based applications that a user may use via the social
networking system 730, transactions that allow users to buy or sell items via ser-
vices provided by or through the social networking system 730, and 1nteractions
with advertisements that a user may perform on or off the social networking sys-
tem 730. These are just a few examples of the items upon which a user may act on
the social networking system 730, and many others are possible. A user may inter-
act with anything that 1s capable of being represented 1n the social networking sys-
tem 730 or 1n the external system 720, separate from the social networking system
730, or coupled to the social networking system 730 via the network 750.

[00118] The social networking system 730 1s also capable of linking a variety
of entities. For example, the social networking system 730 enables users to interact
with cach other as well as external systems 720 or other entities through an API, a
web service, or other communication channels. The social networking system 730
generates and maintains the “social graph™ comprising a plurality of nodes inter-
connected by a plurality of edges. Each node 1n the social graph may represent an
entity that can act on another node and/or that can be acted on by another node.
The social graph may include various types of nodes. Examples of types of nodes

include users, non-person entities, content items, web pages, groups, activities,
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messages, concepts, and any other things that can be represented by an object 1n
the social networking system 730. An edge between two nodes 1n the social graph
may represent a particular kind of connection, or association, between the two
nodes, which may result from node relationships or from an action that was per-
formed by one of the nodes on the other node. In some cases, the edges between
nodes can be weighted. The weight of an edge can represent an attribute associated
with the edge, such as a strength of the connection or association between nodes.
Different types of edges can be provided with different weights. For example, an
cdge created when one user “likes” another user may be given one weight, while an
cdge created when a user befriends another user may be given a different weight.
[00119] As an example, when a first user identifies a second user as a friend,
an edge 1n the social graph 1s generated connecting a node representing the first
user and a second node representing the second user. As various nodes relate or
interact with each other, the social networking system 730 modifies edges connect-
ing the various nodes to reflect the relationships and i1nteractions.

[00120] The social networking system 730 also includes user-generated con-
tent, which enhances a user’s interactions with the social networking system 730.
User-generated content may include anything a user can add, upload, send, or
“post” to the social networking system 730. For example, a user communicates
posts to the social networking system 730 from a user device 710. Posts may 1n-
clude data such as status updates or other textual data, location information, imag-
¢s such as photos, videos, links, music or other similar data and/or media. Content
may also be added to the social networking system 730 by a third party. Content
“1tems” are represented as objects in the social networking system 730. In this
way, users of the social networking system 730 are encouraged to communicate
with cach other by posting text and content items of various types of media
through various communication channels. Such communication increases the inter-
action of users with cach other and increases the frequency with which users inter-
act with the social networking system 730.

[00121] The social networking system 730 includes a web server 732, an API
request server 734, a user profile store 736, a connection store 738, an action log-
oer 740, an activity log 742, an authorization server 744, and a digital video stabi-
lization module 746. In an embodiment of the invention, the social networking sys-

tem 730 may include additional, fewer, or different components for various appli-
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cations. Other components, such as network interfaces, security mechanisms, load
balancers, failover servers, management and network operations consoles, and the
like are not shown so as to not obscure the details of the system.

[00122] The user profile store 736 maintains information about user accounts,
including biographic, demographic, and other types of descriptive information,
such as work experience, educational history, hobbies or preferences, location, and
the like that has been declared by users or inferred by the social networking system
730. This information 1s stored in the user profile store 736 such that each user 1s
uniquely 1dentified. The social networking system 730 also stores data describing
on¢ or more connections between different users 1n the connection store 738. The
connection information may indicate users who have similar or common work ¢x-
perience, group memberships, hobbies, or educational history. Additionally, the
social networking system 730 includes user-defined connections between different
users, allowing users to specify their relationships with other users. For example,
user-defined connections allow users to generate relationships with other users that
parallel the users’ real-life relationships, such as friends, co-workers, partners, and
so forth. Users may seclect from predefined types of connections, or define their
own connection types as needed. Connections with other nodes 1n the social net-
working system 730, such as non-person entities, buckets, cluster centers, 1mages,
interests, pages, external systems, concepts, and the like are also stored 1n the con-
nection store 738.

[00123] The social networking system 730 maintains data about objects with
which a user may interact. To maintain this data, the user profile store 736 and the
connection store 738 store instances of the corresponding type of objects main-
tained by the social networking system 730. Each object type has information
fields that are suitable for storing information appropriate to the type of object.
For example, the user profile store 736 contains data structures with fields suitable
for describing a user’s account and information reclated to a user’s account. When a
new object of a particular type 1s created, the social networking system 730 1nitial-
1zes a new data structure of the corresponding type, assigns a unique object 1identi-
fier to 1t, and begins to add data to the object as needed. This might occur, for ex-
ample, when a user becomes a user of the social networking system 730, the social

networking system 730 generates a new 1nstance of a user profile in the user pro-
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file store 736, assigns a unique 1dentifier to the user account, and begins to popu-
late the fields of the user account with information provided by the user.

(00124} The connection store 738 1ncludes data structures suitable for describ-
Ing a user’s connections to other users, connections to external systems 720 or
connections to other entities. The connection store 738 may also associate a con-
nection type with a user’s connections, which may be used 1in conjunction with the
user’s privacy setting to regulate access to information about the user. In an em-
bodiment of the invention, the user profile store 736 and the connection store 738
may be implemented as a federated database.

[00125] Data stored 1n the connection store 738, the user profile store 736,
and the activity log 742 enables the social networking system 730 to generate the
social graph that uses nodes to identify various objects and edges connecting nodes
to 1dentify relationships between different objects. For example, 1f a first user es-
tablishes a connection with a second user 1n the social networking system 730, user
accounts of the first user and the second user from the user profile store 736 may
act as nodes 1n the social graph. The connection between the first user and the sec-
ond user stored by the connection store 738 18 an edge between the nodes associat-
cd with the first user and the second user. Continuing this example, the second us-
er may then send the first user a message within the social networking system 730.
The action of sending the message, which may be stored, 1s another edge between
the two nodes 1n the social graph representing the first user and the second user.
Additionally, the message 1tself may be 1dentified and included 1n the social graph
as another node connected to the nodes representing the first user and the second
user.

[00126] In another example, a first user may tag a second user 1n an 1mage
that 1s maintained by the social networking system 730 (or, alternatively, 1n an 1m-
age maintained by another system outside of the social networking system 730).
The image may 1tself be represented as a node 1n the social networking system 730.
This tagging action may create edges between the first user and the second user as
well as create an edge between cach of the users and the image, which 1s also a
node 1n the social graph. In yet another example, 1f a user confirms attending an
cvent, the user and the event are nodes obtained from the user profile store 736,
where the attendance of the event 1s an edge between the nodes that may be re-

triecved from the activity log 742. By generating and maintaining the social graph,
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the social networking system 730 includes data describing many different types of
objects and the interactions and connections among those objects, providing a rich
source of socially relevant information.

[00127] The web server 732 links the social networking system 730 to one¢ or
more user devices 710 and/or one or more external systems 720 via the network
750. The web server 732 serves web pages, as well as other web-related content,
such as Java, JavaScript, Flash, XML, and so forth. The web server 732 may 1n-
clude a mail server or other messaging functionality for receiving and routing mes-
sages between the social networking system 730 and one or more user devices 710.
The messages can be 1instant messages, queued messages (e€.g., email), text and
SMS messages, or any other suitable messaging format.

[00128] The API request server 734 allows one or more external systems 720
and user devices 710 to call access information from the social networking system
730 by calling one or more API functions. The API request server 734 may also
allow external systems 720 to send information to the social networking system
730 by calling APIs. The external system 720, in one embodiment, sends an API
request to the social networking system 730 via the network 750, and the API re-
quest server 734 receives the API request. The API request server 734 processes
the request by calling an API associated with the API request to generate an ap-
propriate response, which the API request server 734 communicates to the external
system 720 via the network 750. For example, responsive to an API request, the
API request server 734 collects data associated with a user, such as the user’s con-
nections that have logged 1nto the external system 720, and communicates the col-
lected data to the external system 720. In another embodiment, the user device 710
communicates with the social networking system 730 via APIs 1n the same manner
as external systems 720.

[00129] The action logger 740 1s capable of receiving communications from
the web server 732 about user actions on and/or off the social networking system
730. The action logger 740 populates the activity log 742 with information about
user actions, enabling the social networking system 730 to discover various actions
taken by i1ts users within the social networking system 730 and outside of the so-
cial networking system 730. Any action that a particular user takes with respect to
another node on the social networking system 730 may be associated with each

user’s account, through information maintained 1n the activity log 742 or 1n a simi-
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lar database or other data repository. Examples of actions taken by a user within
the social networking system 730 that are 1identified and stored may include, for
example, adding a connection to another user, sending a message to another user,
recading a message from another user, viewing content associated with another user,
attending an event posted by another user, posting an 1image, attempting to post an
image, or other actions interacting with another user or another object. When a us-
er takes an action within the social networking system 730, the action 18 recorded
in the activity log 742. In one embodiment, the social networking system 730
maintains the activity log 742 as a database of entrics. When an action 1s taken
within the social networking system 730, an entry for the action 1s added to the
activity log 742. The activity log 742 may be referred to as an action log.

[00130] Additionally, user actions may be associated with concepts and ac-
tions that occur within an entity outside of the social networking system 730, such
as an cxternal system 720 that 1s separate from the social networking system 730.
For example, the action logger 740 may receive data describing a user’s interaction
with an external system 720 from the web server 732. In this example, the external
system 720 reports a user’s interaction according to structured actions and objects
in the social graph.

(00131} Other examples of actions where a user interacts with an external sys-
tem 720 include a user expressing an interest in an external system 720 or another
entity, a user posting a comment to the social networking system 730 that discuss-
¢s an external system 720 or a web page 722a within the external system 720, a
user posting to the social networking system 730 a Uniform Resource Locator
(URL) or other identifier associated with an external system 720, a user attending
an event associated with an external system 720, or any other action by a user that
1s related to an external system 720. Thus, the activity log 742 may include actions
describing interactions between a user of the social networking system 730 and an
external system 720 that 1s separate from the social networking system 730.
[00132] The authorization server 744 enforces one or more privacy settings of
the users of the social networking system 730. A privacy setting of a user deter-
mines how particular information associated with a user can be shared. The privacy
setting comprises the specification of particular information associated with a user
and the specification of the entity or entities with whom the information can be

shared. Examples of entities with which information can be shared may include
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other users, applications, external systems 720, or any entity that can potentially
access the information. The information that can be shared by a user comprises
user account information, such as profile photos, phone numbers associated with
the user, user’s connections, actions taken by the user such as adding a connection,
changing user profile information, and the like.

[00133] The privacy setting specification may be provided at different levels
of granularity. For example, the privacy setting may i1dentify specific information
to be shared with other users; the privacy setting identifies a work phone number
or a specific set of related information, such as, personal information including
profile photo, home phone number, and status. Alternatively, the privacy setting
may apply to all the information associated with the user. The specification of the
set of entities that can access particular information can also be specified at vari-
ous levels of granularity. Various sets of entities with which information can be
shared may include, for example, all friends of the user, all friends of friends, all
applications, or all external systems 720. One embodiment allows the specification
of the set of entitiecs to comprise an enumeration of entities. For example, the user
may provide a list of external systems 720 that are allowed to access certain in-
formation. Another embodiment allows the specification to comprise a set of enti-
tiecs along with exceptions that are not allowed to access the information. For ex-
ample, a user may allow all external systems 720 to access the user’s work 1nfor-
mation, but specify a list of external systems 720 that are not allowed to access the
work information. Certain embodiments call the list of exceptions that are not al-
lowed to access certain information a “block list”. External systems 720 belonging
to a block list specified by a user are blocked from accessing the information spec-
ified in the privacy setting. Various combinations of granularity of specification of
information, and granularity of specification of entities, with which information 1s
shared are possible. For example, all personal information may be shared with
friends whereas all work information may be shared with friends of friends.
[00134] The authorization server 744 contains logic to determine 1f certain
information associated with a user can be accessed by a user’s friends, external
systems 720, and/or other applications and entities. The external system 720 may
nced authorization from the authorization server 744 to access the user’s more pri-
vate and sensitive information, such as the user’s work phone number. Based on

the user’s privacy settings, the authorization server 744 determines 1f another user,
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the external system 720, an application, or another entity 1s allowed to access 1n-
formation associated with the user, including information about actions taken by
the user.

[00135] The social networking system 730 may include a digital video stabili-
zation module 746. The digital video stabilization module 746 may compute a sct
of smooth camera orientations under the constraint that empty regions are not visi-
ble, or below a minimum threshold value. The digital video stabilization module
746 may then generate warped frames based on the set of new smoothed camera
orientations. In an embodiment, the digital video stabilization module 746 may be

implemented as the digital video stabilization 400 of FIGURE 4.

HARDWARE IMPLEMENTATION

[00136] The foregoing processes and features can be implemented by a wide
variety of machine and computer system architectures and in a wide variety of
network and computing environments. FIGURE 8 1llustrates an example of a com-
puter system 800 that may be used to implement one or more of the embodiments
described herein 1n accordance with an embodiment of the invention. The computer
system 800 1ncludes sets of instructions for causing the computer system 800 to
perform the processes and features discussed herein. The computer system 800 may
be connected (e.g., networked) to other machines. In a networked deployment, the
computer system 800 may operate 1n the capacity of a server machine or a client
machine 1in a client-server network environment, or as a peer machine 1n a peer-to-
peer (or distributed) network environment. In an embodiment of the invention, the
computer system 800 may be a component of the social networking system de-
scribed herein. In an embodiment of the invention, the computer system 800 may
be one server among many that constitutes all or part of the social networking sys-
tem 830.

[00137] The computer system 800 includes a processor 802, a cache 804, and
onc¢ or more executable modules and drivers, stored on a computer-readable medi-
um, directed to the processes and features described herein. Additionally, the com-
puter system 800 includes a high performance input/output (I/O) bus 806 and a
standard I/0O bus 808. A host bridge 810 couples processor 802 to high pertfor-
mance I/0 bus 806, whereas I/0 bus bridge 812 couples the two buses 806 and 808

to cach other. A system memory 814 and on¢ or more network interfaces 816 cou-
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ple to high performance I/O bus 806. The computer system 800 may further 1n-
clude video memory and a display device coupled to the video memory (not
shown). Mass storage 818 and 1I/0 ports 820 couple to the standard I/0O bus 808.
The computer system 800 may optionally include a keyboard and pointing device,
a display device, or other input/output devices (not shown) coupled to the standard
I/0 bus 808. Collectively, these elements are intended to represent a broad catego-
ry of computer hardware systems, including but not limited to computer systems
based on the x86-compatible processors manufactured by Intel Corporation of San-
ta Clara, California, and the x86-compatible processors manufactured by Advanced
Micro Devices (AMD), Inc., of Sunnyvale, California, as well as any other suitable
pProcessor.

[00138] An operating system manages and controls the operation of the com-
puter system 800, including the input and output of data to and from software ap-
plications (not shown). The operating system provides an interface between the
software applications being executed on the system and the hardware components
of the system. Any suitable operating system may be used, such as the LINUX Op-
crating System, the Apple Macintosh Operating System, available from Apple
Computer Inc. of Cupertino, Calif., UNIX operating systems, Microsoft® Win-
dows® operating systems, BSD operating systems, and the like. Other implementa-
tions arc possible.

[00139] The elements of the computer system 800 are described 1n greater
detail below. In particular, the network interface 816 provides communication be-
tween the computer system 800 and any of a wide range of networks, such as an
Ethernet (¢.g., IEEE 802.3) network, a backplane, etc. The mass storage 818 pro-
vides permanent storage for the data and programming instructions to perform the
above-described processes and features implemented by the respective computing
systems 1dentified above, whereas the system memory 814 (¢.g., DRAM) provides
temporary storage for the data and programming 1nstructions when executed by the
processor 802. The I/0 ports 820 may be one or more serial and/or parallel com-
munication ports that provide communication between additional peripheral devic-
¢s, which may be coupled to the computer system &00.

[00140] The computer system 800 may include a variety of system architec-
tures, and various components of the computer system 800 may be rearranged. For

cxample, the cache 804 may be on-chip with processor 802. Alternatively, the
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cache 804 and the processor 802 may be packed together as a “processor module”,
with processor 802 being referred to as the “processor core”. Furthermore, certain
embodiments of the invention may neither require nor include all of the above
components. For example, peripheral devices coupled to the standard I/0 bus 808
may couple to the high performance I/0 bus 806. In addition, 1n some embodi-
ments, only a single bus may exist, with the components of the computer system
800 being coupled to the single bus. Furthermore, the computer system 800 may
include additional components, such as additional processors, storage devices, or
memories.

[00141] In general, the processes and features described herein may be 1m-
plemented as part of an operating system or a specific application, component,
program, object, module, or series of instructions referred to as “programs”. For
example, one or more programs may be used to execute specific processes de-
scribed herein. The programs typically comprise one or more 1nstructions in vari-
ous memory and storage devices 1n the computer system 800 that, when read and
executed by one or more processors, cause the computer system 800 to perform
operations to execute the processes and features described herein. The processes
and features described herein may be implemented 1n software, firmware, hardware
(¢.g., an application specific integrated circuit), or any combination thereof.
[00142] In one implementation, the processes and features described herein
arc implemented as a series of executable modules run by the computer system
800, individually or collectively in a distributed computing environment. The fore-
going modules may be realized by hardware, executable modules stored on a com-
puter-recadable medium (or machine-readable medium), or a combination of both.
For example, the modules may comprise a plurality or series of instructions to be
executed by a processor 1n a hardware system, such as the processor 802. Initially,
the series of instructions may be stored on a storage device, such as the mass stor-
age 818. However, the series of instructions can be stored on any suitable comput-
er rcadable storage medium. Furthermore, the series of instructions need not be
stored locally, and could be received from a remote storage device, such as a serv-
er on a network, via the network 1nterface 816. The instructions are copied from
the storage device, such as the mass storage 818, into the system memory 814 and

then accessed and executed by the processor 802. In various implementations, a
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module or modules can be executed by a processor or multiple processors 1in one or
multiple locations, such as multiple servers 1n a parallel processing environment.
[00143] Examples of computer-readable media include, but are not limited to,
recordable type media such as volatile and non-volatile memory devices; solid
state memories; floppy and other removable disks; hard disk drives; magnetic me-
dia; optical disks (e.g., Compact Disk Read-Only Memory (CD ROMS), Digital
Versatile Disks (DVDs)); other similar non-transitory (or transitory), tangible (or
non-tangible) storage medium; or any type of medium suitable for storing, encod-
ing, or carrying a series of instructions for execution by the computer system 800
to perform any one or more of the processes and features described herein.

[00144] For purposes of explanation, numerous specific details are set forth in
order to provide a thorough understanding of the description. It will be apparent,
however, to one skilled 1n the art that embodiments of the disclosure can be prac-
ticed without these specific details. In some 1nstances, modules, structures, pro-
cesses, features, and devices are shown 1n block diagram form in order to avoid
obscuring the description. In other instances, functional block diagrams and flow
diagrams are shown to represent data and logic flows. The components of block
diagrams and flow diagrams (¢.g., modules, blocks, structures, devices, features,
ctc.) may be variously combined, separated, removed, reordered, and replaced 1n a
manner other than as expressly described and depicted herein.

29 (44

[00145] Reference 1in this specification to “one embodiment”, “an embodi-

29 (44

ment,

29 44 29 (44

other embodiments”, “one series of embodiments”, “some embodiments”,
“various embodiments”, or the like means that a particular feature, design, struc-
ture, or characteristic described 1n connection with the embodiment 1s included 1n
at lecast one embodiment of the disclosure. The appearances of, for example, the
phrase “in one embodiment™ or “in an embodiment” 1n various places 1in the speci-
fication are not necessarily all referring to the same embodiment, nor are separate
or alternative embodiments mutually exclusive of other embodiments. Morcover,
whether or not there 18 express reference to an “embodiment” or the like, various
features are described, which may be variously combined and included in some
embodiments, but also variously omitted 1in other embodiments. Similarly, various
features are described that may be preferences or requirements for some embodi-

ments, but not other embodiments.
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[00146] The language used herein has been principally selected for readability
and 1nstructional purposes, and 1t may not have been selected to delineate or cir-
cumscribe the inventive subject matter. It 1s therefore intended that the scope of
the invention be limited not by this detailed description, but rather by any claims
that 1ssue on an application based hercon. Accordingly, the disclosure of the em-
bodiments of the invention 1s intended to be 1llustrative, but not limiting, of the

scope of the invention, which 1s set forth in the following claims.
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WHAT IS CLAIMED |S:

1. A computer implemented method comprising: providing, by a computer system, digital video data
comprising a set of image frames having associated time stamps and a set of camera orientation data
having associated time stamps, wherein the set of camera orientation data is based on an orientation of a
camera during a capture of the digital video data by the camera; and generating, by the computer system,
a smoothed set of camera orientation data by minimizing a rate of rotation between successive image
frames while minimizing an amount of empty regions in a resulting set of smoothed image frames
recriented based on the smoothed set of camera orientation data.

2. The methad of claim 1, wherein the amount of empty regions in the resulting set of smoothed image
frames is minimized to zero.

3. The method of claim 1, wherein the amount of empty regions in the resulting set of smoothed image
frames is minimized below a threshold value,

4. The method of claim 1, further comprising warping the set of image frames based on the associated
time stamps for the set of image frames and the smoothed set of camera orientation data to form a set of
corrected image frames.

8. The method of claim 4, wherein the warping the set of image frames based on the associated time
stamps for the set of image frames and the smoothed set of camera orientation data to form a set of
corrected image frames comprises: dividing an individual image frame into a plurality of subsections,
each subsection having an associated time stamp and camera orientation; and realigning each
subsection based on the associated time stamp and camera orientation to form an individual corrected
image frame.

6. The method of claim 4, further comprising displaying the set of corrected image frames as a video.

7. The method of claim 6, wherein the amount of empty regions in the resulting set of smoothed image
frames is minimized below a threshold value.

8. The method of claim 7, further comprising inpainting the amount of empty regions below the threshold
value.

9. The method of claim 1, wherein the set of camera orientation data having associated time stamps is
provided from a gyroscape of a handheld device,

4225886 v1 47
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10. The method of claim 1, wherein the set of image frames is provided from a camera of a handheld

gevice.

11. The method of claim 1, wherein the set of camera orientation data having associated time stamps is
provided from a gyroscope of a handheld device comprising a mobile phone and a digital camera, and
wherein the set of image frames is provided from the digital camera.

12. The method of claim 1, wherein the generating the smoothed set of camera orientation data
comprises an iterative optimization based on gradient descent.

13. The method of claim 1, wherein the generating the smoothed set of camera orientation data

comprises filtering based on a Gaussian filter,

14. The method of claim 1, wherein the generating the smoothed set of camera orientation data

comprises filtering based on a temporal derivative.

15. The method of claim 1, wherein the set of camera orientation data includes rotations without any

translations.

16. The method of claim 1, wherein the set of camera orientation data includes vectors having both

rotations and transiations.

17. The method of claim 1, wherein the generating the smoocthed set of camera orientation data is

performed by a social networking system.

18. The method of claim 17, wherein the set of image frames having associated time stamps and the set
of camera orientation data having associated time stamps are uploaded to the social networking system

by a user of the sacial networking system.

19. A system comprising: at least one processor, and a memory storing instructions configured to instruct
the at least one processor to perform: providing digital video data comprising a set of image frames
having associated time stamps and a set of camera orientation data having associated time stamps; and
generating a smoothed set of camera orientation data by minimizing a rate of rotation between
successive image frames while minimizing an amount of empty regions in a resulting set of smoothed
image frames reoriented based on the smoothed set of camera orientation data, wherein minimizing the
rate of rotation between successive image frames is based on at least a portion of the set of camera

4225886 +1 43
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orientation data.

20. A non-transitory computer storage medium storing computer-executable instructions that, when
executed, cause a computer system {o perform computer-implemented method comprising: providing
digital video data comprising a set of image frames having associated time stamps and a set of camera
orientation data having associated time stamps, wherein the set of camera orientation data is based on
an orientation of a camera during a capture of the digital video data by the camera; and generating a
smoothed set of camera onientation data by minimizing a rate of rotation between successive image
frames while minimizing an amount of emply regions in a resulting set of smoothed image frames
reoriented based on the smoothed set of camera orientation data, wherein minimizing the rate of rotation
between successive image frames is based on at least a portion of the set of camera orientation data.

42258865 v1 44
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