Abstract: A processing device receives at least a first set of images from a capture device. The first set of images can be a video clip captured using a first frame rate over a first duration of time. The processing device analyzes the first set of images to determine one or more properties associated with the images. Based upon the determined properties, the first set of images is modified and played back at a second frame rate over a second duration of time.
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AUTOMATICALLY CURATING VIDEO TO FIT DISPLAY TIME

BACKGROUND

[0001] Many people like to document events throughout their day by taking pictures and/or video. Challenges continue to arise for manufacturers and others in this technical space to provide users with a robust and desirable experience.

SUMMARY

[0002] This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter.

[0003] Various embodiments provide a capture device, e.g., a camera, that is configured to have multiple capture modes including an image capture mode and a video capture mode. The capture device can be set to the image capture mode in which images or photos are periodically, automatically captured. Upon detection of a particular event, such as an audibly detectable event, the capture device automatically triggers the video capture mode and begins to capture video. After a period of time, the capture device can transition back to the image capture mode. Transition to the image capture mode can occur in various ways, e.g., after passage of a period of time, after the audibly detectable event terminates or attenuates, by way of user input and the like. In some embodiments, the capture device can be embodied as a wearable camera that is worn by a user.

[0004] In at least some embodiments, the collection of images and video defines a "photo story" that chronicles the user's day with both still images and video.

[0005] Various other embodiments enable a capture device to capture at least one high resolution image and generate a low resolution image based on the high resolution image. Some embodiments transfer an associated low resolution image file to a second device prior to transferring the corresponding associated high resolution image file. In some cases, the low resolution image can be analyzed to determine one or more properties associated with the low resolution image. Processing decisions associated with the high resolution image can then be based on the property or properties of the low resolution image.

[0006] Various other embodiments enable a processing device to receive at least a first set of images from a capture device. In some cases, the first set of images is a video
clip captured using a first frame rate over a first duration of time. In some embodiments, the processing device analyzes the first set of images to determine one or more properties associated with the images. Based upon the determined properties, some embodiments modify and playback the first set of images at a second frame rate over a second duration of time.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0007] The detailed description references the accompanying figures. In the figures, the left-most digit(s) of a reference number identifies the figure in which the reference number first appears. The use of the same reference numbers in different instances in the description and the figures may indicate similar or identical items.

[0008] FIG. 1 illustrates an example operating environment in accordance with one or more embodiments.

[0009] FIG. 2 illustrates an example capture device in accordance with one or more embodiments.

[0010] FIG. 3 illustrates an example image processor in accordance with one or more embodiments.

[0011] FIG. 4 illustrates a front elevational view of an example capture device in accordance with one or more embodiments.

[0012] FIG. 5 illustrates a side elevational view of an example capture device in accordance with one or more embodiments.

[0013] FIG. 6 illustrates a representation of a portion of a photo story in accordance with one or more embodiments.

[0014] FIG. 7 is a flow diagram that describes steps in a method in accordance with one or more embodiments.

[0015] FIG. 8 is a flow diagram that describes steps in a method in accordance with one or more embodiments.

[0016] FIG. 9 illustrates an example implementation in accordance with one or more embodiments.

[0017] FIG. 10 illustrates an example implementation in accordance with one or more embodiments.

[0018] FIG. 11 is a flow diagram that describes steps in a method in accordance with one or more embodiments.
FIG. 12 illustrates an example implementation in accordance with one or more embodiments.

FIG. 13 illustrates an example implementation in accordance with one or more embodiments.

FIG. 14 illustrates an example implementation in accordance with one or more embodiments.

FIG. 15 illustrates an example implementation in accordance with one or more embodiments.

FIG. 16 is a flow diagram that describes steps in a method in accordance with one or more embodiments.

FIG. 17 is an example device in accordance with one or more embodiments.

OVERVIEW

Various embodiments provide a capture device, e.g., a camera, that is configured to have multiple capture modes including an image capture mode and a video capture mode. The capture device can be set to the image capture mode in which images or photos are periodically, automatically captured. Upon detection of a particular event, such as an audibly detectable event, the capture device automatically triggers the video capture mode and begins to capture video. After a period of time, the capture device can transition back to the image capture mode. Transition to the image capture mode can occur in various ways, e.g., after passage of a period of time, after the audibly detectable event terminates or attenuates, by way of user input and the like. In some embodiments, the capture device can be embodied as a wearable camera that is worn by a user.

In at least some embodiments, the collection of images and video defines a "photo story" that chronicles the user's day with both still images and video.

Various other embodiments enable a capture device to capture at least one high resolution image and generate a low resolution image based on the high resolution image. Among other things, a high resolution image has additional definition and/or pixels not present a corresponding low resolution image. At times, the capture device can connect to a second device in order to transfer the captured images to the second device. Some embodiments transfer an associated low resolution image file to a second device prior to transferring the corresponding associated high resolution image file. In some
cases, the low resolution image can be analyzed to determine one or more properties associated with the low resolution image. Processing decisions associated with the high resolution image can then be based on the property or properties of the low resolution image. Such processing decisions can include, by way of example and not limitation, playback decisions, grouping decisions, and the like.

[0028] Various other embodiments enable a processing device to receive at least a first set of images from a capture device. In some cases, the first set of images is a video clip captured using a first frame rate over a first duration of time. In some embodiments, the processing device analyzes the first set of images to determine one or more properties associated with the images. Based upon the determined properties, some embodiments modify and playback the first set of images at a second frame rate over a second duration of time.

[0029] As noted above, in at least some embodiments the capture device, e.g., the camera, may in some instances be a wearable camera that is worn by the user. The camera can be worn in any suitable location. For example, the camera can be worn on a user's head such as, by way of example and not limitation, a hat-mounted camera, glasses-mounted camera, headband-mounted camera, helmet-mounted camera, and the like. Alternately or additionally, the camera can be worn on locations other than the user's head. For example, the camera can be configured to be mounted on the user's clothing.

[0030] Various other embodiments provide a wearable camera that is mountable on a user's clothing. The camera is designed to be unobtrusive and user-friendly insofar as being mounted away from the user's face so as not to interfere with their view. In at least some embodiments, the camera includes a housing and a clip mounted to the housing to enable the camera to be clipped onto the user's clothing. The camera is designed to be lightweight with its weight balanced in a manner that is toward the user when clipped to the user's clothing.

[0031] In the discussion that follows, a section entitled "Example Environment" describes an example environment in which the various embodiments can be utilized. Next, a section entitled "Example Capture Device" describes an example capture device, e.g., a camera, in accordance with one or more embodiments. Following this, a section entitled "Duel Encoding" describes an embodiment in which captured image data can be dual encoded in accordance with one or more embodiments. Next, a section entitled "Photo Log" describes an example photo log in accordance with one or more
embodiments. Following this, a section entitled "Thumbnail Editing" describes how thumbnails can be used in editing process accordance with one or more embodiments. Next, a section entitled "Automatically Curating Video" describes how video can be curated in accordance with one or more embodiments. Last, a section entitled "Example Device" describes an example device in accordance with one or more embodiments.

[0032] Consider now an example environment in which various embodiments can be practiced.

Example Environment

[0033] FIG. 1 illustrates an example environment 100 in accordance with one or more embodiments. Environment 100 includes a capture device 102 and processing device 104. Here, capture device 102 is configured to capture images and/or sound. Capture device 102 can be configured in any suitable way, such as, by way of example and not of limitation, a mobile phone, a wearable camera with video and/or still image capture capabilities, a handheld camera, a video camera, a tablet, a gaming device, a desktop Personal Computer (PC), a laptop PC, and so forth. Alternately or additionally, capture device 102 can connect and/or communication with external devices, such as processing device 104.

[0034] Processing device 104 connects and receives the images and/or sound captured by capture device 102. Alternately or additionally, processing device 104 can process and/or group the images as described below in more detail. As in the case of capture device 102, processing device 104 can be any suitable type of computing device, such as a tablet, a mobile phone, a desktop PC, a laptop PC, server, and so forth. In some embodiments, processing device 104 has more processing power (e.g. faster Central Processing Unit (CPU), additional CPUs, etc.) and/or more memory storage not included in capture device 102, such that capture device 102 can transfer images to processing device 104 for further analysis and/or processing. In other embodiments, processing device 104 and capture device 102 have equivalent processing resources, or capture device 102 can have more processing resources than processing device 104. At times, processing device 104 can request a transfer of images from capture device 102, while in other cases capture device 102 can push the images to processing device 104. Upon receiving at least part of the images, processing device 104 processes the images for further analysis, as further described below.
Environment 100 also includes network 106. Network 106 represents any suitable type of network through which capture device 102 and processing device 104 can connect, such as a wireless cellular network, wireless internet access (Wi-Fi), and so forth. While not illustrated, network 106 can include additional processing entities, such as servers, wireless access points, cellular base stations, and so forth. For simplicity's sake, these additional entities that can be associated with data transfer between computing devices are generally referred to as network 106. In some embodiments, capture device 102 and processing device 104 connect with each other through network 106, illustrated here by way of connectivity link 108. However, it is to be appreciated and understood that network 106 can be optional.

In some embodiments, capture device 102 and processing device 104 connect with one another outside of network 106, such as through connectivity link 110. Here, connectivity link 110 represents more direct connections between the devices, such as through a Bluetooth connection and/or a hardwire connection (using the associated protocols). Thus, in some embodiments, capture device 102 and/or processing device 104 connect with one another using more direct connections than those described in connection with network 106.

Among other things, capture device 102 includes capture module 112 and an image analysis module 114 (FIG. 3) which may be optional.

Capture module 112 represents an ability to capture images and/or video in a consumable format. This can include any suitable type of format, such as, by way of example, and not of limitation, Joint Photographic Experts Group (JPEG), JPEG 2000, Exchangable image file format (Exif), Tagged Image File Format (TIFF), RAW, Graphics Interchange Format (GIF), Windows bitmap (BMP), Portable Network Graphics (PNG), portable pixmap (PMM), portable graymap (PGM), portable bitmap (PBM), portable arbitrary format (PAM), High-dynamic-range imaging (HDR), Radiance HDR (RGBE), and so forth. In some embodiments, capture module 112 captures an image, stores a high resolution version of the image, and generates a lower resolution version of the image, such as a thumbnail for purposes which will become evident below.

In various embodiments, the capture module 112 enables the capture device to have multiple capture modes including an image capture mode and a video capture mode. The capture device can be set to the image capture mode in which images or photos are periodically, automatically captured. Upon detection of a particular event, such
as an audibly detectable event, the capture device automatically triggers the video capture mode and begins to capture video. After a period of time, the capture device can transition back to the image capture mode. Transition to the image capture mode can occur in various ways, e.g., after passage of a period of time, after the audibly detectable event terminates or attenuates, by way of user input and the like. In some embodiments, the capture device can be embodied as a wearable camera that is worn by a user.

[0040] In at least some embodiments, the collection of images and video defines a "photo story" that chronicles the user's day with both still images and video.

[0041] As noted above, environment 100 also includes image analysis module 114 which may, but need not necessarily, have part of its functionality distributed across various devices within the environment. In this example, image analysis module 114 is included on processing device 104 (indicated here through the use of a solid line). Alternately or additionally, image analysis module 114, or portions of the processing performed by the module, can be included on capture device 102, and/or on one or more components of network 106, as through a so-called "cloud service". It is to be appreciated, however, that these various placements are optional (indicated through the use of a dashed line).

[0042] Image analysis module 114 can include various different types of functionality. Among other things, image analysis module 114 can analyze one or more images to determine properties associated with the image(s), as further described below. For example, in some embodiments, image analysis module 114 can analyze a low resolution image (such as a thumbnail) to determine properties, such as color group features, image quality (blurry versus focused), content, differences in content, and so forth. In turn, processing device 104 can make decisions about the corresponding high resolution image based upon the properties determined from the associated low resolution image. Alternately or additionally, image analysis module 114 can determine properties by analyzing the high resolution image instead of the low resolution image. In some cases, image analysis module 114 can analyze video to determine playback features. For example, image analysis module 114 can analyze video images captured using one or more capture rate(s) over a first period of time, and determine what modifications, if any, to make to the video images in order to play the video images out at playback rate(s) over a second period of time, as further described below.
Various embodiments described above and below can be implemented utilizing a computer-readable storage medium that includes instructions that enable a processing unit to implement one or more aspects of the disclosed methods as well as a system configured to implement one or more aspects of the disclosed methods. By "computer-readable storage medium" is meant all statutory forms of media. Accordingly, non-statutory forms of media such as carrier waves and signals per se are not intended to be covered by the term "computer-readable storage medium".

Generally, any of the functions described herein can be implemented using software, firmware, hardware (e.g., fixed logic circuitry), or a combination of these implementations. The terms "module," "functionality," "component" and "logic" as used herein generally represent software, firmware, hardware, or a combination thereof. In the case of a software implementation, the module, functionality, or logic represents program code that performs specified tasks when executed on a processor (e.g., CPU or CPUs). The program code can be stored in one or more computer readable memory devices. The features of the techniques described below are platform-independent, meaning that the techniques may be implemented on a variety of commercial computing platforms having a variety of processors.

One such configuration of a computer-readable medium is signal bearing medium and thus is configured to transmit the instructions (e.g., as a carrier wave) to the camera device, such as via a network. The computer-readable medium may also be configured as a computer-readable storage medium and thus is not a signal bearing medium. Examples of a computer-readable storage medium include a random-access memory (RAM), read-only memory (ROM), an optical disc, flash memory, hard disk memory, and other memory devices that may use magnetic, optical, and other techniques to store instructions and other data.

FIG. 2 illustrates a schematic of a capture device (e.g., a camera) 200 in accordance with one or more embodiments. The capture device 200 includes a lens 202 having a focal length that is suitable for covering a scene to be pictured. In one embodiment, a mechanical device may be included with the lens 202 to enable auto or manual focusing of the lens. In another embodiment, the capture device 200 may be a fixed focus device in which no mechanical assembly is included to move the lens 202. A sensor 204 having a sensing surface (not shown) is also included to convert an image formed by the incoming light on the sensing surface of the sensor 204 into a digital format.
The sensor 204 may include a charge-coupled device (CCD) or complementary metal oxide semiconductor (CMOS) image sensor for scanning the incoming light and creating a digital picture. Other technologies or devices may be used so long as the used device is capable of converting an image formed by the incoming light on a sensing surface into the digital form. Typically, these image detection devices determine the effects of light on tiny light sensitive devices and record the changes in a digital format.

[0047] It should be appreciated that the capture device 200 may include other components such as a battery or power source and other processor components that are required for a processor to operate. However, to avoid obfuscating the teachings, these well-known components are being omitted. In one embodiment, the capture device 200 does not include a view finder or a preview display. In other embodiments, however, a preview display may be provided. The techniques described herein can be used in any type of camera, and are particularly effective in small, highly portable cameras, such as those implemented in mobile telephones and other portable user equipment. Thus, in one embodiment, the capture device 200 includes hardware or software for making and receiving phone calls. Alternately, the capture device 200 can be a dedicated, stand-alone camera.

[0048] In at least some embodiments, the capture device 200 further includes a motion detector 208 that can include an accelerometer and, in some embodiments, a gyroscope. The accelerometer is used for determining the direction of gravity and acceleration in any direction. The gyroscope may also be used either in addition to the accelerometer or instead of the accelerometer. The gyroscope can provide information about how the rotational angle of the capture device 200 changes over time. Any other type of sensor may be used to detect the camera's motion. Using the rotational angle, an angle of rotation of the capture device 200 may be calculated, if the capture device 200 is rotated. In at least some embodiments, input can be provided to the camera in the form of one or more taps which have an associated motion profile, as sensed by the accelerometer. The tap or taps can be mapped to camera functionality to activate the functionality. Any suitable type of functionality can be mapped to the tap or taps.

[0049] In at least some embodiments, different combinations of taps can be mapped to different camera functionality. Further, in at least some embodiments, the camera includes a microphone 213 which detects sound around the camera. The microphone can be used to sense a noise profile associated with the tap or taps that are
received by the camera. The noise profile can be used, together with the motion profile, to confirm the input as a tap input. This can help to disambiguate various other types of input that might be received by the camera, as noted above and below. The microphone can also be used to sense other noise profiles or other noises around the phone and responsive to sensing such noise, implement various functionality as described below.

[0050] Further included is an input/output (I/O) port 214 for connecting the capture device 200 to an external device, including a general purpose computer. The I/O port 214 may be used for enabling the external device to configure the capture device 200 or to upload/download data. In one embodiment, the I/O port 214 may also be used for streaming video or pictures from the capture device 200 to the external device. In one embodiment, the I/O port may also be used for powering the capture device 200 or charging a rechargeable battery (not shown) in the capture device 200.

[0051] The capture device 200 may also include an antenna 218 that is coupled to a transmitter/receiver (Tx/Rx) module 216. The Tx/Rx module 216 is coupled to a processor 206. The antenna 218 may be fully or partly exposed outside the body of the capture device 200. However, in another embodiment, the antenna 218 may be fully encapsulated within the body of the capture device 200. The Tx/Rx module 216 may be configured for Wi-Fi transmission/reception, Bluetooth transmission/reception or both. In another embodiment, the Tx/Rx module 216 may be configured to use a proprietary protocol for transmission/reception of the radio signals. In yet another embodiment, any radio transmission or data transmission standard may be used so long as the used standard is capable of transmitting/receiving digital data and control signals. In one embodiment, the Tx/Rx module 216 is a low power module with a transmission range of less than ten feet. In another embodiment, the Tx/Rx module 216 is a low power module with a transmission range of less than five feet. In other embodiments, the transmission range may be configurable using control signals received by the capture device 200 either via the I/O port 214 or via the antenna 218.

[0052] The capture device 200 further includes a processor 206. The processor 206 is coupled to the sensor 204 and the motion detector 208. The processor 206 may also be coupled to storage 210, which, in one embodiment, is external to the processor 206. The storage 210 may be used for storing programming instructions for controlling and operating other components of the capture device 200. The storage 210 may also be used
for storing captured media (e.g., pictures and/or videos). In another embodiment, the storage 210 may be a part of the processor 206 itself.

[0053] In one embodiment, the processor 206 may include an image processor 212 which can include a capture module 112 and an image analysis module 114 as described above. The image processor 212 may be a hardware component or may also be a software module that is executed by the processor 206. It may be noted that the processor 206 and/or the image processor 212 may reside in different chips. For example, multiple chips may be used to implement the processor 206. In one example, the image processor 212 may be a Digital Signal Processor (DSP). The image processor can be configured as a processing module, that is a computer program executable by a processor. In at least some embodiments, the processor 212 is used to process a raw image received from the sensor 204 based, at least in part, on the input received from the motion detector 208. Other components such as Image Signal Processor (ISP) may be used for image processing. The image processor 212 can have separate modules that are configured to perform or otherwise affect image capture and perform image analysis functionality described above and below. An example image processor 212 is described in more detail below in FIG. 3 and includes capture module 112 and image analysis module 114.

[0054] In one embodiment, the storage 210 is configured to store both raw (unmodified image) and the corresponding modified image. In one or more embodiments, the storage 210 can include a memory buffer, such as a flash memory buffer, that can be used to facilitate capturing image data.

[0055] A processor buffer (not shown) may also be used to store the image data. The pictures can be downloaded to the external device via the I/O port 214 or via the wireless channels using the antenna 218. In one embodiment, both unmodified and modified images are downloaded to the external device when the external device sends a command to download images from the capture device 200. In one embodiment, the capture device 200 may be configured to start capturing a series of images at a selected interval.

[0056] In one embodiment, a raw image from the sensor 204 is input to an image processor (such as an ISP) for image processing or blur detection. After image processing is applied to the image outputted by the image processor, the modified image is encoded. The image encoding is typically performed to compress the image data.
In an example embodiment, the capture device 200 may not include the components for processing the image captured by the sensor 204. Instead, the capture device 200 may include programming instructions to transmit the raw image after extracting the image from the sensor 204 to a cloud based processing system or other computing system that is connected to the capture device 200 via the Internet, a local area network, or some other connectivity type such as those described above. In cloud based systems, the cloud based system is configured to receive the raw image and process the image or images as described above and below. The encoded image is then either stored in a selected cloud based storage or the image is sent back to the capture device 200 or to any other device according to a user configuration. The use of a cloud based image processing system can reduce a need for incorporating several image processing components in each camera device, thus making a camera device lighter, more energy efficient and cheaper.

In another example embodiment, instead of a cloud based image processing, the capture device 200 may send either a raw image or the image processed through an image processor to another device, e.g., a mobile phone or a computer. The image may be transmitted to the mobile phone (or a computer) for further processing via Wi-Fi, Bluetooth or any other type of networking protocol that is suitable for transmitting digital data from one device to another device. After the mobile device receives the image or images, according to one or more embodiments described, the produced image may be saved to local storage on the device, transferred for storage in a cloud based storage system, or transmitted to another device, according to user or system configurations.

In one embodiment, the native image processing system in the capture device 200 may produce images and/or videos in a non-standard format. For example, a 1200x1500 pixel image may be produced. This may be done by cropping, scaling, or using an image sensor with a non-standard resolution. Since methods for transforming images in a selected standard resolution are well-known, there will be no further discussion on this topic.

As noted above, capture device 200 can assume any suitable form of camera, e.g., a non-wearable or a wearable camera. The wearable camera can be worn in any suitable location relative to a user. For example, the camera can be worn on a user's head such as, by a way of example and not limitation, a hat-mounted camera, glasses-mounted camera, headband-mounted camera, helmet-mounted camera, and the like.
Alternately or additionally, the camera can be worn on locations other than the user's head. For example, the camera can be configured to be mounted on the user's clothing or other items carried by a user, such as a backpack, purse, briefcase, and the like.

[0061] In the example provided just below, a wearable camera is described in the context of a camera that is mountable on the user's clothing. It is to be appreciated and understood, however, that other types of non-clothing mountable, wearable cameras can be utilized without departing from the spirit and scope of the claimed subject matter.

[0062] Having described an example operating environment in accordance with one or more embodiments, consider now a discussion of an example capture device in accordance with one or more embodiments.

**Example Capture Device**

[0063] Moving on, FIG. 4 illustrates an example capture device 400 in a front elevational view, while FIG. 5 illustrates the capture device 400 in a side elevational view.

[0064] The capture device 400 includes a housing 402 that contains the components described in FIG. 2. Also illustrated is a camera lens 404 (FIG. 4) and a fastening device 500 (FIG. 5) in the form of a clip that operates in a manner that is similar to a clothespin. Specifically, the fastening device 500 includes a prong 502 with a body having a thumb-engageable portion 504. The body extends along an axis away from the thumb-engageable portion 504 toward a distal terminus 506. A spring mechanism, formed by the body or separate from and internal relative to the body, enables prong 502 to be opened responsive to pressure being applied to the thumb-engageable portion 504. When opened, a piece of clothing can be inserted into area 508. When the thumb-engageable portion 504 is released, the clothing is clamped in place by the prong 502 thereby securely mounting the camera device on a piece of clothing. For example, the camera device can be mounted, as described above, on a necktie, blouse, shirt, pocket, and the like.

[0065] In addition, capture device 400 can include a number of input buttons shown generally at 510. The input buttons can include, by way of example and not limitation, an input button to take a still picture and an input button to initiate a video capture mode. It is to be appreciated and understood that the various input buttons can be located anywhere on the capture device 400.

[0066] It may be noted that even though the capture device 400 is shown to have a particular shape, the capture device 400 can be manufactured in any shape and size suitable and sufficient to accommodate the above described components of the capture
device 400. The housing 402 of the capture device may be made of a metal molding, a synthetic material molding or a combination thereof. In other embodiments, any suitable type of material may be used to provide a durable and strong outer shell for typical portable device use.

In addition, the fastening device 500 can comprise any suitable type of fastening device. For example, the fastening device may be a simple slip-on clip, a crocodile clip, a hook, a Velcro or a magnet or a piece of metal to receive a magnet. The capture device 300 may be affixed permanently or semi-permanently to another object using the fastening device 500.

Having considered an example capture device in accordance with one or more embodiments, consider now a discussion of a dual encoding process.

**Dual Encoding**

In one or more embodiments, the capture device's processor 206 (FIG.2) is configured to encode image data at different levels of resolution. For example, the capture device can encode image data at a low level of resolution and at a high level of resolution as well. Any suitable levels of resolution can be utilized. In at least some embodiments, the low level of resolution is Quarter-VGA (e.g., 320 x 240) and the high level of resolution is720p (e.g., 1280 x 720).

Encoding image data at different resolutions levels can enhance the user's experience insofar as giving the user various options to transfer the saved image data. For example, at lower resolution levels, the captured image data can be streamed to a device such as a smart phone. Alternately or additionally, at higher resolution levels, when the user has Wi-Fi accessibility, they can transfer the image data to a network device such as a laptop or desktop computer. The lower and higher resolution levels can also enable additional functionality described below.

Having considered a dual encoding scenario, consider now aspects of a photo log that can be constructed using the principles described above.

**Photo Log**

Photo log refers to a feature that enables a user to log their day in still photos at intervals of their own choosing. So, for example, if the user wishes to photo log their day at every 3 minutes, they can provide input to the camera device so that every 3 minutes the camera automatically takes a still photo and saves it. At the end of the day, the user will have documented their day with a number of different still photos.
In at least some embodiments, the photo log feature can be used in connection with multiple capture modes including an image capture mode and a video capture mode. The capture device can be set to the image capture mode in which images or photos are periodically, automatically captured, as described above. Upon detection of a particular event, such as an audibly detectable event, the capture device automatically triggers the video capture mode and begins to capture video. The audibly detectable event can be detected in any suitable way. For example, the capture device can have one or more sound profiles stored in memory. The profiles can comprise any suitable type of profile such as, by way of example and not limitation, profiles associated with laughter, clapping, music, abrupt sounds and the like. As the capture device's microphone captures sound in the ambient environment, the sound can be digitized and compared to the profiles stored in memory. If a profile match or fuzzy match is found, the camera automatically triggers the video capture mode and begins to capture video. Alternately or additionally, a threshold-based approach can be utilized to trigger the video capture mode. For example, a sound threshold or thresholds can be defined and, if the ambient sound as captured by the capture device's microphone exceeds a threshold, the video capture mode can be triggered. It is to be appreciated and understood that other events can be used to trigger the video capture mode. For example, a user may provide input to the capture device as through a hard or soft input button.

After a period of time, the capture device can transition back to the image capture mode. Transition to the image capture mode can occur in various ways, e.g., after passage of a period of time, after the audibly detectable event terminates or attenuates in a manner in which it is no longer detected, by way of user input, and the like. In this manner, video can be used to capture richer content associated with a sound-detected event than static images. In addition, by limiting the video capture mode to a defined period of time, battery power as well as associated storage space is conserved.

In at least some embodiments, the collection of images and video defines a "photo story" that chronicles the user's day with both still images and video. As an example, consider FIG. 6 which illustrates a representation of a portion of a photo story generally at 600. In this particular example, photo story 600 includes a number of static images 602, 604, 608, 612, 614, and 616. Notice also that the photo story includes video 606 and 610. In this particular example, the video 606, 610 is inserted into the photo story in chronological order with respect to the time that it was captured. Thus, in this particular
example, static image 602 was captured before static image 604; static image 604 was captured before video 606; video 606 was captured before static image 608, and so on. In this manner, the static images and video are provided in a presentable form in the context of a particular "story" that has been documented.

Grouping the static images and video in chronological form is but one way in which captured content can be grouped. The captured content, both static images and video, can be grouped in other ways without departing from the spirit and scope of the claimed subject matter. For example, video clips may be analyzed to ascertain characteristics or properties associated with the video. Based on these characteristics or properties, the video clips may be grouped with other video clips that share like characteristics or properties. For example, some video clips may have a predominant color such as green or blue. These clips may be grouped together, while clips having a predominant color of white or pink may be separately grouped. Similarly, video clips that might be associated with laughter may be grouped together while video clips associated
music may be separately grouped. Moreover, these grouping techniques can be applied to both static images and video clips. For example, static images and video clips that are found to share a common characteristic or property may be grouped together in their own collection.

As noted above, the processing or portions thereof described above and below can be performed on a capture device, on a computing device to which images and video have been transferred from a capture device, and/or by a cloud-based service either wholly or in a distributed fashion.

FIG. 7 is a flow diagram that describes steps in a method in accordance with one or more embodiments. The method can be implemented in any suitable hardware, software, firmware, or combination thereof. In at least some embodiments, the method can be implemented by a suitably-configured capture device.

Step 700 enables an image capture mode in a capture device. This step can be performed in any suitable way. For example, in at least some embodiments a user can activate the camera and select an image capture mode in which images are periodically and automatically captured. Step 702 captures one or more images in the image capture mode. This step can be performed by periodically taking a still image. Step 704 detects an audible event. This step can be performed in any suitable way. For example, in at least some embodiments a profile-based approach can be utilized, as described above.
Alternately or additionally, in other embodiments a sound threshold-based approach can be utilized. Responsive to detecting the audible event, step 706 automatically triggers a video capture mode. Step 708 captures video in the video capture mode and step 710 transitions to the image capture mode. Transitioning to the image capture mode can be performed in any suitable way. For example, in at least some embodiments transitioning back to the image capture mode can be performed after passage of a period of time. Alternately or additionally, transitioning can occur after the audibly detectable event terminates or attenuates in some manner. In still other embodiments, transitioning can occur by way of user input to the capture device.

[0080] FIG. 8 is a flow diagram that describes steps in a method in accordance with one or more embodiments. The method can be implemented in any suitable hardware, software, firmware, or combination thereof. In at least some embodiments, the method or aspects of the method can be implemented by a suitably-configured capture device. In at least some other embodiments, aspects of the method can be implemented by a suitably-configured capture device and another computing device or service such as a computing device or service that receives the images and video from the capture device.

[0081] Step 800 captures a plurality of still images with a capture device. In at least some embodiments, this step is performed automatically and the still images are captured automatically at intervals which may or may not be regular intervals. Step 802 captures one or more videos with the capture device based on an audibly detectable event. In one or more embodiments, this step is performed automatically when an audible event is detected by the capture device. Examples of audibly-detectable events and the manner in which such events may be detected are provided above. Step 804 enables grouping of both still images and videos together. This step can be performed in any suitable way. For example, in at least some embodiments the capture device can arrange the still images and video into a "photo story" in which content is arranged in a chronological order. Alternately or additionally, the still images and video can be provided to a computing device or remote service and can be grouped in any suitable fashion using any suitable techniques. Examples of various groupings are provided above. Further, examples of suitable techniques to group content are provided below.

[0082] Having considered embodiments that utilize multiple capture modes, consider now a discussion of embodiments pertaining to thumbnail editing.
**Thumbnail Editing**

[0083] Computing devices often establish connections with one another in order to transfer data between the devices. One such example includes a capture device that connects with another computing device to transfer captured images and/or video. Depending upon the bandwidth of the connection between the capture device and the computing device, transferring the captured images can occur at a rapid rate, or a slow rate. For instance, a Wi-Fi connection with a large bandwidth typically can transfer a large file quickly, thus making the transfer time appear negligible to the user. On the other hand, a Bluetooth connection typically has a lower bandwidth. Transferring that same large file over the Bluetooth connection make take longer than the Wi-Fi connection, and subsequently be more noticeable to the user. In turn, users can sometimes perceive slower transfer times and performance issues associated with either the transferring device or the receiving device, especially when it impedes the user's access to the file in transfer.

[0084] In at least some embodiments, a capture device can generate a low resolution image from a high resolution image. The low resolution image can initially be transferred from the capture device to a second computing device for rapid processing. In some cases, the low resolution image can be analyzed to determine properties based upon its image content. When the high resolution image is transferred to the second computing device, it can be processed based upon the properties determined from the low resolution image file.

[0085] As an example, consider FIG. 9, which illustrates an implementation in accordance with one or more embodiments. Included in FIG. 9 is capture device 102 of FIG. 1. In this particular example, capture device 102 includes image file(s) 902 and thumbnail file(s) 904. Image file 902 can be any suitable type of file, such as a still image, a video image, and so forth. In some cases, image file 902 is a high resolution image captured by capture module 108, and can be stored in any suitable format, examples of which are provided above. Alternately or additionally, the stored format can include information describing properties associated with the captured image, such as raster information, vector information, metadata, date/time stamp information, and so forth. At times, but not necessarily, image file 902 can include a thumbnail image in addition to the high resolution image. For discussion purposes, image file 902 is illustrated as having a data size of 1.024 Megabytes (Mbyte), but it is to be appreciated that image file 902 can be of any data size without departing from the scope of the claimed subject matter.
[0086] Thumbnail file 904 is a low resolution image of an associated high resolution image (e.g. image file 902). Here, the lower resolution is indicated with thumbnail file 904 being visually smaller, and having a smaller data size than image file 902 (e.g. 128 kilobytes (kByte)). As in the case of image file 902, the illustrated data size of thumbnail file 904 is merely for discussion purposes, and it is to be appreciated that a thumbnail file can have any suitable data size. These data sizes are used to indicate that, among other things, a low resolution image file is an image file with less image detail than a corresponding high resolution image file. Due to the lesser detail, the resultant data size of a thumbnail image is lower than a corresponding high resolution image file.

Subsequently, the transfer time of a low resolution image file can be less than the corresponding high resolution image file. In some embodiments, capture device 102 generates thumbnail file 904 from image file 902, such as through generation module 906.

[0087] Generation module 906 generates a thumbnail file from an image file. In the above example, thumbnail file 904 is generated by reducing the visual size of the image file 902. However, it is to be appreciated that any suitable compression and/or reduction algorithm can be utilized to generate a thumbnail image. For instance, when a high resolution image file includes a low resolution thumbnail image of the captured image, generation module 906 can extract the low resolution thumbnail image, and create a new file containing the thumbnail image. In some cases, the compression and/or reduction algorithm is automatically applied by capture device 102, while in other cases it can be manually selected by a user. Further, generating a low resolution image file can be triggered automatically or manually by any suitable event, such as upon capturing a high resolution image, upon identifying a connection between a capture/sending device and the processing/receiving device is established, upon determining the connection between devices has a bandwidth below predefined threshold, upon request from a receiving device, upon receipt of user input through selectable controls, and so forth.

[0088] To take advantage of the smaller data size, some embodiments first transfer a low resolution image file to a receiving device prior to transferring the associated high resolution image file. The smaller data size of the low resolution image file allows for a quicker transfer, thus enabling the receiving device to begin processing the content faster, as well as allowing a user quicker access to the content. Consider FIG. 10, which illustrates an example implementation in accordance with one or more embodiments.
Here, FIG. 10 captures two separate interactions between capture device 102 and processing device 104 of FIG. 1 at time 1002 and time 1004, respectively.

[0089] At time 1002, capture device 102 initially transfers thumbnail file 904 of FIG. 9 to processing device 104 using connectivity link 110. In some embodiments, capture device 102 automatically transfers a low resolution image file (such as thumbnail file 904) based upon a determination that the connectivity bandwidth is below a predetermined threshold. In other embodiments, the low resolution image file is automatically transferred independent of the transfer bandwidth. However, transferring the low resolution image can be initiated in any suitable manner, such as, by way of example and not limitation, automatically upon the connection between devices being established, automatically when the low resolution image is created, manually upon receiving input from a user, and so forth. In some embodiments, a transfer can be manually initiated by a user through selectable control(s) associated with capture device 102 and/or selectable controls associated with processing device 104, and/or processing device 104 sending a transfer request to the capture device for either a low resolution image file or a high resolution image file. Thus, the transfer of thumbnail file 904 can be initiated manually and/or automatically through capture device 102 and/or processing device 104.

[0090] Upon receiving thumbnail file 904, processing device 104 begins processing it via image analysis module 114. Any suitable type of processing can occur, such as image content analysis, color palette analysis, property identification, image quality analysis, user input associated with the thumbnail file, facial recognition analysis, date/time stamp identification, and so forth. When the processing device receives multiple image files and/or video files, it can automatically group these files based upon properties determined from associated thumbnail files. For instance, sometimes processing device 104 automatically places transferred image files into a photo story, as described above, based upon these determined properties associated with the images, and/or enables a user to manually place images into the photo story. Since the transfer time of a high resolution image file takes longer than the transfer time of an associated low resolution image file, some embodiments initially transfer the low resolution image file to processing device as a way to gain quicker access to the associated image.

[0091] At time 1004, capture device 102 transfers image file 902 to processing device 104. This can occur at any suitable point in time, such as upon determining
thumbnail file 904 has been completely transferred, or upon determining capture device 102 and/or processing device 104 are in idle states. In this example, processing device 104 is already displaying the content of thumbnail file 904 to a user prior to the transfer of image file 902. This enables a user to enter commands, such as editing commands, relative to thumbnail file 904 before image file 902 has been received, or even before its transfer has begun. In turn, these commands can be subsequently applied to image file 902. For instance, a user may decide to delete thumbnail file 904. Depending upon the transfer state of image file 902, this can cancel the transfer of image file 902 if it were in progress, send a command to capture device 102 to not send image file 902 if transfer has not started, and/or delete image file 902 from storage on processing device 104 and/or capture device 102. In yet another example, the user may enter a command to place thumbnail file 904 in a particular order in a photo story, such as the beginning, end, or next to another related image. In turn, this command can be applied to image file 902 when it is fully received. Alternately or additionally, processing device 104 can automatically make sorting decisions of image file 902 based upon thumbnail file 904. Thus, processing device 104 can preprocess an image file before it is received by first analyzing an associated thumbnail file. While time 1004 shows image file 902 as being in transfer while processing device 104 analyzes thumbnail file 904, it is to be appreciated that image file 902 can be in any suitable stage of transfer (e.g. unsent to processing device 104, fully received by processing device 104, partially received by processing device 104) during access to thumbnail 904 without departing from the spirit of the claimed subject matter.

[0092]FIG. 11 is a flow diagram that describes steps in a method in accordance with one or more embodiments. The method can be performed in connection with any suitable hardware, software, firmware, or combination thereof. In at least some embodiments, the method is performed by suitably-configured devices, such as capture device 102 and/or processing device 104 of FIG. 1. In this example, the left-hand column entitled "Capture Device" illustrates steps in a method performed by a capture device, while the right-hand column entitled "Processing Device" illustrates steps in the method performed by a processing device. However, it is to be appreciated that these steps could be performed by a single computing device and/or multiple computing devices without departing from the scope of the claimed subject matter.
[0093] Step 1100 captures at least one high resolution image. Among other things, a high resolution image includes additional image detail not present in a low resolution image. Any suitable type of image can be captured, such as a still image, a video image, and so forth. In some embodiments, the high resolution image is captured by a wearable camera configured to automatically capture images and/or video over time.

[0094] Responsive to capturing the high resolution image, step 1102 generates a low resolution image file from the high resolution image. Some embodiments extract a copy of thumbnail image from a high resolution image file and create a second, separate file to store the copy. Other embodiments generate a low resolution image file by processing the high resolution image using reduction and/or compression algorithms as further described above.

[0095] Step 1104 transfers the low resolution image file to another computing device. In some cases, low resolution images are automatically transferred after they are generated. Alternately or additionally, low resolution images can be automatically transferred upon establishing a connection between devices, upon determining the connection has a bandwidth below a predefined threshold, upon determining the connection is of a certain type (i.e. determining the connection is a Bluetooth connection, determining the connection is a Wi-Fi connection, etc.), and so forth. In some cases, transferring low resolution image files can be manually initiated by a user.

[0096] Step 1106 receives at least one low resolution image file. This can happen in any suitable manner, such as over a direct connection or through a network connection. Responsive to receiving the low image resolution file, step 1108 analyzes the low resolution image file to determine properties of the image file. Any suitable type of processing and/or analysis can be performed to determine any suitable type of property, examples of which are provided above. In some cases, the processing device automatically processes the low resolution image file upon its receipt. In other cases, the processing device processes the low resolution images based upon manual input such as commands received from a user (i.e. editing commands). Thus, the low resolution image file can be automatically processed to determine properties, or can be manually processed via a user entering commands.

[0097] Step 1110 transfers the high resolution image file from the capture device to the processing device. Step 1112 receives a high resolution image file associated with the low resolution image file. Here, steps 1110 and 1112 are illustrated as occurring after
step 108, but it is to be appreciated that these steps can occur in any suitable order relative to step 108 without departing from the scope of the claimed subject matter. For example, in some embodiments, the high resolution image file can be sent by the capture device and subsequently received by the processing device in parallel to the processing of the low resolution image file.

[0098] Responsive to receiving the high resolution image file, step 1114 processes the high resolution file based upon the properties determined from the low resolution file. Alternately or additionally, step 1114 processes the high resolution file based upon input from the user relative to the low resolution image file. For example, as described above, if a user enters an editing command relative to the low resolution image, that command can then be applied to the high resolution image file. While step 1114 is illustrated as occurring after steps 1110 and 1112, it is to be appreciated that, as in the case above, step 1114 can occur before these steps, in between these steps, and/or in lieu of these steps without departing from the scope of the claimed subject matter. For instance, if, as a result of step 1108, a determination is made that the low resolution image file has poor image quality, and a user subsequently deletes the low resolution image file, step 1114 applies this same process to the high resolution image file (e.g. transfer of the high resolution file is terminated and/or deleted from memory). Thus, a low resolution image file can be utilized to enable faster image analysis in a low bandwidth transfer environment by first analyzing the low resolution, and subsequently applying the results to a corresponding high resolution file.

[0099] Having considered an example of thumbnail editing, consider now aspects of automatically curating video to fit a display time.

**Automatically Curating Video**

[00100] As discussed above, a capture device can periodically capture images and/or video over time. For example, a capture device such as a wearable camera, can be configured to capture multiple images or videos at various points in a day. There can be different events that trigger capturing the images or videos and typically these multiple images and/or video can be used to chronicle a day's events. While the capture device can perform some initial analysis to trigger image capturing, it may not have sufficient processing power to verify the quality or content of the images post-capture. To remedy this, some embodiments forward the captured images to a processing device that has more processing capabilities for further analysis. At times, the processing device may playback
the images at a different frame rate and/or different time duration than an associated capture rate or duration. In some embodiments, the processing device can modify playback of the images based upon the analysis.

[00101] To further illustrate, consider FIG. 12 which includes an example implementation in accordance with one or more embodiments. FIG. 12 includes two separate videos acquired by a capture device that are labeled video 1202 and 1204, respectively. Video 1202 includes a series of images (and accompanying audio) that capture a basketball game in progress. Here, the video lasts for a time duration of 3 seconds, and was captured using a capture frame rate of 4 frames per second. In some embodiments, the capture device can adjust the capture frame rate according to whether the images being captured have rapid movement/changes, or little to no movement/changes. For example, in video 1202, the capture device determines to capture the activity using a capture frame rate of 4 frames per second since a basketball game typically includes movement. Conversely, video 1204 includes a series of images (and accompanying audio) captured at a different point in time when the basketball court is empty. For video 1204, the capture device identifies the lack of activity and uses a coarser capture frame rate of 1 frame per second (again over 3 seconds in time). Thus, the capture device can be configured to not only capture images at different points in time, but additionally be configured to capture images at different capture frame rates and/or different durations of time. It is to be appreciated that the values used in this discussion to describe a capture time duration, as well as a capture frame rate, are merely for discussion purposes, and that any suitable combination of values can be used for time durations and/or frame rates without departing from the scope of the claims subject matter.

[00102] Moving forward, at some arbitrary point in time, the capture device or user thereof may decide to transfer the captured images to a processing device. FIG. 13 illustrates such an example using capture device 102 and processing device 104 of FIG. 1. Here, capture device 102 transfers both videos of FIG. 12 to processing device 104. For the sake of brevity, videos 1202 and 1204 are illustrated as being transferred together as a concatenated video 1302, which has a time duration of 6 seconds. It is to be appreciated that this is merely for discussion purposes, and that images can be transferred between devices independently from one another and/or at different points in time without departing from the scope of the claimed subject matter. Among other things, processing device 104 analyzes received images and/or videos to determine grouping and/or playback
orders, as further described above and below. Sometimes the processing device receives content that has different capture parameters than a playback slot that may have predetermined playback parameters. For example, in FIG. 13, playback slot 1304 has a playback time duration parameter of 3 seconds, and is currently in an empty state and/or without content. Upon receiving images from the capture device, processing device determines how to fill playback slot 1304. However, as illustrated here, the capture device has captured and transferred more content to the processing device than what fits into playback slot 1304 when the received content is left unmodified.

[00103] In some embodiments, the processing device can receive at least a first set of images captured at a first rate over a first duration of time. This can be seen in the above example, where processing device 104 receives two sets of images captured at two separate capture frame rates: video 1202 which has a capture frame rate of 4 frames per second, and video 1204 which has a capture frame rate of 1 frame per second. Processing device 104 can analyze these sets of images to determine a modified playback of the images, such as by using at least a second frame rate for playback over a second duration of time.

[00104] To further illustrate, consider FIG. 14. This example illustrates at least one implementation that can be used by a processing device to modify received images for playback. Here, video 1202 and video 1204 of FIG. 1 are modified to fit the playback time duration set by playback slot 1304. The total duration of playback time of videos 1202 and 1204 when played back at their respective capture frame rates is 6 seconds, which exceeds the playback duration time of playback slot 1304, which is 3 seconds. To compensate for this, processing device modifies the playback rate and time duration at which each respective video is played. Each of these variables can be determined in any suitable manner. For instance, videos can be analyzed to determine which videos contain more image content changes and/or activity. Videos with more activity can, in some cases, be assigned a longer duration of playback time. Here, video 1202 is identified as including more image content changes (e.g. activity) than video 1204. Based upon this analysis, video 1202 is assigned a longer playback time duration than that assigned to video 1204 in order to see the activity better. When inserting a video 1202 into playback slot 1304, it is assigned time duration 1402 (which is 1.8 seconds), yielding a resultant playback frame rate of 6.67 for video 1202. Conversely, video 1204 is assigned time duration 1404 (which is 1.2 seconds), yielding a resultant playback frame rate of 2.5
frames per second. With this particular process, each video plays back the entirety of its associated images in the time duration set by playback video 1304. However, alternate processes can be used to modify and identify what images are selected for playback without departing from the scope of the claimed subject matter, such as, by way of example and not limitation, removing images in a video based upon image quality, alternating images in a video, playing back portions of a video, and so forth. At times, these modifications can be based upon image analysis and/or audio analysis, as further described below.

[00105] Typically, the content of captured images varies from image to image. Some captured images can include sharp and/or focused images, others may contain more blurry and/or less focused images, some can include images of people, others can be empty of people, and so forth. In some cases, some captured images can contain "less interesting" content (i.e. images with limited activity and/or images that do not vary from one another) than others that contain "more interesting" content (i.e. images with high activity and/or changes, images with facial captures, etc.). These properties can be utilized by a processing device when making determinations on how to modify received videos and/or images for playback. For example, a processing device can be configured to determine quality metrics and/or proximity metrics, and select images for playback based on these metrics.

[00106] Consider Fig. 15, which illustrates an example implementation in accordance with one or more embodiments. This particular example illustrates how metrics can be computed to measure image quality and/or image similarity. Among other things, image quality can be measured by measuring the image's sharpness and/or clarity. Consider image 1502, which represents any suitable type of image, such as a high resolution image, a low resolution image, etc. Assume the image is covered by a 4x4 grid as illustrated. Sharpness of the associated image can be estimated as an average (per pixel step) differential energy over a representative trajectory, as illustrated by image 1504. Each pixel-size step of a trajectory contributes to the metric as square difference in lightness, where lightness can be defined as: \((4G + 2R + B) / 7\). Here, "G", "R", and "B" represent normalized RGB (Red Green Blue) space color components. The total energy is post-normalized by trajectory length in pixel-size steps.
Some embodiments process an image to generate proximity metrics. Proximity criteria can include metrics corresponding to local (detail), intermediate (shape), and global (overview) domains, as further described below.

**Global Domain: Color Histogram**

The global domain metric is a color histogram (hue component) of a Gaussian-blurred image. Other components (saturation and brightness) are much more prone to noise than hue. Blur is applied to minimize deviation caused by grain, ornament/texture details and other sources of color noise and "highlight" consistent, contiguous same-color regions. The distance between two images is a normalized dot product of their color histograms.

**Intermediate Domain: "Shape Hash"**

For an intermediate domain metric, some embodiments pick random points from the image, such as by using a Monte-Carlo area estimation method. The random points are then analyzed, and decisions are made to retain points with a defined hue, a saturation above a desired saturation threshold, and/or brightness within a desired brightness range (e.g., distinctively colorful points "selection S"). These points can then be clustered utilizing any suitable clustering algorithm, such as "K means", into a small number of clusters. Alternately or additionally, a coarse estimate can then be generated ("cloud match"), where a distance between cluster Ai of image A and cluster Bj of image B is the absolute value of the vector composed of differences in (normalized) X (horizontal) and Y (vertical), cluster center coordinates relative to the image center, average sine and cosine of their members' hue coordinates, cluster sizes relative to count of S, and so forth. In some cases, the total distance between images A and B is the average of all pairwise distances between Ai and Bj for all possible pairs of i and j. In some embodiments a fine estimate is generated. In a fine estimate, and for each cluster, locations of its members are converted into polar coordinates based at the cluster's center. Resulting coordinate pairs can then be ordered by the angle coordinate and a Gaussian blur can be applied to simulate a smooth envelope. The envelope can then be transformed into the frequency domain using a Fourier-transform. Shape similarity (i.e. normalized dot product of the resulting spectra) can be multiplied into the pairwise "cloud match" estimate. If no "clouds" are detected in either of the image, the distance is assumed to be
If "clouds" are detected in one image but not found in the other, the distance is assumed to be 1.

*Feature point matching*

[00110] In some embodiments, feature points and/or interest points (i.e. N best points of interest) can be found using the Hessian-Laplace descriptor. After that, interest point descriptor sets of two images are matched 1-1 using a K-dimensional tree. The number of matching points are then normalized by the geo-mean of the total number of interest points found in each image. The resulting value can be used as a distance estimate.

*Geometry Matching*

[00111] In addition to the feature point metric, some embodiments generate a geometry metric by calculating the Pearson correlation between normalized coordinates of matched interest points. High values of the geometry metric can be used to indicate that not only the details of two images largely match, but also they are located in a similar way relative to each other (ignoring linear transformations, such as rotation, scaling and translation).

*Combined Proximity*

[00112] Each calculated metric can then be used to contribute to the combined proximity metric in the following way:

1. pre-normalized to the [0..1] range (0 for exactly similar images, 1 for completely unrelated);

2. raised to the power of its *Importance*;

3. post-normalized to the *[Doubt].1* range.

The Doubt weight component is mixed in to avoid taking decisions (i.e. considering two images similar) by a metric knowingly prone to false positives. For instance, the Doubt adjustment for any metric that discards geometry and considers only color should be high (close to 0.5). For a metric that distinctively identifies fine structures, such as faces or texts, the Doubt should be very low.

The combined distance is a product of step (3) results of each individual metric.
Thus, some embodiments analyze the content of images to generate one or more metrics and/or properties that quantify and/or describe the content. These metrics can then be used to select and/or modify which images are played back by the processing device, such as by removing at least some images that appear to be duplicates of one another, only selecting images that generate metrics that indicate content of interest, and so forth.

At times, a user may desire to couple images to audio. Some embodiments enable playback of images to be synchronized with audio. For example, a user may have one or more audio tracks of favorite songs that they desire to have images synchronized to. These audio track(s) can be analyzed to determine properties of the music, such as a beat. In turn, playback properties can be based upon the music properties. A beat in music is a frequency, rhythm and/or tempo to which the music is synchronized and/or includes. In some embodiments, playback of a video can be modified based upon a determined beat of the music. Consider a simple case where a selected audio track includes a 100 Hz tone that pulses every 0.25 seconds. Some embodiments analyze the audio track to identify the 0.25 second beat, then generate a playback frame rate for a video based upon the beat. For example, suppose 4 frames per beat is the desired playback rate. Using the above numbers, this becomes:

\[
0.25 \text{ second beat intervals} = 4 \text{ beats / second} \\
4 \text{ frames per beat} \times 4 \text{ beats / second} = 16 \text{ frames / second}
\]

which yields a playback frame rate of 16 frames per second. Subsequently, the corresponding video can be modified to playback at this rate. These values are merely for discussion purposes, and it is to be appreciated that any suitable combination of numbers can be used without departing from the scope of the claimed subject matter. Further, while this is described with respect to a video, it is to be appreciated that this can be applied to still images as well. For example, consider photo story 600 of FIG. 6. Photo story 600 includes various still images and video. In some embodiments, the transition between the still images and/or video (i.e. displaying a first still image for a first period of time, then displaying a second still image and/or video for a second period of time, etc.) can be based upon determined properties of the audio track. Using the above example of 0.25 second beat intervals, a transition interval can be generated, such as 3 second
transition intervals (0.25 x 12 beats/transition), 10 second intervals (0.25 x 40 beats/transition). Alternately or additionally, this can be applied to a video to determine the playback time duration. Thus, in addition to modifying playback of images based upon image content, some embodiments modify playback of images based upon synchronizing the playback to audio.

[00115] Having considered various image/video processing techniques, consider now a discussion of an example method in accordance with one or more embodiments.

[00116] Fig. 16 is a flow diagram that describes steps in a method in accordance with one or more embodiments. The method can be performed in connection with any suitable hardware, software, firmware, or combination thereof. In at least some embodiments, the method is performed, at least in part, by suitably-configured modules, such as image analysis module 114 of FIG. 1.

[00117] Step 1600 receives at least a first set of images. In some embodiments, the first set of images is a video that has been captured at a first capture frame rate over a first capture time duration. The set of images can be received in any suitable manner, such as a processing device receiving video captured and transferred by a capture device as further described above. Further, any suitable type of images can be received, such as multiple videos, still images, and/or any combination thereof. When multiple videos are received, the multiple videos can have any suitable configuration, such as each video having a distinct capture frame rate and/or capture time duration from one another, some videos having a same capture frame rate and/or capture time duration, all videos having a same capture frame rate and/or capture time duration, and so forth. The multiple videos can be received together at virtually the same time, or independently from one another at different points in time.

[00118] Responsive to receiving the first set of images, step 1602 analyzes the first set of images to determine at least one property. Properties of an image can include any suitable type of property, such as a property based upon image content (i.e. activity present, no activity present, facial recognition, color content, etc.), capture parameters (i.e. time/date stamp, capture frame rate, capture time duration, etc.). In some cases, a property can be a metric that quantifies the content of an image. Properties can be specific to one distinct image and/or a set of images.

[00119] Step 1604 determines at least one playback parameter. For example, playback parameters can include playback frame rates, playback time durations, playback
time slot locations, and so forth. In some cases, the playback parameter is associated with playing back the images in a photo story. Determining a playback parameter can occur in any suitable manner. In some cases, the playback parameters are predetermined and/or fixed, while in other cases they are dynamically determined, such as a playback frame rate and/or playback time duration based upon a music beat.

[00120] Responsive to determining at least one playback parameter, step 1606 modifies the first set of images based, at least in part, the playback parameter and/or the determined image propert(ies). A set of images can be modified in anyway, such as extracting a subset of images from the set that have been identified as being of more interest (i.e. facial recognition, movement detection, etc.), deleting and/or removing images from the set that have been identified as having poor image quality, deleting and/or removing images that have been identified as duplicates (or duplicates to within a threshold), deleting and/or removing images that have been identified as having no movement, and so forth. Alternately or additionally, the set of images can be modified by assigning new playback parameters.

[00121] Step 1608 plays back the modified first set of images. In some cases, the modified set of images is played back at a different frame rate than it was captured and/or a different time duration, as further described above. Alternately or additionally, the modified set of images can be played back with synchronized music and/or played back in a photo story.

[00122] Having considered the above embodiments, consider now a discussion of an example device that can be utilized to implement the embodiments described above.

**Example Device**

[00123] FIG. 17 illustrates various components of an example device 1700 that can be implemented as any type of portable and/or computer device to implement the embodiments described herein. Device 1700 includes communication devices 1702 that enable wired and/or wireless communication of device data 1704 (e.g., received data, data that is being received, data scheduled for broadcast, data packets of the data, etc.). The device data 1704 or other device content can include configuration settings of the device, media content stored on the device, and/or information associated with a user of the device. Media content stored on device 1700 can include any type of audio, video, and/or image data. Device 1700 includes one or more data inputs 1706 via which any type of data, media content, and/or inputs can be received, such as user-selectable inputs,
messages, music, television media content, recorded video content, and any other type of audio, video, and/or image data received from any content and/or data source.

Device 1700 also includes communication interfaces 1708 that can be implemented as any one or more of a serial and/or parallel interface, a wireless interface, any type of network interface, a modem, and as any other type of communication interface. The communication interfaces 1708 provide a connection and/or communication links between device 1700 and a communication network by which other electronic, computing, and communication devices communicate data with device 1700.

Device 1700 includes one or more processors 1710 (e.g., any of microprocessors, controllers, and the like) which process various computer-executable or readable instructions to control the operation of device 1700 and to implement the embodiments described above. Alternatively or in addition, device 1700 can be implemented with any one or combination of hardware, firmware, or fixed logic circuitry that is implemented in connection with processing and control circuits which are generally identified at 1712. Although not shown, device 1700 can include a system bus or data transfer system that couples the various components within the device. A system bus can include any one or combination of different bus structures, such as a memory bus or memory controller, a peripheral bus, a universal serial bus, and/or a processor or local bus that utilizes any of a variety of bus architectures.

Device 1700 also includes computer-readable media 1714, such as one or more memory components, examples of which include random access memory (RAM), non-volatile memory (e.g., any one or more of a read-only memory (ROM), flash memory, EPROM, EEPROM, etc.), and a disk storage device. A disk storage device may be implemented as any type of magnetic or optical storage device, such as a hard disk drive, a recordable and/or rewriteable compact disc (CD), any type of a digital versatile disc (DVD), and the like. Device 1700 can also include a mass storage media device 1716.

Computer-readable media 1714 provides data storage mechanisms to store the device data 1704, as well as various device applications 1718 and any other types of information and/or data related to operational aspects of device 1700. For example, an operating system 1720 can be maintained as a computer application with the computer-readable media 1714 and executed on processors 1710. The device applications 1718 can include a device manager (e.g., a control application, software application, signal processing and control module, code that is native to a particular device, a hardware
abstraction layer for a particular device, etc.), as well as other applications that can include, web browsers, image processing applications, communication applications such as instant messaging applications, word processing applications and a variety of other different applications. The device applications 1718 also include any system components or modules to implement embodiments of the techniques described herein. In this example, the device applications 1718 can include an image analysis module 1722 that operates as described above.

[00128] Device 1700 also includes an audio and/or video input-output system 1724 that provides audio data to an audio system 1726 and/or provides video data to a display system 1728. The audio system 1726 and/or the display system 1728 can include any devices that process, display, and/or otherwise render audio, video, and image data. Video signals and audio signals can be communicated from device 1700 to an audio device and/or to a display device via an RF (radio frequency) link, S-video link, composite video link, component video link, DVI (digital video interface), analog audio connection, or other similar communication link. In an embodiment, the audio system 1726 and/or the display system 1728 are implemented as external components to device 1700. Alternatively, the audio system 1726 and/or the display system 1728 are implemented as integrated components of example device 1700.

Conclusion

[00129] Various embodiments provide a capture device, e.g., a camera, that is configured to have multiple capture modes including an image capture mode and a video capture mode. The capture device can be set to the image capture mode in which images or photos are periodically, automatically captured. Upon detection of a particular event, such as an audibly detectable event, the capture device automatically triggers the video capture mode and begins to capture video. After a period of time, the capture device can transition back to the image capture mode. Transition to the image capture mode can occur in various ways, e.g., after passage of a period of time, after the audibly detectable event terminates or attenuates, by way of user input and the like. In some embodiments, the capture device can be embodied as a wearable camera that is worn by a user.

[00130] In at least some embodiments, the collection of images and video defines a "photo story" that chronicles the user's day with both still images and video.

[00131] Various other embodiments enable a capture device to capture at least one high resolution image and generate a low resolution image based on the high resolution
image. Some embodiments transfer an associated low resolution image file to a second device prior to transferring the corresponding associated high resolution image file. In some cases, the low resolution image can be analyzed to determine one or more properties associated with the low resolution image. Processing decisions associated with the high resolution image can then be based on the property or properties of the low resolution image.

[00132] Various other embodiments enable a processing device to receive at least a first set of images from a capture device. In some cases, the first set of images is a video clip captured using a first frame rate over a first duration of time. In some embodiments, the processing device analyzes the first set of images to determine one or more properties associated with the images. Based upon the determined properties, some embodiments modify and playback the first set of images at a second frame rate over a second duration of time.

[00133] Although the embodiments have been described in language specific to structural features and/or methodological acts, it is to be understood that the various embodiments defined in the appended claims are not necessarily limited to the specific features or acts described. Rather, the specific features and acts are disclosed as example forms of implementing the various embodiments.
CLAIMS

1. A computer-implemented method of automatically curating images comprising:
   receiving, via a processing device, at least a first set of images;
   analyzing, via the processing device, the at least first set of images to determine at least one property;
   determining, via the processing device, at least one playback parameter;
   modifying, via the processing device, the at least first set of images based, at least in part, upon the at least one playback parameter and the at least one property; and
   playing back, via the processing device, the at least first modified set of images effective to automatically curate played back images.

2. The computer-implemented method of claim 1, wherein the at least one playback parameter comprises a playback frame rate.

3. The computer-implemented method of claim 2, wherein the playback frame rate is different from a capture frame rate associated with the at least first set of images.

4. The computer-implemented method of claim 1, wherein analyzing the at least first set of images further comprises analyzing image content associated with the at least first set of images.

5. The computer-implemented method of claim 4, wherein analyzing the image content further comprises measuring image similarity.

6. One or more computer-readable storage memories comprising processor-executable instructions which, when executed, are configured to perform operations for automatically curating video comprising:
   receiving at least a first video;
   analyzing image content associated with the at least first video to determine at least one image quality metric;
   modifying the at least first video based, at least in part, on the at least one image quality metric; and
   playing back the at least first modified video effective to automatically curate the played back first modified video.

7. The one or more computer-readable storage memories of claim 6, wherein determining at least one image quality metric further comprises generating at least one of:
   a global domain metric;
   an intermediate domain metric;
a feature point metric; or
a geometry metric.

8. The one or more computer-readable storage memories of claim 6, wherein modifying the at least first video further comprises removing at least some images from the at least first video that are identified to be duplicates of one another.

9. The one or more computer-readable storage memories of claim 6, the processor-executable instructions further configured to perform operations comprising:
   analyzing at least one audio track effective to determine at least one audio property; and
   playing back the at least first modified video synchronized to the at least one audio track based, at least in part, on the at least one audio property.

10. The one or more computer-readable storage memories of claim 9, the processor-executable instructions further configured to perform operations comprising:
    synchronizing playback of the at least first modified video and the at least one audio track via a photo story.
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