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ABSTRACT
Provided are entropy decoding and encoding methods of a video. The entropy
decoding method includes obtaining a transformation unit significant coefficient flag
indicating whether a non-zero transformation coefficient exists in the transformation unit,
from a bitstream, determining a context model for arithmetically decoding the
transformation unit significant coefficient flag, based on the transformation depth of the
transformation unit and arithmetically decoding the transformation unit significant

coefficient flag based on the determined context model..
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METHOD AND APPARATUS FOR ENCODING AND DECODING OF
HIERARCHICALLY PARTITIONED VIDEO

Technical Field

One or more embodiments of the present invention relate to video encoding and
decoding, and more particularly, to a method and apparatus for entropy encoding ana

decoding information related to a transformation unit.

Background Art

According to image compression methods such as MPEG-1, MPEG-2, or
MPEG-4 H.264/MPEG-4 advanced video coding (AVC), an image is split into blocks
having a predetermined size, and then, residual data of the blocks is obtained by inter
orediction or intra prediction. Residual data is compressed by transtormation,
guantization, scanning, run length coding, and entropy coding. In entropy coding, a
syntax element such as a transformation coefficient or a prediction mode is entropy
encoded to output a bitstream. A decoder parses and extracts syntax elements from a

bitstream and reconstructs an image based on the extracted syntax elements.

Disclosure of the Invention

Technical Problem

One or more embodiments of the present invention include an entropy encoding
method and apparatus, and an entropy decoding method ana apparatus for selecting a
context model used to entropy encode and decode a syntax element related to a
transformation unit that is a data unit used to transform a coding unit, based on a
transformation depth indicating a hierarchical splitting relationship between the coding

unit and the transformation unit.

Technical Solution

A context model for arithmetically decoding a transformation unit significant
coefficient flag is determined based on a transformation depth indicating the number of
times the coding unit is split to determine the transformation unit included in the coding
unit. and the transformation unit significant coefficient flag is arithmetically decoded

based on the determined context model.
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Advantageous Effects

According to embodiments of the present invention, by selecting a context model
based on a transformation depth, a condition for selecting the context model may be

simplified and operation for entropy encoding and decoding may also be simplified.

Brief Description of the Drawings

FIG. 1 is a block diagram of a video encoding apparatus according to an
embodiment of the present invention.

FIG. 2 is a block diagram of a video decoding apparatus according to an
embodiment of the present invention.

FIG. 3 is a diagram for describing a concept of coding units according to an
embodiment of the present invention.

FIG. 4 is a block diagram of a video encoder based on coding units having a
hierarchical structure, according to an embodiment of the present invention.

FIG. 5 is a block diagram of a video decoder based on coding units having a
hierarchical structure, according to an embodiment of the present invention.

FIG. 6 is a diagram illustrating deeper coding units according to depths, and
partitions, according to an embodiment of the present invention.

FIG. 7 is a diagram for describing a relationship between a coding unit and
transformation units, according to an embodiment of the present invention.

FIG. 8 is a diagram for describing encoding information of coding units
corresponding to a coded depth, according to an embodiment of the present invention.

FIG. 9 is a diagram of deeper coding units according to depths, according to an

embodiment of the present invention.

FIGS. 10 through 12 are diagrams for describing a relationship between coding
units, prediction units, and frequency transformation units, according to an embodiment
of the present invention.

FIG. 13 is a diagram for describing a relationship between a coding unit, a

prediction unit, and a transformation unit, according to encoding mode information of
Table 1.

FIG. 14 is a block diagram of an entropy encoding apparatus according to an

embodiment of the present invention.
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FIG. 15 is a flowchart of an operation of entropy encoding and decoding a syntax
element related to a transformation unit, according to an embodiment of the present
iInvention.

FIG. 16 is a diagram illustrating a coding unit and transformation units included In
the coding unit, according to an embodiment of the present invention.

FIG. 17 is a diagram illustrating a context increasement parameter used t{o
determine a context model of a transformation unit significant coefficient flag of each of
the transformation units of FIG. 16, based on a transformation depth.

FIG. 18 is a diagram illustrating a coding unit and a transformation unit included in
the coding unit, according to another embodiment of the present invention.

FIG. 19 is a diagram illustrating split transformation flags used to determine the
structure of transformation units included in the coding unit of FIG. 16, according o an
embodiment of the present invention.

FIG. 20 illustrates a transformation unit that is entropy encoded according to an

embodiment of the present invention;

FIG. 21 illustrates a significance map corresponding to the transformation unit of

FIG. 20;
FIG. 22 illustrates coeff abs level greater1_flag corresponding to the 4x4

transformation unit of FIG. 20;
FIG. 23 illustrates coeff abs_level greater2_flag corresponding to the 4x4

transformation unit of FIG. 20;

FIG. 24 illustrates coeff abs level remaining corresponding to the 4x4

transformation unit of FIG. 20;

FIG. 25 is a flowchart of an entropy encoding method of a video, according to an

embodiment of the present invention.

FIG. 26 is a block diagram of an entropy decoding apparatus according to an

embodiment of the present invention;

FIG. 27 is a flowchart of an entropy decoding method of a video, according to an

embodiment of the present invention.

Best mode for carrying out the Invention

According to one or more embodiments of the present invention, an entropy

decoding method of a video, the method includes determining a transformation unit
3
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included in a coding unit and used to inversely transform the coding unit; obtaining a
transformation unit significant coefficient flag indicating whether a non-zero
transformation coefficient exists in the transformation unit, from a bitstream; if the
number of times the coding unit is split to determine the transformation unit is referred to
as a transformation depth of the transformation unit, determining a context model for
arithmetically decoding the transformation unit significant coefficient flag, based on the
transformation depth of the transformation unit; and arithmetically decoding the
transformation unit significant coefficient flag based on the determined context model.

According to one or more embodiments of the present invention, an entropy
decoding apparatus of a video, the apparatus includes a parser for obtaining a
transformation unit significant coefficient flag indicating whether a non-zero
transformation coefficient exists in a transformation unit included in a coding unit ana
used to inversely transform the coding unit, from a bitstream; a context modeler for, it the
number of times the coding unit is split to determine the transformation unit is referred to
as a transformation depth of the transformation unit, determining a context model for
arithmetically decoding the transformation unit significant coefficient flag, based on the
transformation depth of the transformation unit; and an arithmetic decoder for
arithmetically decoding the transformation unit significant coefficient flag based on the
determined context model.

According to one or more embodiments of the present invention, an entropy
encoding method of a video, the method includes obtaining data of a coding unit
transformed based on a transformation unit; if the number of times the coding unit is split
to determine the transformation unit is referred to as a transformation depth of the

transformation unit, determining a context model for arithmetically encoding a

transformation unit significant coefficient flag indicating whether a non-zero
transformation coefficient exists in the transformation unit, based on the transformation
depth of the transformation unit; and arithmetically encoding the transformation unit
significant coefficient flag based on the determined context model.

According to one or more embodiments of the present invention, an entropy
encoding apparatus of a video, the apparatus includes a context modeler for obtaining
data of a coding unit transformed based on a transformation unit and, it the number of
times the coding unit is split to determine the transformation unit is referred to as a
transformation depth of the transformation unit, determining a context model for

arithmetically encoding a transformation unit significant coefficient ftlag indicating
4
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whether a non-zero transformation coefficient exists in the transformation unit, based on
the transformation depth of the transformation unit; and an arithmetic encoder for

arithmetically encoding the transformation unit significant coefficient flag based on the

determined context model.

Mode for Invention

Hereinafter, a method and apparatus for updating a parameter used in entropy
encoding and decoding size information of a transformation unit according to an
embodiment of the present invention will be described with reference to FIGS. 1 through
13. In addition. a method of entropy encoding and decoding a syntax element obtained
by using the method of entropy encoding and decoding of a video described with
reference to FIGS. 1 through 13 will be described in detail with reference to FIGS. 14
through 27. Expressions such as “at least one of,” when preceding a list of elements,
modify the entire list of elements and do not modify the individual elements of the list.

FIG. 1 is a block diagram of a video encoding apparatus 100 according to an

embodiment of the present invention.

The video encoding apparatus 100 includes a hierarchical encoder 110 and an
entropy encoder 120.

The hierarchical encoder 110 may split a current picture to be encoded, in units of
oredetermined data units to perform encoding on each of the data units. In detalil, the
hierarchical encoder 110 may split a current picture based on a largest coding unit,
which is a coding unit of a maximum size. The largest coding unit according to an
embodiment of the present invention may be a data unit having a size of 32x32, 64x64,
128%x128. 256%256, etc., wherein a shape of the data unit is a square which has width

and length in squares of 2 and is greater than 8.

A coding unit according to an embodiment of the present invention may be
characterized by a maximum size and a depth. The depth denotes the number of times
the coding unit is spatially split from the largest coding unit, and as the depth deepens,
deeper encoding units according to depths may be split from the largest coding unit to a
smallest coding unit. A depth of the largest coding unit is an uppermost depth and a
depth of the smallest coding unit is a lowermost depth. Since a size of a coding unit
corresponding to each depth decreases as the depth of the largest coding unit deepens,
a coding unit corresponding to an upper depth may include a plurality of coding units

corresponding to lower depths.
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As described above, image data of the current picture is split into the largest
coding units according to a maximum size of the coding unit, and each of the largest
coding units may include deeper coding units that are split according to depths. Since
the largest coding unit according to an embodiment of the present invention Is split
according to depths, the image data of a spatial domain included in the largest coding
unit may be hierarchically classified according to depths.

A maximum depth and a maximum size of a coding unit, which limit the total
number of times a height and a width of the largest coding unit are hierarchically split,
may be predetermined.

The hierarchical encoder 110 encodes at least one split region obtained by
splitting a region of the largest coding unit according to depths, and determines a deptn
to output finally encoded image data according to the at least one split region. In other
words. the hierarchical encoder 110 determines a coded depth by encoding the image
data in the deeper coding units according to depths, according to the largest coding unit
of the current picture, and selecting a depth having the least encoding error. The
determined coded depth and the encoded image data according to maximum encoding
units are output to the entropy encoder 120.

The image data in the largest coding unit is encoded based on the deeper coding
units corresponding to at least one depth equal to or less than the maximum depth, and
results of encoding the image data are compared based on each of the deeper coding
units. A depth having the least encoding error may be selected after comparing
encoding errors of the deeper coding units. At least one coded depth may be selected
for each largest coding unit.

The size of the largest coding unit is split as a coding unit is hierarchically split
according to depths and as the number of coding units increases. Also, even If coding
units correspond to a same depth in one largest coding unit, it is determined whether to
split each of the coding units corresponding to the same depth to a lower depth by
measuring an encoding error of the image data of each coding unit, separately.
Accordingly, even when image data is included in one largest coding unit, the image data
is split into regions according to the depths, and the encoding errors may difter according
to regions in the one largest coding unit, and thus the coded depths may differ according
to regions in the image data. Thus, one or more coded depths may be determined In
one largest coding unit, and the image data of the largest coding unit may be divided

according to coding units of at least one coded depth.
6
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Accordingly, the hierarchical encoder 110 may determine coding units having a
tree structure included in the largest coding unit. The ‘coding units having a tree
structure’ according to an embodiment of the present invention include coding units
corresponding to a depth determined to be the coded depth, from among all deeper
coding units included in the largest coding unit. A coding unit having a coded depth
may be hierarchically determined according to depths in the same region of the largest
coding unit, and may be independently determined in different regions. Similarly, a
coded depth in a current region may be independently determined from a coded depth in
another region.

A maximum depth according to an embodiment of the present invention is an
index related to the number of times a largest coding unit is split into smallest coding
units. A first maximum depth according to an embodiment of the present invention may
denote the total number of times the largest coding unit is split into the smallest coding
units. A second maximum depth according to an embodiment of the present invention
may denote the total number of depth levels from the largest coding unit to the smallest
coding unit. For example, when a depth of the largest coding unit is 0, a depth of a
coding unit, in which the largest coding unit is split once, may be set to 1, and a depth of
a coding unit, in which the largest coding unit is split twice, may be set to 2. Here, if the
smallest coding unit is a coding unit in which the largest coding unit is split four times,
five depth levels of depths 0, 1, 2, 3, and 4 exist, and thus the first maximum depth may
be set to 4, and the second maximum depth may be set to .

Prediction encoding and transformation may be performed according to the
largest coding unit. The prediction encoding and the transformation are also performead
based on the deeper coding units according to a depth equal to or depths less than the
maximum depth, according to the largest coding unit.

Since the number of deeper coding units increases whenever the largest coding
unit is split according to depths, encoding including the prediction encoding and the
transformation is performed on all of the deeper coding units generated as the depth
deepens. For convenience of description, the prediction encoding and the
transformation will now be described based on a coding unit of a current depth, in a
largest coding unit.

The video encoding apparatus 100 may variously select a size or shape of a data
unit for encoding the image data. In order to encode the image data, operations, such

as prediction encoding, transformation, and entropy encoding, are performed, and at this
/
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time, the same data unit may be used for all operations or different data units may be

used for each operation.

For example, the video encoding apparatus 100 may select not only a coding unit
for encoding the image data, but also a data unit different from the coding unit so as to
perform the prediction encoding on the image data in the coding unit.

In order to perform prediction encoding in the largest coding unit, the prediction
encoding may be performed based on a coding unit corresponding to a coded depth, I.e.,
based on a coding unit that is no longer split into coding units corresponding to a lower
depth. Hereinafter, the coding unit that is no longer split and becomes a basis unit for
prediction encoding will be referred to as a ‘prediction unit’. A partition obtained by
splitting the prediction unit may include a prediction unit or a data unit obtained by
splitting at least one of a height and a width of the prediction unit.

For example, when a coding unit of 2Nx2N (where N is a positive integer) Is no
longer split and becomes a prediction unit of 2Nx2N, a size of a partition may be 2Nx2N,
2NxN Nx2N. or NxN. Examples of a partition type include symmetrical partitions that
are obtained by symmetrically splitting a height or width of the prediction unit, partitions
obtained by asymmetrically splitting the height or width of the prediction unit, such as 1:n
or n:1, partitions that are obtained by geometrically splitting the prediction untt, and
partitions having arbitrary shapes.

A prediction mode of the prediction unit may be at least one of an intra mode, an
inter mode, and a skip mode. For example, the intra mode or the inter mode may be
performed on the partition of 2Nx2N, 2NxN, Nx2N or NxN. Also, the skip mode may
be performed only on the partition of 2Nx2N. The encoding is independently performed
on one prediction unit in a coding unit, thereby selecting a prediction mode having the

least encoding error.

The video encoding apparatus 100 may also perform the transformation on the
image data in a coding unit based not only on the coding unit for encoding the image
data, but also based on a data unit that is different from the coding unit.

In order to perform the transformation in the coding unit, the transformation may
be performed based on a data unit having a size equal to or less than the size of the
coding unit. For example, the data unit for the transformation may include a data unit
for an intra mode and a data unit for an inter mode.

A data unit used as a base of the transformation is referred to as a ‘transformation

unit’.  Similarly to the coding unit, the transformation unit in the coding unit may be
8
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recursively split into smaller sized regions, so that the transformation unit may be
determined independently in units of regions. Thus, residual data in the coding unit
may be divided according to the transformation unit having the tree structure according
to transformation depths.

A transformation depth indicating the number of times the height and width of the
coding unit are split to reach the transformation unit may also be set in the
transformation unit. For example, in a current coding unit of 2Nx2N, a transformation
depth may be 0 when the size of a transformation unit is 2Nx2N, may be 1 when the size
of a transformation unit is NxN, and may be 2 when the size of a transformation unit Is
N/2xN/2. That is, the transformation unit having the tree structure may also be set
according to transformation depths.

Encoding information according to coding units corresponding to a coded depth
requires not only information about the coded depth, but also about information related
to prediction encoding and transformation. Accordingly, the hierarchical encoder 110
not only determines a coded depth having the least encoding error, but also determines
a partition type in a prediction unit, a prediction mode according to prediction units, and a
size of a transformation unit for transformation.

Coding units according to a tree structure in a largest coding untt and a method of
determining a partition, according to embodiments of the present invention, will be
described in detail below with reference to FIGS. 3 through 12.

The hierarchical encoder 110 may measure an encoding error of deeper coding
units according to depths by using Rate-Distortion Optimization based on Lagrangian
multipliers.

The entropy encoder 120 outputs the image data of the largest coding unit, which
is encoded based on the at least one coded depth determined by the hierarchical
encoder 110. and information about the encoding mode according to the coded depth, In
bitstreams. The encoded image data may be a coding result of residual data of an
image. The information about the encoding mode according to the coded depth may
include information about the coded depth, information about the partition type in the
prediction unit, prediction mode information, and size information of the transformation
unit. In particular, as will be described below, the entropy encoder 120 may entropy
encode a transformation unit significant coefficient flag (coded_block_flag) cbf indicating
whether a non-0 transformation coefficient is included in a transformation unit, by using a

context mode! determined based on a transformation depth of the transformation unit.
9
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An operation of entropy encoding syntax elements related to a transformation unit in the

entropy encoding unit 120 will be described below.

The information about the coded depth may be defined by using split information
according to depths, which indicates whether encoding is performed on coding units of a
lower depth instead of a current depth. If the current depth of the current coding unit is
the coded depth, image data in the current coding unit is encoded and output, and thus
the split information may be defined not to split the current coding unit to a lower depth.
Alternatively, if the current depth of the current coding unit is not the coded depth, the
encoding is performed on the coding unit of the lower depth, and thus the split
information may be defined to split the current coding unit to obtain the coding units of
the lower depth.

f the current depth is not the coded depth, encoding is performed on the coding
unit that is split into the coding unit of the lower depth.  Since at least one coding unit of
the lower depth exists in one coding unit of the current depth, the encoding Is repeatedly
performed on each coding unit of the lower depth, and thus the encoding may be
recursively performed for the coding units having the same depth.

Since the coding units having a tree structure are determined for one largest
coding unit, and information about at least one encoding mode is determined for a
coding unit of a coded depth, information about at least one encoding mode may be
determined for one largest coding unit. Also, a coded depth of the image data of the
largest coding unit may be different according to locations since the image data Is
hierarchically split according to depths, and thus information about the coded depth and
the encoding mode may be set for the image data.

Accordingly, the entropy encoder 120 may assign encoding information about a

corresponding coded depth and an encoding mode to at least one of the coding unit, the
orediction unit, and a minimum unit included in the largest coding unit.

The minimum unit according to an embodiment of the present invention is a
square-shaped data unit obtained by splitting the smailest coding unit constituting the
lowermost depth by 4. Alternatively, the minimum unit may be a maximum
square-shaped data unit that may be included in all of the coding units, prediction units,
partition units, and transformation units included in the largest coding unit.

For example, the encoding information output through the entropy encoder 120
may be classified into encoding information according to coding units and encoding

information according to prediction units. The encoding information according to the
10
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coding units may include the information about the prediction mode and about the size of
the partitions. The encoding information according to the prediction units may Include
information about an estimated direction of an inter mode, about a reference image
index of the inter mode, about a motion vector, about a chroma component of an intra
mode, and about an interpolation method of the intra mode. Also, information about a
maximum size of the coding unit defined according to pictures, slices, or GOPs, and
information about a maximum depth may be inserted into a header of a bitstream.

In the video encoding apparatus 100, the deeper coding unit may be a coding unit
obtained by dividing a height or width of a coding unit of an upper depth, which is one
layer above, by two. In other words, when the size of the coding unit of the current
depth is 2Nx2N, the size of the coding unit of the lower depth is NxN. Also, the coding
unit of the current depth having the size of 2Nx2N may include a maximum number of
four coding units of the lower depth.

Accordingly, the video encoding apparatus 100 may form the coding units having
the tree structure by determining coding units having an optimum shape and an optimum
size for each largest coding unit, based on the size of the largest coding unit and the
maximum depth determined considering characteristics of the current picture. Also,
since encoding may be performed on each largest coding unit by using any one of
various prediction modes and transformations, an optimum encoding mode may be
determined considering characteristics of the coding unit of various image sizes.

Thus, if an image having a high resolution or a large data amount Is encoded In a
conventional macroblock, a number of macroblocks per picture excessively increases.
Accordingly, a number of pieces of compressed information generated for each
macroblock increases. and thus it is difficult to transmit the compressed information and
data compression efficiency decreases. However, by using the video encoding
apparatus 100, image compression efficiency may be increased since a coding unit Is
adjusted while considering characteristics of an image while increasing a maximum size
of a coding unit while considering a size of the image.

FIG. 2 is a block diagram of a video decoding apparatus 200 according to an
embodiment of the present invention.

The video decoding apparatus 200 includes a parser 210, an entropy decoder
220. and a hierarchical decoder 230. Definitions of various terms, such as a coding unit,

a depth, a prediction unit, a transformation unit, and information about various encoding

11
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modes, for various operations of the video decoding apparatus 200 are identical to those
described with reference to FIG. 1 and the video encoding apparatus 100.

The parser 210 receives a bitstream of an encoded video to parse a syntax
element. The entropy decoder 220 arithmetically decodes syntax elements indicating

5 encoded image data based on coding units having a structure by performing entropy
decoding of parsed syntax elements, and outputs the arithmetically decoded syntax
elements to the hierarchical decoder 230. That is, the entropy decoder 220 performs
entropy decoding of syntax elements that are received in the form of bit strings of 0 and 1,
thereby reconstructing the syntax elements.

10 Also, the entropy decoder 220 extracts information about a coded depth, an
encoding mode, color component information, prediction mode information, etc. for the
coding units having a tree structure according to each largest coding untt, from the
parsed bitstream. The extracted information about the coded depth ana the encoding
mode is output to the hierarchical decoder 230. The image data in a bitstream IS split

15 into the largest coding unit so that the hierarchical decoder 230 may decode the image
data for each largest coding unit.

The information about the coded depth and the encoding mode according to the
largest coding unit may be set for information about at least one coding unit
corresponding to the coded depth, and information about an encoding mode may include

»o  information about a partition type of a corresponding coding unit corresponding to the
coded depth, about a prediction mode, and a size of a transformation unit. Also,
splitting information according to depths may be extracted as the information about the
coded depth.

The information about the coded depth and the encoding mode according to each

25 largest coding unit extracted by the entropy decoder 220 Is information about a codea
depth and an encoding mode determined to generate a minimum encoding error when
an encoder. such as the video encoding apparatus 100, repeatedly performs encoding
for each deeper coding unit according to depths according to each largest coding unit.
Accordingly, the video decoding apparatus 200 may reconstruct an image by decoding

30 the image data according to a coded depth and an encoding mode that generates the
minimum encoding error.

Since encoding information about the coded depth and the encoding mode may
be assigned to a predetermined data unit from among a corresponding coding unit, a

orediction unit, and a minimum unit, the entropy decoder 220 may extract the information
12
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about the coded depth and the encoding mode according to the predetermined data
units. When information about a coded depth and encoding mode of a corresponding
largest coding unit is assigned to each of predetermined data units, the predetermined
data units to which the same information about the coded depth and the encoding mode
is assigned may be inferred to be the data units included in the same largest coding unit.

Also, as will be described below, the entropy decoder 220 may entropy decode a
transformation unit significant coefficient flag cbf by using a context model determined
based on a transformation depth of a transformation unit. An operation of entropy
decoding syntax elements related to a transformation unit in the entropy decoder 220 will
be described below.

The hierarchical decoder 230 reconstructs the current picture by decoding the
image data in each largest coding unit based on the information about the coded depth
and the encoding mode according to the largest coding units. In other words, the
hierarchical decoder 230 may decode the encoded image data based on the extracted
information about the partition type, the prediction mode, and the transformation unit for
each coding unit from among the coding units having the tree structure included in each
largest coding unit. A decoding operation may include prediction including Intra
orediction and motion compensation, and inverse transformation.

The hierarchical decoder 230 may perform intra prediction or motion
compensation according to a partition and a prediction mode of each coding unit, based
on the information about the partition type and the prediction mode of the prediction unit
of the coding unit according to coded depths.

Also. the hierarchical decoder 230 may perform inverse transformation according
to each transformation unit in the coding unit, based on the information about the size of
the transformation unit of the coding unit according to coded depths, so as to perform the
inverse transformation according to largest coding units.

The hierarchical decoder 230 may determine at least one coded depth of a
current largest coding unit by using split information according to depths. If the split
information indicates that image data is no longer split in the current depth, the current
depth is a coded depth. Accordingly, the hierarchical decoder 230 may decode the
coding unit of the current depth with respect to the image data of the current largest
coding unit by using the information about the partition type of the prediction unit, the

orediction mode, and the size of the transformation unit.

13
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In other words, data units containing the encoding information including the same
split information may be collected by observing the encoding information set assigned for
the predetermined data unit from among the coding unit, the prediction unit, and the
minimum unit, and the collected data units may be considered to be one data unit to be
decoded by the hierarchical decoder 230 in the same encoding mode.

The video decoding apparatus 200 may obtain information about at least one
coding unit that generates the minimum encoding error when encoding is recursively
performed for each largest coding unit, and may use the information to decode the
current picture. In other words, encoded image data of the coding units having the tree
structure determined to be the optimum coding units in each largest coding unit may be
decoded.

Accordingly, even if image data has a high resolution and a large amount of data,
the image data may be efficiently decoded and reconstructed by using a size of a coding
unit and an encoding mode, which are adaptively determined according to
characteristics of the image data, by using information about an optimum encoding mode
received from an encoder.

A method of determining coding units having a tree structure, a prediction unit,
and a transformation unit, according to an embodiment of the present invention, will now
be described with reference to FIGS. 3 through 13.

FIG. 3 is a diagram for describing a concept of coding units according to an
embodiment of the present invention.

A size of a coding unit may be expressed in width x height, and may be 64x64,
32x32 16x16, and 8x8. A coding unit of 64x64 may be split into partitions of 64 x64,
64x32. 32x64 . or 32x32; and a coding unit of 32x32 may be split into partitions of 32x32,
32x16, 16x32, or 16x16; a coding unit of 16x16 may be split into partitions of 16x16,
16x8. 8x16, or 8x8: and a coding unit of 8x8 may be split into partitions of 8x8, 8x4, 4x8,
or 4x4,

Regarding video data 310, a resolution of 1920x1080, a maximum size of a
coding unit of 64, and a maximum depth of 2 are set. Regarding video data 320, a
resolution of 1920x1080, a maximum size of a coding unit of 64, and a maximum depth
of 3 are set. Regarding video data 330, a resolution of 352x288, a maximum size of a
coding unit of 16, and a maximum depth of 1 are set. The maximum depth shown in

FIG. 3 denotes a total number of splits from a largest coding unit to a smallest coding

unit.
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If a resolution is high or a data amount is large, a maximum size of a coding unit
may be large so as to not only increase encoding efficiency but also to accurately reflect

characteristics of an image. Accordingly, the maximum size of the coding unit of the
video data 310 and 320 having the higher resolution than the video data 330 may be 64.

Since the maximum depth of the video data 310 is 2, coding units 315 of the vide
data 310 may include a largest coding unit having a long axis size of 64, and coding units
having long axis sizes of 32 and 16 since depths are deepened to two layers by splitting
the largest coding unit twice. Meanwhile, since the maximum depth of the video data
330 is 1, coding units 335 of the video data 330 may include a largest coding unit having
a long axis size of 16, and coding units having a long axis size of 8 since depths are
deepened to one layer by splitting the largest coding unit once.

Since the maximum depth of the video data 320 is 3, coding units 325 of the video
data 320 may include a largest coding unit having a long axis size of 64, and coding units
having long axis sizes of 32, 16, and 8 since the depths are deepened to 3 layers by
splitting the largest coding unit three times. As a depth deepens, detailed information
may be precisely expressed.

FIG. 4 is a block diagram of a video encoder 400 based on coding units having a
hierarchical structure, according to an embodiment of the present invention.

An intra predictor 410 performs intra prediction on coding units in an intra mode,
with respect to a current frame 405, and a motion estimator 420 and a motion
compensator 425 respectively perform inter estimation and motion compensation on
coding units in an inter mode by using the current frame 405 and a reference frame 495.

Data output from the intra predictor 410, the motion estimator 420, and the motion
compensator 425 is output as a quantized transformat<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>