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The present invention provides apparatus, methods, and 
computer program products that can decrease the latency 
with which the coefficients of a function representative of 
Signal are determined. Specifically, the apparatus, methods, 
and computer program products of the present invention, 
taking advantage of the independence of Samples, updates 
each of the coefficients of the function as each Sample is 
received. AS Such, when the final Sample is received, the 
apparatus, methods, and computer program products of the 
present invention need only update each coefficient with the 
contribution of the last Sample prior to outputting the 
coefficients. AS Such, the latency from the time the last 
Sample is received and the availability of the coefficients is 
decreased. To further decrease the latency, in one embodi 
ment, the apparatus, methods, and computer program prod 
ucts of the present invention prestore either all or a portion 
of the possible values of the contribution of a Sample to each 
coefficient, Such that. AS Such, when the Sample is received, 
the apparatus, methods, and computer program products of 
the present invention evaluate the value of the Sample and 
retrieve the appropriate value from the prestored values that 
corresponds to the coefficient, Sample, and value of the 
Sample, thereby decreasing the time required to determine 
the coefficients. The apparatus, methods, and computer 
program products of the present invention also allow indi 
vidual or Subsets of the coefficients to be observed and also 
allow individual or Subsets of the coefficients to be deter 
mined in varying resolutions. 
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APPARATUS, METHODS, AND COMPUTER 
PROGRAM PRODUCTS FOR DETERMINING THE 

COEFFICIENTS OF A FUNCTION WITH 
DECREASED LATENCY, 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application claims priority from the 
following U.S. provisional patent applications the contents 
of each of which are incorporated herein by reference: U.S. 
provisional patent applications Ser. No. 60/131,656, 
entitled: EXPLOITING REDUNDANT VALUES TO PER 
MIT USE OF PRE-CALCULATIONS, Ser. No. 60/131,661, 
entitled: NOVEL PARADIGM FOR EVALUATING FOU 
RIER COEFFICIENTS, entitled: FIRST NOVEL PRO 
CESSING CIRCUIT, Ser. No. 60/131,667, entitled: USING 
GATING WITH THE VALUE SORTING METHOD, Ser. 
No. 60/131825, entitled: SECOND NOVELPROCESSING 
CIRCUIT, Ser. No. 60/131,858, all filed on Apr. 29, 1999 
and U.S. provisional patent applications Ser. No. 60/185, 
346, entitled: METHODS AND APPARATUS FOR PRO 
CESSING AND ANALYZING INFORMATION, filed on 
Feb. 26, 2000. 

FIELD OF THE INVENTION 

0002 The present invention relates generally to the deter 
mination of coefficients of a function. More particularly, the 
apparatus, methods, and computer program products of the 
present invention relate to determining the coefficients of a 
function representative of an input signal as each Sample of 
the Signal is received to decrease latency in the determina 
tion of the coefficients. 

BACKGROUND OF THE INVENTION 

0003. Signal processing is an important function of many 
electronic Systems. In particular, in many electronic Systems, 
data is transmitted in Signal form. Further, Some electronic 
Systems analyze and monitor the operation of mechanical or 
chemical Systems by observing the characteristics of Signals, 
Such as Vibration Signals and other types of Signals, that are 
output from these Systems. In light of this, methods have 
been developed to characterize Signals Such that information 
or data in the Signal is available for data processing. 
0004. As one example, in many electronic systems, time 
domain Signals are typically transformed to the frequency 
domain prior to signal processing. A typical method for 
converting Signals to the frequency domain is performed 
using Fourier Transforms. The Fourier Transform of a signal 
is based on a plurality of Samples of the time domain Signal 
taken over a Selected time period, known as the base 
frequency. Based on these Samples of the Signal the Fourier 
Transform provides a plurality of coefficients, where the 
coefficients respectively represent the amplitude of a fre 
quency that is a multiple of the base frequency. These 
coefficients of the Fourier Transform, which represent the 
Signal in the frequency domain, are then used by electronic 
Systems in processing the Signal. 
0005 Although Fourier Transforms are among some of 
the most widely used functions for processing Signals, there 
are other functions that are either currently used or will be 
used in the future, as a better understanding of their appli 
cability is recognized. These functions include Bessel func 
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tions, Legendre Polynomials, Tschebysheff Polynomials of 
First and Second Kind, Jacoby Polynomials, Generalized 
Laguerre Polynomials, Hermite Polynomials, Bernoulli 
Polynomials, Euler Polynomials, and a variety of Matrices 
used in Quantum Mechanics, Linear Analysis functions, 
wavelets and fractals just to name a few. 

0006 Although Fourier transforms and the other func 
tions mentioned above are useful in determining character 
istics of Signals for use in data processing, there are Some 
drawbacks to their use. Specifically, application of these 
functions to Signals is typically computationally intensive. 
This is disadvantageous as it may require the use of Spe 
cialized processors in order to perform data processing. 
Further, and even more importantly, the time required to 
perform the number of computations using these functions 
may cause an unacceptable delay for many data processing 
applications. In fact, a goal of many data processing Systems 
is the ability to proceSS data Signals in real time, with no 
delay. 

0007 For example, the Fourier Series is defined as an 
infinite Series of coefficients representing a Signal. To trans 
form a Signal using a Fourier Series would. require an 
infinite number of computations. To remedy this problem, 
many conventional data processing Systems use Discrete 
Fourier Transforms (DFT), as opposed to the infinite Fourier 
Series. The DFT is the digital approximation to the Fourier 
Series and is used to proceSS digitized analog information. 
Importantly, the DFT replaces the infinite Series of the 
Fourier Series with a finite set of N evenly spaced samples 
taken over a finite period. The computation of the DFT 
therefore provides the same number of coefficients as the 
Samples received, instead of an infinite number of Samples 
required by the Fourier Series. As such, use of the DFT 
provides the most Satisfactory current means to process the 
Signal. 

0008 Because of the importance of reducing the time 
required to proceSS Signals, however, methods have been 
developed to further reduce the number of computations 
required to perform a DFT of a signal. Specifically, the DFT 
procedure computes each coefficient by a similar process. 
The process for a general coefficient is, multiply each 
Sample by the Sine or cosine of the normalized value of the 
independent variable times the angular rate and Sum over all 
of the Samples. This procedure defines N multiply–add steps 
for each of N coefficients, which in turn, equates to N 
multiply–add computations per DFT, AS many Samples-of a 
Signal are typically required to perform an adequate approxi 
mation of the Signal, the DFT of a Signal is typically 
computational and time intensive. 

0009. One of the methods developed to reduce the num 
ber of computations is the butterfly method, which reduces 
the number of computations from N° to N times log(N). The 
butterfly method is based on the fact that many of the 
trigonometric values of the DFT are the same due to 
periodicity of the functions. As such, the butterfly method 
reduces the matrix associated with the DFT into N/2 two 
point transforms (i.e., the transforms representing each coef 
ficient a, and b). The butterfly method further reduces the 
redundant trigonometric values of the DFT. Although the 
butterfly method reduces the number of computations over 
the more traditional DFT method, it also adds complexity to 
the Fourier transformation of a signal. Specifically, the 
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butterfly method uses a complex method for addressing the 
Samples of the Signal and the matrix containing the func 
tions. This complexity can require the use of Specialized 
processors and increase time for computation of the Fourier 
Transform. By its nature, the butterfly is a batch process, 
which does not begin determination of the coefficients until 
after all of the samples have been received. As described 
later, this method causes latency in the determination of the 
coefficients of the function. 

0010. An additional problem with the DFT, besides the 
number of computations required, is that the value of each 
coefficient of the DFT is a function of all the samples of the 
signal. Therefore, none of the coefficients of the DFT can be 
determined until all of the Samples have been processed. 
Once the last Sample of a Set is received, the values of all of 
the coefficients can then be defined. AS Such, the time 
between the arrival of the last sample and the availability of 
the coefficients is referred to as the latency of the system. If 
the time for processing the coefficients is greater than the 
time to collect the Set of Samples, the System cannot operate 
in real time. 

0.011 Although no coefficient is defined until all of the 
Samples have been received, there is an advantageous prop 
erty of the DFT that has not been heretofore recognized in 
the prior art. This property is the independence of Samples. 
In a set of Samples being transformed in a DFT process, each 
Sample makes a contribution to each coefficient based only 
on the Sine or cosine of the applicable angle. This is 
illustrated in Appendix 1. Specifically, each of the coeffi 
cients of the DFT, (i.e., AO, A1, A2, ... and B0, B1, B2, . 
. . ), is the Summation of the application of each sample to 
the Sine and cosine functions associated with each coeffi 
cient. For example, the coefficient A1 is the Summation 
A1+A1+... A1, which are the application of each Sample 
to the cosine function associated with the A1 coefficient. AS 
each of the Samples are related to each coefficient by 
addition, each Sample is independent of the other Samples 
and can be used to update the coefficients prior to receipt of 
the other Samples. 

0012 Many conventional systems for determining the 
Fourier Transform of a Signal do not recognize this inde 
pendence of Samples aspect of the DFT. Specifically, con 
ventional systems that use the DFT typically first receive a 
number of Samples N of a signal, and only after all of the 
Samples have been received does the System generate each 
of the coefficients. AS Such, these conventional Systems have 
an associated latency equal to the time required for the 
System to compute each of the coefficients after the last 
Sample is received. This latency may be significant. For 
example, if a conventional System determines a DFT using 
N=64 samples, then the number of computations is N’ or 
4096. For the Fast Fourier Transform (FFT), this is reduced 
to N times log(N) or 64(6) equals 364. 
0013 Appendix 1 illustrates an example of a data pro 
cessing System that waits until all of the Samples have been 
received prior to determining the coefficients of the DFT, AS 
can be seen, the data processing System illustrated in Appen 
dix 1, first receives eight Samples of the Signal prior to 
beginning to proceSS any of the coefficients of the Fourier 
Transform. Only after receipt of the Samples does the System 
begin to calculate the coefficients. AS latency is defined as 
the time between the receipt of the last Sample and the time 
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at which the coefficients are available, this data processing 
System has latency equal to the time required to perform all 
computations of the coefficients. AS Such, this data proceSS 
ing System cannot be used for real-time data processing. AS 
real-time data processing or approximate real-time data 
processing is advantageous for use in many data processing 
Systems, it would be desirous to provide apparatus and 
methods that decrease the time required to perform trans 
formation of Signals. 

0014) An additional problem with many conventional 
data processing Systems, Such as the butterfly, is that the 
coefficients of the function cannot be independently 
observed due to the complexity of the system. Further, 
because the butterfly determines the coefficients in a batch 
method, as opposed to real time, individual coefficients can 
not be observed and tracked as each new Sample is received. 
Because, the batch method of analysis adds latency, consid 
erable processing must be employed with conventional 
Systems to observe and track coefficients over time. Obser 
Vance and tracking individual coefficients of a signal is 
advantageous for in-depth signal analysis. 

0015. A still further problem with many conventional 
data processing Systems is that these Systems typically do 
allow for variation of the resolution of individual coeffi 
cients of the function. For example, the butterfly is config 
ured to calculate each coefficient producing the same num 
ber coefficients as of Samples. This may be disadvantageous 
in applications in which there is interest in only one or a 
Subset of the coefficients, as the butterfly will spend time and 
resources determining coefficients of leSS importance to the 
Same resolution as those coefficients of importance. In light 
of this, it would be desirous to provide apparatus and 
methods that allow for the tracking and observance of 
individual coefficients and also varying the resolution with 
which individual coefficients are calculated. 

SUMMARY OF THE INVENTION 

0016. As set forth below, the apparatus, methods, and 
computer program products of the present invention over 
come many of the deficiencies identified with processing 
Signals using functions, Such as Fourier Transforms. In 
particular, the present invention provides apparatus, meth 
ods, and computer program products that determine the 
coefficients of a function representative of an input Signal 
with reduced latency, Such that the coefficients of the func 
tion are made available within a decreased time from receipt 
of the last Sample of the Signal. The present invention also 
provides apparatus, methods, and computer program prod 
ucts that reduce the amount of data that must Stored in order 
to determine the coefficients of a function, Such that leSS 
complex hardware designs can be implemented. Further, the 
present invention provides apparatus, methods, and com 
puter program products that allow individual coefficients to 
be tracked and observed and also allows individual coeffi 
cients or Subsets of coefficients to be determined with 
differing levels of resolution. 
0017 Specifically, in one embodiment, the present inven 
tion provides apparatus, methods, and computer program 
products that update at least one of the coefficients of a 
function prior to receipt of the last Sample of the Signal, Such 
that the coefficients of the function may be determined with 
reduced latency. Further, in another embodiment, the appa 
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ratus, methods, and computer program products of the 
present invention update each of the coefficients of a func 
tion as each of the Samples of the Signal are received. AS 
discussed previously, each of the Samples of the Signal 
affects the coefficients of the function independently of the 
other Samples. The independent nature of the Samples per 
mits the equations for each coefficient to be rearranged So as 
to group all of the contributions from each Sample Sepa 
rately. The result is that the contributions of each Sample can 
be computed when the Sample is received and then added to 
each coefficient. 

0.018. In light of this, in one embodiment, the present 
invention includes an apparatus for determining the coeffi 
cients of a function representative of an input signal based 
on a predetermined plurality of Samples of the input Signal. 
The apparatus of the present invention includes a coefficient 
generator that receives each of the Samples one at a time and 
updates at least one of the coefficients of the function prior 
to receipt of the last Sample. 
0019. In another embodiment, the apparatus of the 
present invention includes a coefficient generator that 
receives each of the Samples one at a time and updates the 
coefficients of the function based on each Sample as the 
Sample is received without awaiting receipt of all Samples. 
The coefficients are thus updated each time before the arrival 
of the next Sample. AS Such, when the last Sample is 
received, the only remaining computations are the determi 
nation of the contribution of the last Sample to each coef 
ficient. Therefore, the latency from receipt of the last Sample 
until the coefficients are available is reduced. 

0020. In a further embodiment of the present invention, 
the coefficient generator Simultaneously updates each of the 
coefficients with a Sample as it is received. AS Such, when 
the final Sample is received, the coefficient generator Simul 
taneously updates each of the coefficients and the latency 
between receipt of last sample and the availability of the 
coefficients is significantly reduced. 
0021. In addition to decreasing the latency between 
receipt of the last Sample and availability of the coefficients, 
the apparatus, methods, and computer program products of 
the present invention also reduce hardware needed for 
implementation. Specifically, as discussed the apparatus, 
methods, and computer program products of the present 
invention update each of the coefficients with the contribu 
tion of each Sample as the Sample is received. AS Such, 
retaining the Sample after each of the coefficients has been 
updated is not required, thereby reducing the amount of 
Storage. 

0022. Further, the apparatus, methods, and computer pro 
gram products of the present invention also decrease the 
time for performing computations by precalculating at least 
a portion of the functions associated with each coefficient 
and Storing these pre-calculated values in memory for use in 
determining the coefficients for a given signal. Specifically, 
as discussed above and illustrated in Appendix 1, each of the 
Samples is related to each of the coefficients by a trigono 
metric function, where the value of the trigonometric func 
tion is based on the coefficient and the order that the Sample 
was received in the plurality of Samples. AS the coefficient 
and the order in which the Sample is received are known 
before hand, the apparatus, methods, and computer program 
products of the present invention pre-calculate this portion 
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of the trigonometric function for each Sample and coeffi 
cient. AS Such, when each Sample is received, the coefficient 
generator of the present invention need only multiply the 
Sample by the pre-calculated value associated with the 
Sample and coefficient. 
0023 Specifically, in one embodiment, the present inven 
tion includes an apparatus having a coefficient generator that 
includes a memory device. Stored in the memory device are 
pre-calculated values representing the mathematical func 
tion associated with each Sample and coefficient. In this 
embodiment of the present invention, when a Sample is 
received, the coefficient generator accesses the memory 
device and multiplies the Sample by the value representing 
the mathematical function associated with the Sample and 
coefficient to thereby define a term of the coefficient. The 
coefficient generator further updates the coefficient by add 
ing the term to the previous value of the coefficient. 
0024. In an additional embodiment, the apparatus, meth 
ods, and computer program products may store each of the 
pre-calculated values in a memory device that includes an 
array having a plurality of cells, where each cell of the array 
Stores a value representing the mathematical function asso 
ciated with a respective Sample and coefficient. Further, in 
this embodiment, each cell of the array has a unique address, 
which is designated by the respective coefficient and Sample. 
AS Such, for each Sample and coefficient, the coefficient 
generator of this embodiment of the present invention 
accesses the cell of the memory device using the address 
asSociated with the Sample and coefficient, multiplies the 
sample by the stored value to thereby define a term of the 
coefficient, and thereafter updates the coefficient by adding 
the term to the previous value of the coefficient. 
0025. In addition to reducing the required number of 
calculations by precalculating the function associated with 
each Sample and coefficient, in one embodiment, the appa 
ratus, method, and computer program product of the present 
invention also pre-calculates all the possible values of the 
magnitude of the Sample with the trigonometric function 
asSociated with each coefficient and Sample. AS Such, when 
a Sample is received, the coefficient generator need only 
evaluate the value of the Sample and retrieve the pre 
calculated value associated with the value of the sample and 
the mathematical function for the Sample and coefficient 
from the memory device and use the pre-calculated value to 
update the coefficient. 
0026. For example, in one embodiment, the present 
invention includes an apparatus having a coefficient genera 
tor with first and second memory devices. The first memory 
device includes an array of cells with each cell associated 
with a respective Sample and coefficient. Each cell contains 
a pre-calculated value corresponding to the combination of 
one of the finite number of possible values of the sample and 
the mathematical function associated with the respective 
coefficient and Sample. The Second memory device also has 
an array of cells for Storing tokens. Each of the tokens 
represents a respective coefficient and Sample. 
0027. In operation, when a sample is received, the coef 
ficient generator accesses the Second memory device and for 
each coefficient retrieves the token associated with the 
coefficient and the Sample and Supplies the token to the first 
memory device. Further, the coefficient generator receives 
the value of the sample and based on the token from the 
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Second memory device and the value of the Sample, retrieves 
the pre-calculated value Stored in the cell of the first memory 
device that has an address comprised of the token and the 
value of the Sample. The coefficient generator further 
updates the coefficient by adding the pre-calculated value 
from the first memory device to the previous value of the 
coefficient. 

0028. In another embodiment, the coefficient generator 
includes a multiplier, adder, divider, or other gated func 
tions, rather than a Second Storage device. In this embodi 
ment, the tokens are provided by the gate to the first memory 
device for addressing the cells of the first memory device. In 
Still another embodiment, a counter is decoded with or 
without the use of gates into tokens for addressing the 
Second memory device, which may be conversion into 
values that feed a multiplier, adder, divider or other gated 
function, rather than a memory device. 
0029. In addition to reducing the time for calculating the 
coefficient based on each Sample by Storing pre-calculated 
values, the present invention also provides apparatus, meth 
ods, and computer program products that minimizes the 
number of values that must be stored in the memory device 
and the size of the token needed to address the first memory 
device. Specifically, due to the trigonometric nature of Some 
functions, Some of the coefficients for Some Samples will 
have a mathematical value of Zero. AS the trigonometric 
function is dependent on the coefficient and Sample number, 
these instances can be predetermined. Further, because the 
value for these instance is Zero, there is no need to provide 
Storage for these values in the first memory device, thereby 
reducing the Size of the array of the memory device and the 
Size of the token needed to address the first Storage device. 
0030 Specifically, in this embodiment of the present 
invention, the token also indicates if the value of the 
mathematical function associated with the respective Sample 
and coefficient is zero. When a sample is received for which 
the trigonometric function for the Sample and a coefficient is 
Zero, the token associated with the Sample and coefficient 
will So indicate. AS Such, when the coefficient generator 
accesses the token associated with the Sample and coeffi 
cient, the coefficient generator will observe the token and 
update the coefficient by adding a Zero to the previous value 
of the coefficient. 

0031. In some embodiments, the coefficient generator 
further includes a null device, Such as a pull down circuit. In 
this embodiment, if the token indicates that the mathemati 
cal function is Zero, the null device replaces the output of the 
first memory device with a Zero value for addition to the 
coefficient. 

0.032 To further minimize storage, in one embodiment, 
the present invention provides apparatus, methods, and 
computer program products that Stores only pre-calculated 
values corresponding to the combination of a respective 
Sample and the magnitude of a respective mathematical 
function, without accounting for the sign of the mathemati 
cal function. Specifically, due to the periodic nature of Some 
functions, Some of the mathematical functions associated 
with the respective Sample and coefficients have the same 
magnitude, but different Signs. In this embodiment, of the 
present invention, only the magnitude of each value is Stored 
in the memory device. Further, the sign of the value is 
indicated in the token. AS Such, leSS Storage is needed for the 
values. 
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0033. In one embodiment of the present invention, the 
coefficient generator further includes an adder in electrical 
connection with the output of the first memory device. If the 
token indicates that the mathematical function is negative, 
the adder using twoS-complement takes the negative of the 
magnitude of the mathematical function output by the first 
memory device. 

0034. As detailed above, the present invention deter 
mines the coefficients of the function representative of Signal 
by combining each Sample upon receipt with the mathemati 
cal function associated with the Sample and the coefficient. 
Further, as detailed above, the different combinations of the 
Samples and coefficients are pre-calculated and Stored in an 
addressable memory device. Typically, the tokens that 
address the cells of the memory device have bits indicating 
the coefficient and bits indicating the sample. While in the 
normal operation, the tokens and memory device are used to 
determine the coefficients of a function that is representative 
of a Signal; these tokens and memory device may also be 
used to determine the coefficients of an inverse function of 
a Signal. Specifically, in one embodiment, the coefficient 
generator further includes a Selector in electrical connection 
with either the gate, counter, Second memory device used to 
generate the tokens for addressing the first memory device. 
If the coefficients for an inverse function of a signal are 
desired, the Selector alters the address indicated by the token 
Such that the token addresses a cell of the first memory 
device containing a pre-calculated value representing an 
inverse mathematical function of the Signal. 

0035. As detailed above, the present invention deter 
mines the coefficients of the function representative of Signal 
by combining each Sample upon receipt with the mathemati 
cal function associated with the Sample and the coefficient. 
Further, as detailed above, the different combinations of the 
Samples and coefficients may be pre-calculated and Stored in 
an addressable memory device or may be computed by a 
gated function with reference to a value associated with the 
token. Typically, the tokens that address the cells of the 
memory device are derived from State information obtained 
from the counter indicating the coefficient and the Sample. 
While in the normal operation, the tokens and memory 
device are used to determine the coefficients of a function 
that is representative of a Signal, these tokens and memory 
devices may also be used repetitively by adding bits to the 
counter at appropriate locations and thus Service a multi 
plicity of channels. In this embodiment, additional coeffi 
cient memory cells maintain the additional coefficients, and 
a channel number may be output as a convenience to the 
user. It is still possible employ an electrical Signal to 
determine the forward coefficients or to determine the 
inverse function of the input. 

0036 Further, while in the normal operation, the tokens 
and memory device are used to determine the coefficients of 
a function that is representative of a signal, these tokens and 
memory devices may also be used repetitively by adding bits 
to the counter at appropriate locations and thus Service a 
multiplicity of channels. In this embodiment, additional 
coefficient memory cells maintain the additional coeffi 
cients, and a channel number may be output as a conve 
nience to the user. By letting consecutive samples be treated 
as different channels it is possible to thus produce inter 
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leaved transforms. The interleaved transforms may be sent 
to a Second Similar process to produce two-dimensional 
transforms, as one example. 

0037. In a further embodiment, the coefficient generator 
receives Samples from a plurality of different Signals on 
different channels. In this embodiment, the coefficient gen 
erator, via the Selector, may provide the coefficients of a 
function representative of one signal, while also providing 
the coefficients of an inverse function of another Signal. 

0.038 AS detailed above, the apparatus, methods, and 
computer program products of the present invention proceSS 
a plurality of Samples and generate the coefficients of the 
function based on the Samples. In Some embodiments of the 
present invention, after the plurality of Samples have been 
received, the apparatus, methods, and computer program 
products of the present invention output the generated 
coefficients, reset the coefficients, and again take Samples of 
the Signal. In Some embodiments, however, it may be 
advantageous to generate and output a complete Set of 
coefficients as each new Sample is received and processed. 
This is referred to as a Sliding Aperture Fourier Transform 
(SAFT). 
0039. In this embodiment, the apparatus, methods, and 
computer program products of the present invention do not 
reset each of the coefficients to Zero after the final Sample of 
a plurality of Samples has been received and the coefficients 
have been output. Instead, the apparatus, methods, and 
computer program products of the present invention replace 
the first Sample of the previous plurality of Samples with the 
next received Sample. Using this new Sample, the apparatus, 
methods, and computer program products of the present 
invention output a next set of coefficients. AS Such, instead 
of generating a set of coefficients for each "batch' of 
Samples, the apparatus, methods, and computer program 
products of the present invention generates a set of coeffi 
cients each time a new Sample is received, thereby providing 
new set of coefficients for each time a new Sample is 
received. 

0040. The present invention provides several apparatus, 
methods, and computer program products for generating a 
Set of coefficients each time a new Sample is received. In 
each of these embodiments, the apparatus, methods, and 
computer program products of the present invention replace 
the first Sample of the previous plurality of Samples with the 
next Sample received and then outputs the new coefficients. 
For example, in one embodiment, the apparatus, methods, 
and computer program products of the present invention 
initially Store each of the Samples as they are received and 
generates a first Set of coefficients when the last Sample of 
the plurality of Samples has been received. Further, when a 
new Sample of the input signal is received, after the prede 
termined plurality of Samples has already been received, the 
apparatus, methods, and computer program products of the 
present invention apply the mathematical function associ 
ated with the coefficients to the Sample and generate a term 
based on the new Sample for each coefficient. To replace the 
new sample with the first sample of the plurality of the 
Samples, the generated term of the new Sample is Subtracted 
from the term associated with the first sample of the prede 
termined plurality of Samples that was previously Stored in 
the memory device. Following this subtraction, the coeffi 
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cients are updated by the difference between the terms based 
upon the new Sample and the first Sample of the predeter 
mined plurality of Samples. 

0041. In another embodiment of the present invention, to 
replace the new Sample with the first Sample of the plurality 
of Samples, the apparatus, method, and computer program 
products of the present invention Subtract the term based 
upon a first Sample of the predetermined plurality of Samples 
from each of the coefficients and adds the term based upon 
the new Sample to each of the coefficients. 
0042. In addition to outputting coefficients for each new 
Sample received, the apparatus, methods, and computer 
program products of the present invention also allow indi 
vidual of Subsets of coefficients to be observed and tracked 
over time. Specifically, as Stated above, the coefficient 
generator of one embodiment outputs coefficients for each 
new Sample. This provides a user with a new set of coeffi 
cients in real or near real-time for observance. 

0043. Further, as discussed, the apparatus, methods, and 
computer program products of the present invention update 
each of the coefficients of the function as each Sample is 
received. AS the coefficients are individually updated, they 
are more readily individually available for observance. Fur 
ther, because each coefficient is updated individually, the 
number of updates made to each individual coefficient may 
be varied. AS Such, in one embodiment, the apparatus, 
methods, and computer program products of the present 
invention can vary the resolution to which either one or a 
Subset of coefficients are determined by varying the number 
of samples by which they are updated relative to the other 
coefficients. 

0044) In addition, the present invention also provides 
methods and computer program products for reducing the 
number of values that must be stored to represent the 
possible mathematical terms of a function. Specifically, as 
illustrated above, time for performing computations can be 
conserved by precalculating and Storing either portions of or 
all values associated with a System. However, it is often 
desirable to reduce the amount values that require Storage to 
a minimum, Such that Standard memory devices may be 
used. 

0045. In one embodiment, the present invention provides 
methods and computer program products that initially gen 
erate a first list of all possible mathematical terms of the 
function. For each mathematical term, the method and 
computer program product Systematically compare each 
mathematical term in the list to all other mathematical terms 
in the list to determine which of the mathematical terms are 
redundant. Further, the unique mathematical terms of the 
function are Stored in a Second list all of the unique math 
ematical terms of the function, Such that there are no 
redundant mathematical terms of the function in the Second 
list. 

0046. In one embodiment of the present invention, the 
function is at least periodic or reversing Such that Some of 
the mathematical terms of the function have the same 
magnitude and different signs. In this embodiment, the 
method and computer program product of the present inven 
tion compare the magnitude of each mathematical term in 
the list to the magnitude of each of the other mathematical 
terms in the list to determine which of the mathematical 
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terms have the Same magnitude. Further, the mathematical 
terms having unique magnitudes are Stored in the Second list. 
The method and computer program product of the present 
invention further includes creating a token associated with 
each mathematical term, where the token indicates the 
magnitude Stored in the Second list associated with the 
mathematical term and the Sign associated with the math 
ematical term. 

0047. In another embodiment of the present invention, at 
least one of the mathematical terms has a magnitude of Zero. 
In this embodiment, the method and computer program 
product create a token associated with the mathematical 
term indicating that the mathematical term is Zero Such that 
the mathematical term is not stored in the Second list. 

0.048. In another embodiment, the function is represen 
tative of a signal and is defined by Samples of the Signal, 
where a Sample of the Signal is one of a finite number of 
possible values. In this embodiment, the method and com 
puter program product generate the first list of all possible 
combinations of the possible values of the Sample and the 
mathematical terms of the function. Further, each combina 
tion in the list is Systematically compared to all other 
combinations in the list to determine which of the combi 
nations are redundant. Based on this comparison, all of the 
unique combinations are Stored in the Second list, Such that 
there are no redundant combinations in the Second list. 

BRIEF DESCRIPTION OF THE DRAWING 

0049 FIG. 1 is a block diagram of an apparatus for 
determining the coefficients of a function representative of 
an input signal based on a Sample of the input signal using 
gate devices according to one embodiment of the present 
invention. 

0050 FIG. 2 is a block diagram of the operations per 
formed to determine the coefficients of a function represen 
tative of an input Signal based on a Sample of the input Signal 
according to one embodiment of the present invention. 
0051 FIG. 3 is a block diagram of an apparatus for 
determining the coefficients of a function representative of 
an input signal based on a Sample of the input signal using 
at least one memory device according to one embodiment of 
the present invention. 

0.052 FIG. 4 is a block diagram of the operations per 
formed to reduce the number of values that must be stored 
to represent the possible mathematical terms of a function 
according to one embodiment of the present invention. 
0.053 FIG. 5 is a graphic representation of the plot of 
coefficients determined using a Fourier Transform. 
0.054 FIG. 6 is a block diagram of the operations per 
formed to create a table of tokens, where each token 
represent a value of the function according to one embodi 
ment of the present invention. 
0.055 FIG. 7 is a block diagram of the operations per 
formed to create a table of addressable values according to 
one embodiment of the present invention. 
0056 FIG. 8 is a block diagram of the operations per 
formed to retrieve values from a table based on tokens 
according to one embodiment of the present invention. 
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0057 FIG. 9 is a block diagram of an apparatus for 
determining the coefficients of a function representative of 
an input signal based on a Sample of the input signal using 
memory devices and gates according to one embodiment of 
the present invention. 
0.058 FIG. 10 is a block diagram of the operations 
performed to determine the coefficients of a function repre 
Sentative of an input signal based on a Sample of the input 
Signal using memory devices and gates according to one 
embodiment of the present invention. 
0059 FIG. 11 is a block diagram of an apparatus for 
determining the coefficients of a function representative of 
an input Signal based on a plurality of Samples of the input 
Signal according to one embodiment of the present inven 
tion. 

0060 FIG. 12 is a block diagram of the operations 
performed to determine the coefficients of a function repre 
Sentative of an input signal based on a plurality of Samples 
of the input signal according to one embodiment of the 
present invention. 
0061 FIG. 13 is a block diagram of an apparatus for 
determining the coefficients of a function representative of 
an input Signal based on a plurality of Samples of the input 
Signal using memory devices and gates according to one 
embodiment of the present invention. 
0062 FIG. 14 is a block diagram of the operations 
performed to determine the coefficients of a function repre 
Sentative of an input signal based on a plurality of Samples 
of the input signal using memory devices and gates accord 
ing to one embodiment of the present invention. 
0063 FIG. 15 is a block diagram of an apparatus for 
determining the coefficients of a function representative of 
an input Signal based on a plurality of Samples of the input 
Signal using memory devices and gates, where for each 
Sample received a Set of coefficients are output according to 
one embodiment of the present invention. 
0064 FIG. 16 is a block diagram of the operations 
performed to determine the coefficients of a function repre 
Sentative of an input signal based on a plurality of Samples 
of the input signal using memory devices and gates, where 
for each Sample received a set of coefficients are output 
according to one embodiment of the present invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0065. The present invention now will be described more 
fully hereinafter with reference to the accompanying draw 
ings, in which preferred embodiments of the invention are 
shown. This invention may, however, be embodied in many 
different forms and should not be construed as limited to the 
embodiments Set forth herein; rather, these embodiments are 
provided So that this disclosure will be thorough and com 
plete, and will fully convey the Scope of the invention to 
those skilled in the art. Like numbers refer to like elements 
throughout. 
0066. As discussed above, data processing systems have 
been developed for determining the coefficients of a function 
that is representative of a Signal. However, because many of 
these Systems are complex and do not calculate the coeffi 
cients until all Samples of the Signal have been received, 
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these Systems do not provide immediate analysis of the 
Signal. Further, because these conventional Systems are 
complex, the individual coefficients are not readily acces 
Sible for observance and tracking. Further, these Systems do 
not allow variation in the resolution of individual or selected 
Subsets of coefficients. 

0067. The present invention, on the other hand, provides 
apparatus, methods, and computer program products that 
can decrease the latency with which the coefficients of a 
function representative of Signal are determined. Specifi 
cally, the apparatus, methods, and computer program prod 
ucts of the present invention, taking advantage of the inde 
pendence of Samples, updates at least one of the coefficients 
prior to receipt of the last Sample, Such that the latency in 
determining the coefficients is reduced. 
0068. Further, in another embodiment, the apparatus, 
methods, and computer program products of the present 
invention update each of the coefficients of the function as 
each Sample is received. AS Such, when the final Sample is 
received, the apparatus, methods, and computer program 
products of the present invention need only update each 
coefficient with the contribution of the last sample prior to 
outputting the coefficients. AS Such, the latency from the 
time the last sample is received and the availability of the 
coefficients is decreased. 

0069. To further decrease the latency, in one embodi 
ment, the apparatus, methods, and computer program prod 
ucts of the present invention prestore either all or a portion 
of the possible values of the contribution of a Sample to each 
coefficient. AS Such, when the Sample is received, and 
especially the last Sample, the apparatus, methods, and 
computer program products of the present invention evalu 
ate the value of the Sample and retrieve the appropriate value 
from the prestored values that corresponds to the coefficient, 
Sample, and value of the Sample, thereby decreasing the time 
required to determine the coefficients. Still further, in 
another embodiment, the apparatus, methods, and computer 
program products of the present invention update each of the 
coefficients simultaneously. AS Such, when the last Sample is 
received, the coefficients are updated Simultaneously with 
the contribution of the last sample, and all of the coefficients 
are output. 

0070 The apparatus, methods, and computer program 
products of the present invention also allow individual or 
Subsets of the coefficients to be observed and also allows 
individual or Subsets of the coefficients to be determined in 
varying resolutions. Specifically, as Stated, the apparatus, 
methods, and computer program products of the present 
invention update each of the coefficients as each Sample is 
received. AS Such, each Sample is available for Output when 
desired. Further, because the apparatus, methods, and com 
puter program products of the present invention update each 
coefficient independent of the other coefficients, each coef 
ficient can be updated to different resolutions. For example, 
one coefficient of interest may be updated with every 
Sample, while another coefficient is only updated with every 
third Sample. 
0071. The apparatus, methods, and computer program 
products of the present invention may also reduce the 
amount and size of hardware needed to implement the 
processing System. Specifically, as Stated, when a Sample of 
the Signal is received, the apparatus, methods, and computer 
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program products of the present invention immediately 
update each of the coefficients with the contribution of the 
Sample. AS the Samples are independent of each other, the 
Sample is no longer needed after the coefficients have been 
updated with its contribution, and as Such, the Sample may 
be discarded. By discarding the Sample after use, the pro 
cessing System does not require additional memory Storage 
for Storing the Samples or additional processing for retriev 
ing the data. 
0072 The present invention also provides methods and 
computer program products for reducing the number of 
values that must be Stored to represent the possible math 
ematical terms of a function. Specifically, the method and 
computer program product of this embodiment of the 
present invention compares each of the possible mathemati 
cal terms of a function to the other mathematical terms. 
From this comparison, the method and computer program 
products reduce the number of values that should be stored. 
For example, in one embodiment, the mathematical function 
may be periodic, such that different values of the function 
have the same magnitude, but different Signs. In this 
instance, the method and computer program product of the 
present invention would only Store the magnitude of the 
terms and use a token to represent the sign. In another 
embodiment, there may be values of the function that are 
Zero, (e.g., cos(L/2) and Sin C=0). In this embodiment, the 
method and computer program products do not Store the 
value of Zero, but instead use a token representing that the 
value is Zero. 

0073 For illustrative purposes, the various apparatus, 
methods, and computer program products of the present 
invention are illustrated and described below in conjunction 
with the characteristics of Fourier Series. It should be 
apparent, however, that the apparatus, methods, and com 
puter program products of the present invention can be used 
with many different types of functions. For instance, the 
apparatus, methods, and computer program products may be 
used with functions Such as Bessel functions, Legendre 
Polynomials, Tschebysheff Polynomials of First and Second 
Kind, Jacoby Polynomials, Generalized Laguerre Polyno 
mials, Hermite Polynomials, Bernoulli Polynomials, Euler 
Polynomials, and a variety of Matrices used in Quantum 
Mechanics, Linear Analysis functions, wavelets and fractals. 
This list is by no means exhaustive and is provided as mere 
examples. The approach may be applied to any function that 
can be expressed as a Sequence of values. The usefulness of 
the application of these and other functions not listed above 
is quite general. This method provides a way to develop 
apparatus and methods for parallel computing and remove 
redundancy in a rote manner, which is compatible with 
machine execution. One implementation of the present 
invention would be in a general purpose computer program 
to examine each class of problem an write a minimal 
execution program or design an apparatus for the same 
function. In this application, it would be a programming aid. 
0074 As discussed above with reference to Appendix 1, 
an important concept of the present invention is the inde 
pendence of the Samples used to determine the coefficients 
of a function. The independence of Samples can be illus 
trated in the context of Fourier Transforms. The Fourier 
Transform is based on the principle of orthogonality. AS a 
Fourier Transform is applied in the DFT, it provides a means 
to evaluate the amplitude of the components of each fre 
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quency of a signal totally independently. The frequencies 
used in the computation are consecutive integral multiples of 
the base frequency. The base frequency is the time period 
required to take one set of Samples. The Samples of the 
Signal are multiplied by each member of the Set of orthogo 
nal functions and Summed for one or a plurality of cycles of 
the base frequency. Each resulting coefficient is the ampli 
tude of the real or imaginary part of one test frequency. 
Importantly, the computation of a coefficient is independent 
of the computation of the other coefficients. In a set of 
samples N, that are transformed by the DFT, each sample 
contributes to each coefficient of the function based on either 
the Sine or cosine of the applicable angle and normalization 
constants. The general equations for a Discrete Fourier 
Transform are provided below: 

0, 1 1 E. it. . . 
fi : U 1 ... cx (in = f(x)-cos( L ) X 

= 1, 2 b. = f(x) sin(); )d it : ... XX * T L J S. X 

0075 With reference to Appendix 1, the determination of 
the coefficients of a function using conventional DFT is 
illustrated. Initially, the DFT receives a preselected set of 
samples of a signal, (in this example N=8). The DFT next 
calculates all of the coefficients, (Ao, A1, A2, A3, A, B, B2, 
B, and B) one at a time. The value of each sample is used 
one time in the computation-of the coefficients. Each Sample 
is multiplied by both the sine and cosine of the independent 
variable associated with each coefficient times a normalized 
rate. For example, the coefficient A1 is the Summation 
A1+A1+... A1, which are the application of each sample 
to the cosine function associated with the A1 coefficient. AS 
each of the Samples are related to each coefficient by 
addition, each Sample is independent of the other Samples 
and can be used to update the coefficients prior to receipt of 
the other Samples. 
0.076. In light of this independence of samples, the appa 
ratus, methods, and computer program products of the 
present invention rearrange the terms as shown in Appendix 
2, Such that each of the coefficients are updated as each of 
the samples of the signal are received. This is different from 
the conventional method of Appendix 1, which is a batch 
method that awaits until all Samples have been received 
before calculating the coefficients. AS described above and 
detailed below, by updating each of the coefficients as each 
Sample is received, the apparatus, methods, and computer 
program products of the present invention can reduce 
latency in generation of the coefficients, allow individual 
coefficients to be tracked or observed, and determine the 
coefficients with different resolutions. 

0077. With reference now to FIG. 1, one embodiment for 
determining the coefficients of a function representative of 
an input Signal based on Samples of the input signal, 
according to the method illustrated in Appendix 2, is shown. 
The apparatus of this embodiment of the present invention 
includes a coefficient generator 10. The coefficient generator 
includes a receiver 12 for receiving Samples of an input 
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Signal. The coefficient generator also includes a first gate 14 
in electrical communication with the receiver and a Second 
gate 16 in electrical communication with the first gate. 
0078. With reference to FIG. 2 and Appendix 2, the 
operation of the coefficient generator is illustrated. In this 
illustration, the coefficient generators generates the coeffi 
cients based on N=8 Samples of the Signal. For each Sample, 
the receiver receives a Sample of the Signal and inputs the 
sample to the first gate 12. (See step 100). For each coef 
ficient, the Second gate receives two values, one 18 repre 
senting the number of the coefficient and the other 20 
representing the Sample number. Based on the coefficient 
number and the Sample number, the Second gate generates 
the orthogonal function portion of the signal. (See Step 110). 
0079 For example, as shown in Appendix 2, for the 
zeroth coefficient A0, the sample value is added to the 
coefficient, (i.e., A0+A0). For the first sample and coeffi 
cient A1, the orthogonal function is: 

cos(2JCS/N) 

0080 where: 
0081 C=coefficient number; 
0082) 
0083) 
0084. To calculate the term for the first coefficient and 

first sample, the Second gate receives the coefficient number 
18 and the sample number 20. Based on this, for the first 
Sample S, and the first coefficient C, the Second gate 
generates cos(2t11/8) or cos(2/8) and outputs this value 
to the first gate. (See step 110). 

S=Sample number; and 
N=number of samples. 

0085. The first gate, in turn, receives the value from the 
Second gate and the value of the Sample from the receiver. 
Based on these values, the first gate generates a term 
representing the contribution of the Sample to the coefficient, 
(i.e., S. cos(2L/8)). (See step 120). This term is then added 
to the coefficient A1, (i.e., A1+A1). (See step 130). This is 
repeated for each coefficient. (See steps 140 and 150). 
0086 The discussion above illustrates the updating of 
each coefficient one at a time with each Sample. However, it 
must be understood that the coefficient generator could only 
update one of the coefficients prior to receipt of the last 
coefficient and thereby decrease the latency in determining 
the coefficients. Further, it must be understood that the 
coefficient generator could update all of the coefficients with 
each Sample Simultaneously. For example, the coefficient 
generator could contain a plurality of first and Second gates 
all connected to the receiver. In this embodiment, the Sample 
is Supplied to each Set of gates Simultaneously, and each Set 
of gates, in turn, generates the term for each coefficient 
representing to the contribution of the Sample to each 
coefficient Simultaneously, and each coefficient is updated 
Simultaneously. This is referred to as parallelism and is 
advantageous as it allows all coefficients to be updated 
Simultaneously. Parallelism is the typical application of the 
coefficient generator. Specifically, the coefficient generator 
is typically implemented to update all coefficients Simulta 
neously. Further, in Some instance, the coefficient generator 
is configured to received inputs from Several channels, for 
which the coefficient generator generates a Set of coefficients 
for each channel. However, in many of the embodiments 



US 2005/0010627 A1 

below, the coefficient generator is illustrated as updating 
each coefficient Sequentially and with only one channel for 
Sake of clarity. 
0087 FIG. 1 illustrates the determination of the coeffi 
cients based on the use of gates, Such as multipliers, adders, 
dividers, or other gated functions. FIG. 3 illustrates the 
determination of the coefficients using at least one memory 
device. Use of memory devices, as opposed, to gates may be 
advantageous as many of the values that must be calculated 
to determine the coefficients may be prestored in the 
memory devices. This, in turn, may Save time in determining 
the coefficients. 

0088. With reference to FIG. 3, the coefficient generator 
of this embodiment includes a receiver 12 for receiving 
Samples of a signal. The coefficient generator also includes 
a first memory device 22 in electrical communication with 
the receiver and a Second memory device 24 in electrical 
communication with the first memory device. In one 
embodiment of the present invention, the Second memory 
device includes an array of cells, where each cell contains a 
pre-calculated value representing the orthogonal function 
portion of the Signal for each Sample and coefficient. For 
example, the Second memory device includes a cell for the 
orthogonal function portion of the Signal for the first Sample 
and coefficient equal to cos(2CS/N) or cos(2L/8). In this 
embodiment, the first memory device may be a multiplier. 
0089. With reference to FIG. 2 and Appendix 2, in 
operation in this embodiment, for each sample, the receiver 
receives a Sample of the Signal and inputs the Sample to the 
first memory device 22. (See step 100). For each coefficient, 
the Second memory device receives a token representing the 
address of the cell containing the orthogonal function por 
tion of the Signal for the Sample and coefficient. This token 
is provided by the inputs, 18 and 20, where one portion of 
the token is the coefficient number C, and the other portion 
is the Sample number S. Based on the token, the Second 
memory device retrieves the value associated with the 
coefficient and Sample and outputs the value to the first 
memory device. (See step 110). The first memory device, in 
turn, receives the value from the Second memory device and 
the value of the sample from the receiver. Based on these 
values, the first memory device generates a term represent 
ing the contribution of the sample to the coefficient, (i.e., S. 
cos(21/8), for the first sample and coefficient). (See step 
120). This term is then added to the coefficient, (i.e., 
A1+A1). (See step 130). This is repeated for each coeffi 
cient. (See steps 140 and 150). 
0090. In some embodiments of the present invention, the 
Sample received from the receiver is one of a number of 
finite values. Since the orthogonal function portion for each 
Sample and coefficient is previously known, (i.e., (2CCS/ 
N)), and the sample can only be one of a finite number of 
values, values representing each Sample value, Sample num 
ber, and coefficient number can be pre-calculated and pre 
Stored. AS Such, when a Sample is received, the term 
representing the Sample's contribution to each coefficient 
can be determined by looking up the value in the memory 
device based on the value of the Sample, Sample number, and 
coefficient number. 

0.091 In light of this, in one further embodiment, the first 
memory device is a memory device containing an array of 
cells. Each cell of the first memory device includes a 
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pre-calculated value representing each Sample value, Sample 
number, and coefficient number. For each coefficient and 
Sample, the memory device contains a group of cells, each 
having the orthogonal function associated with the coeffi 
cient and Sample multiplied by a possible value for the 
Sample. For example, for the first Sample and coefficient, 
there are a group of cells having a value of S cos(2J/8), 
where each cell represents the value for a different possible 
value of S. Additionally, the Second memory device has an 
array of cells each having a token representing the orthogo 
nal function portion for each Sample and coefficient. 

0092. In operation, with reference to FIG. 2, for each 
Sample, the receiver receives a Sample of the Signal and 
inputs the sample to the first memory device 22. (See Step 
100). For each coefficient, the second memory device 
receives from the inputs, 18 and 20, values representing the 
address of the cell containing the token representing the 
orthogonal function portion of the Signal for the Sample and 
coefficient. The Second memory device retrieves the token 
asSociated with the coefficient and Sample and outputs the 
token to the first memory device. (See step 110). The first 
memory device, in turn, receives the token from the Second 
memory device and the value of the Sample from the 
receiver. Based on the token and the value of the Sample, the 
first memory device looks up the cell in the array corre 
sponding to these values and outputs a term representing the 
contribution of the sample to the coefficient, (i.e., S. cos(2L/ 
8), for the first sample and coefficient). (See step 120). This 
term is then added to the coefficient, (i.e., A1+A1). (See 
step 130). This is repeated for each coefficient. (See steps 
140 and 150). 
0093. Again, it must be understood that the apparatus of 
this embodiment may operate in a parallel configuration to 
update each coefficient simultaneously by providing a plu 
rality of first and Second memory devices for each coefficient 
that are all connected to the receiver. In this embodiment, 
each first and Second memory device receives the Sample 
Simultaneously and is addressed appropriately Such that each 
Set of first and Second memories address values for the 
different coefficients. Thus, the contribution of the sample to 
each coefficient is determined in parallel and Simulta 
neously. 

0094. With reference to FIG. 3, in one additional 
embodiment, the coefficient generator may include a counter 
26 in electrical communication with the Second memory 
device 24. The counter may be incremented by a clock, not 
shown, that is timed to allow calculations to be made. The 
counter may include two outputs, 18 and 20, which represent 
the coefficient number and Sample number for addressing 
the Second memory device. In operation, for each Sample, 
the Sample number is held constant, while for each cycle or 
plurality of cycles of the clock, the counter increments the 
coefficient number. This, in turn, addresses the Second 
memory device for determining the contribution of the 
Sample to each coefficient. After, all of the coefficients have 
been calculated for that Sample, the Sample number of the 
counter is incremented, and the coefficient number is reset, 
Such that the next Sample is now evaluated for each coef 
ficient. 

0095 AS detailed above, to reduce time for calculations, 
one embodiment of the present invention uses memory 
devices to Store pre-calculated values and tokens to address 
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the memory devices. An important concern in many elec 
tronic designs is the desire to minimize the number of 
components needed to operate the circuit and also the need 
to use off-the-shelf components wherever possible. In light 
of this, methods are needed that evaluate the need aspects of 
a design and determine design Solutions that minimize the 
number of components and allow for the use of Standard 
components. 

0096. As such, the present invention provides methods 
and computer program products for reducing the number of 
values that must be Stored to represent the possible math 
ematical terms of a function. This method is illustrated with 
reference to FIG. 4 and an example of a method of reducing 
the number of values that must be stored in the memory 
device of the coefficient generator is shown in FIG. 3. 
0097. With reference to FIG. 4, first an empty list is 
created, (see Step 200), and all possible mathematical terms 
of a function are stored in a matrix. (See step 210). For 
example, in many mathematical functions, Such as a Fourier 
Series, a specific array of values must be multiplied by a Set 
of data. If the data is N-bit binary numbers and there are M 
numbers in the array, the number of possible products that 
might be formed is two to the power of N times M, (2). 
For example, if a Fourier Series is based on 64 samples to 
generate 64 coefficients, there are 4096 trigonometric func 
tions to be evaluated and multiplied by the samples. If the 
samples are each 12 bits in length, there are 4906 possible 
Sample values. To pre-calculate and Store the product of each 
of the possible Sample values times the value of the trigo 
nometric function for all 4096 possible sample values would 
require 16,777,216 stored products, which would require a 
rather large memory device. 
0098. With reference to FIG. 4, to reduce the number of 
Stored values, the method and computer program product of 
the present-invention place all the possible values in a 
matrix, (see Step 210), and Systematically compares each 
mathematical term in the list to all other mathematical terms 
in the list to determine which of the mathematical terms are 
redundant. (See steps 220 and 240). If the value is unique, 
it is stored in the generated list. (See step 250). This repeated 
for all values, (see step 260), and the total number of values 
is output. (See step 270). 
0099 For example, for the Fourier Series, because of the 
properties of Sine and cosine, there are only 32 different 
actual values required to be stored. This analysis is based on 
an evaluation of the Sine and cosine functions that are 
typically used in Fourier Transforms. Specifically, FIG. 5 
illustrates two graphs plotting 4096 evaluations of Sine and 
cosine for the coefficients of a Fourier Transform using 64 
Samples and 64 coefficients. These graphs illustrate that 
there is only a finite Set of values. This analysis is based on 
the fact that each value is related to a polarity, plus or minus. 
If the plus or minus of the values are signified by tokens, the 
absolute value of the functions are all that needs to be stored. 
In doing So, the requirement for memory can be reduced 
from 256K to 128K. 

0100. The number of values stored can also be reduced if 
the incoming Sample value code representing the value of 
the sample is in a signed form, (i.e., positive or negative), 
about Zero So that there is one sign bit and the remaining 11 
bits are the absolute value of the 12 bit input. An 11 bit 
number only requires half as many memory locations for 
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Storage as 12 bits. AS Such, the size of the memory can be 
reduced to 64K by transforming the 12 bit value into an 11 
bit value and a 1 bit Sign and handling the Sign bit in Some 
logic, which can Similarly Support the tokens. 
0101 AS discussed there are 32 different values, which 
require 32 different tokens that must be stored. If the number 
of tokens could be reduced to 16, then there would be 16 
values times 2048. possible sample value, which is 32K. 
This can be accomplished by observing that one of the 
values is zero and all 4096 values associated with it become 
Zero. Instead, of providing tokens for the Zero Values, the 
token itself can contain a bit dedicated to Zero. AS Such, a Set 
of 16 tokens can be used, where 4 bits are the address, a sign 
bit to represent the Sign of the value, and a Zero bit to 
represent when the value is Zero. 
0102) As illustrated, the method and computer program 
products of the present invention can be used to reduce the 
number of values that must be stored. This, in turn, allows 
for the use of minimum and standard hardware. For 
example, in the above example where 64 Samples of a signal 
are taken using a 12 bit Sample code, the first memory device 
for Storing all of the pre-calculated values can be reduced to 
a 128K memory, and the Second memory for Storing the 
tokens can be reduced to an 8K memory. 
0.103 Although the method and computer program prod 
ucts of the present invention for reducing the number of 
stored values are illustrated in the context of a Fourier Series 
with a predecribed number of Samples and Sample bit size, 
it must be understood that the methods and computer 
program products for reducing the number of required 
values that must be Stored can be used with any function, 
number of prescribed Samples, and/or Sample bit size. 

0104. After the number of stored values has been deter 
mined, the values should be addressed with tokens that are 
stored in the second memory device. With reference to FIG. 
6, to create addresses/tokens for Storage, the method initially 
applies an address to a value, (see steps 300 and 310). A 
token related to the address is then selected. (See step 320). 
The method next checks to see if all values have been 
addressed. (See step 330). If not, the method increments the 
address in any order, (see step 340). Once all values have 
been addressed, they are loaded into memory. (See Step 
350). Similarly, once a set of values is known for the tokens, 
it is common to find an arrangement of adders or other 
gating that replaces the table with the same response to each 
address and a Saving in the number of transistors or whatever 
measure is most meaningful in the technology being imple 
mented. This is called a gated function rather than a table. 
0105. With reference to FIG. 7, in addition to creating 
and Storing tokens, the pre-calculated values should also be 
loaded into the first memory device. Specifically, for each 
possible Sample value, the method and computer program 
products of the present invention, takes a first token and 
applies the value of the token and a possible value of the 
Sample to the function to create a pre-calculated value of the 
function for the sample value. (See step 400 and 410). The 
pre-calculated value is then Stored in memory. (See Step 
420). The method next checks to see if all values have been 
addressed. (See step 430). If not, the method increments the 
address in any order, (see step 440). Once all values have 
been addressed, they are loaded into memory. (See Step 
450). Similarly, once a set of values is known for the tokens, 
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it is common to find an arrangement of multipliers or other 
gating that replaces the table with the same response to each 
address and a Saving in the number of transistors or whatever 
measure is most meaningful in the technology being imple 
mented. This is called a gated function rather than a table. 
0106 FIG. 3, described above, illustrates use of memory 
devices and tokens to determine the coefficient of a function. 
FIG. 8, however, illustrates a more general use of the 
memory devices and tokens developed above in FIGS. 4, 
and 6-7. Specifically, to use the memory device and tokens 
to determine a value, the address representing a desired 
token is applied to the Second memory device, (see Step 
500), and the token is retrieved. (See step 510). The token is 
then applied to the first memory device, along with the value 
of the Sample to create the address for accessing the first 
memory device. (See steps 520 and 530). If the token 
includes a sign bit or Zero bit that are Set, the value 
asSociated with token in the first memory device is altered 
appropriately. (See step 540). Finally, the value is output. 
(See step 550). 
0107 AS discussed above, the number of values that must 
be stored to calculate the coefficients of function can be 
decreased by removing redundant values, Storing only the 
magnitude of the values, and using token bits to signify 
when a value is zero or the sign of a value. FIG. 9 provides 
an illustrative embodiment for determining the coefficients 
of a function using a first memory device having the 
minimum number of values Stored, a second memory device 
with tokens that include bits for indicating sign and Zero, and 
a signed input value. AS with the previous embodiment, the 
coefficient generator 10 of this embodiment includes first 
and second memory devices, 22 and 24. Both of the memory 
devices include arrays of cell for Storing values. The Second 
memory device includes tokens representing the coefficient 
and Sample number, and the first memory device includes all 
of the possible unique values of the Sample combined with 
the orthogonal function portion for each Sample and coef 
ficient. For example, for the first Sample S and Second 
coefficient C, the token Stored in the Second memory device 
designates the Sample number and coefficient number, S. 
and C. Stored in the first memory device is a number of 
cells each having a value defined by the equation (S 
cos(21CS/N) or (S. cos(21/N)), with each cell storing the 
application of a possible value of the Sample Si to the 
equation. 

0108) Additionally, the coefficient generator of this 
embodiment also includes a first AND gate 28 in electrical 
communication with the receiver 12, the output of the 
Second memory device, and an input of the first memory 
device. The coefficient generator also includes a Second 
AND gate 30 connected to the output of the first AND gate 
28 and an XOR gate 32. Connected to the output of the 
second AND gate 30 is an adder 36, typically implemented 
So as to take the twoS complement of a signal. The XOR gate 
32 is in electrical communication with the output of the 
Second memory device and a gate combination 40 to be 
discussed later. The coefficient generator of this embodiment 
also includes a null device or pull down 34 in electrical 
communication with the output of the first memory device. 

0109) Importantly, to reduce the number of values that 
must be stored, the Sample received by the receiver is in a 
12 bit code, where one of the bits is a sign bit. AS discussed, 
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by reducing the bit representation of the Sample to 11 bits 
and using one bit for the Sign, Storage Space is reduced. To 
this end, in Some embodiments, the coefficient generator 
also includes a code converter 38 in electrical communica 
tion with the receiver 12. If the sample output by the receiver 
is not in the proper 12 bit format, the code converter will 
convert the sample into a 12 bit value having 11 bits 
representing the value and 1 bit for the Sign. 
0110. The coefficient generator of this embodiment also 
uses a 6 bit token Stored in the Second memory device to 
address the values Stored in the first memory device. Impor 
tantly, to decrease the number of values that must be stored, 
one of the bits represents the Sign of the number and one of 
the bits represents whether the value is zero. The tokens 
operate in conjunction with the second AND gate 30 and 
adder 36 to take the negative of the output of the first 
memory device, if the Sign bit of the token indicates the 
negative of the value. Further, the null or pull down device 
34, the Zero bit of the token, and the AND gate 28 operate 
to null or Zero the output of the first memory device, if the 
token indicates that the value should be Zero. 

0111. With reference to FIG. 10, in operation in this 
embodiment, for each Sample, the receiver receives a Sample 
of the Signal and inputs the Sample to the first memory 
device 22. (See step 600). For each coefficient, inputs, 18 
and 20, are provided to the Second memory device repre 
Senting the sample number and coefficient number. (See Step 
610). Based on the inputs, the second memory device 
outputs a token having 4 bits representing the Sample and 
coefficient number, 1 bit representing whether the value is 
negative, and 1 bit representing whether the value is Zero or 
not. (See step 620). The first memory device, in turn, 
receives the token from the Second memory device and the 
value of the Sample from the receiver. Based on these values, 
the first memory device generates a term representing the 
contribution of the sample to the coefficient, (i.e., S. cos(2L/ 
8), for the first sample and coefficient). (See step 630). 
0112 Additionally, the sign bit of the sample and the 
output of the Sign bit of the token are Supplied to the Second 
AND gate 30. If either the sign of the signal is negative or 
the sign bit of the token is Set, the Second AND gate outputs 
a carry bit to the adder 36. The adder will make the output 
of the first memory device negative. (See steps 640 and 650). 
0113. Likewise, the token and the signal are both pro 
vided to the first AND gate 28. If either the signal or the 
token indicates a Zero value, a Zero value is output by the 
first AND gate 28. The Zero value is sent to the second AND 
gate 30, which prohibits the second AND gate 30 from 
negating the Signal. Further, a Zero value is output to the first 
memory device, which disables the first memory device. 
Due to the disablement of the first memory device, the null 
or pull down device 34 outputs a Zero value representing the 
value of the coefficient. (See steps 660 and 670). The term 
of the coefficient is then output. (See step 680). 
0114. As illustrated in FIG. 9, in one embodiment, the 
coefficient generator further includes a counter 26 in elec 
trical communication with the Second memory device. The 
counter may be incremented by a clock, not shown, that is 
timed to allow calculations to be made. The counter may 
include two outputs, 18 and 20, which represent the coef 
ficient number and Sample number for addressing the Second 
memory device. In operation, for each Sample, the Sample 
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number is held constant, while for each cycle or plurality of 
cycles of the clock, the counter increments the coefficient 
number. This, in turn, addresses the Second memory device 
for determining the contribution of the Sample to each 
coefficient. After all of the coefficients have been calculated 
for that Sample, the Sample number of the counter is incre 
mented, and the coefficient number is reset, Such that the 
next Sample is now evaluated for each coefficient. 
0115) Further, and importantly, FIG. 9 also illustrates 
another aspect of the present invention. AS discussed above, 
the apparatus, methods, and computer programs products of 
the present invention determine the coefficients of a function 
representative of an input signal based on a predetermined 
plurality of Samples of the input Signal. However, the 
apparatus, methods, and computer program products may 
also determine the coefficients representing an inverse func 
tion of the Signal. For example, many data processing 
Systems are equipped to perform both a DFT and an inverse 
DFT of the signal. 

0116. The inverse DFT is essentially performing the DFT 
in the reverse Sense. AS the first memory device includes all 
of the possible values of the DFT, the inverse DFT can be 
determined by merely addressing the values in the first 
memory device that correspond to the values of the inverse 
DFT. With reference to FIG. 9, to implement an inverse 
DFT, the coefficient generator further includes a third gate 
40 having and XOR and NOT gate. The third gate has inputs 
connected to the sign bit of the 12 bit signal and an input for 
indicating when to perform an inverse function 44. The 
output of the third gate is connected to XOR gate 32, along 
with the output of the second memory device. Further, the 
coefficient generator also includes a Selector or crossbar 42 
in electrical communication with the inputs, 18 and 20, to 
the Second memory device. The crossbar is also connected 
to the input 44 indicating whether perform an inverse 
function. 

0117. In operation, the inverse function, (e.g., inverse 
DFT), operates similar to the operation to determine the 
function (e.g., DFT), as discussed in FIG. 10. Except that 
the Selector or crossbar Switches the address input lines to 
the first memory device. Specifically, if the coefficients for 
an inverse function of a Signal are desired, the Selector alters 
the address indicated by the token such that the token 
addresses a cell of the first memory device containing a 
pre-calculated value representing an inverse mathematical 
function of the signal. Further, the third gate 40 operates in 
conjunction with the second AND gate 30 to negate the 
Signal when either the mathematical function or input Signal 
are negative. AS Such, the apparatus, methods, and computer 
program products of the present invention can determine the 
function or the inverse function using the same components 
and Stored values, merely by Switching the values that are 
addressed to perform the inverse function. 
0118 AS provided above, the apparatus, methods, and 
computer program products of the present invention deter 
mine the coefficients of a function representative of a signal 
by updating each coefficient as each Sample is received. 
FIGS. 1, 3, and 9 illustrate the updating of the coefficients 
for one sample. FIG. 11, discussed in detail below, illus 
trates the determination of the coefficients based on a 
plurality of Samples, and in particular, illustrates the updat 
ing of each coefficient for each Sample received. 
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0119) Similar to previous embodiments, the coefficient 
generator 10 of this embodiment includes first and second 
memory devices, 22 and 24. Both of the memory devices 
include arrays of cells for Storing values. The Second 
memory device includes tokens representing the coefficient 
and Sample number, and the first memory device includes all 
of the possible unique values of the Sample combined with 
the orthogonal function portion for each Sample and coef 
ficient. Although any System or device may be used for 
addressing the Second memory device, the present embodi 
ment illustrates a counter 26 to address the Second memory 
device. 

0120) The coefficient generator of this embodiment fur 
ther includes an adder 44 in electrical communication with 
the output of the first memory device. Connected to the 
adder 44 is a crossbar 46 and a third memory device 48. The 
coefficient generator also includes a null or pull down device 
50 in electrical communication with the crossbar, and an 
AND gates, 52 and 54, connected to the output of the 
COunter. 

0121 With reference to FIG. 11, in operation in this 
embodiment, for each Sample, the receiver receives a Sample 
of the Signal and inputs the Sample to the first memory 
device 22. (See step 700). For each coefficient, inputs, 18 
and 20, are provided to the Second memory device repre 
Senting the Sample number and coefficient number from the 
counter. (See step 710). Based on the inputs, the second 
memory device outputs a token. (See step 720). The first 
memory device, in turn, receives the token from the Second 
memory device and the value of the Sample from the 
receiver. Based on these values, the first memory device 
generates a term representing the contribution of the Sample 
to the coefficient. (See step 730). The term is next provided 
to the adder 44, which also receives the previous value of the 
coefficient from the third memory device 48. The third 
memory device is also connected to the Second memory 
device. The token from the Second memory device addresses 
the coefficient stored in the third memory device, which, in 
turn, is output to the adder for adding to the term. The term 
is added to the existing coefficient by the adder. (See Step 
740). 
0122). After, the coefficient is updated, the coefficient 
generator next determines whether the last Sample has been 
processed. (See step 750). Specifically, the AND gate 52 is 
connected to the Six most Significant bits of the counter, 
which designate the Sample number. If the Sample number is 
the last sample number of the Set, (in this case the 64th 
Sample), the six most significant bits of the counter will be 
all ones. When all ones are input in to the AND gate 52, the 
AND gate outputs a one indicating that the last Sample has 
been received. 

0123. If the last sample has not been received, the cross 
bar 46 directs the updated coefficient from the adder 44 to 
the third memory device 48, where the updated coefficient is 
stored. (See step 760). The null or pull down device 50 also 
outputs a Zero on the output indicating that the coefficients 
have not been calculated. 

0.124. On the other hand, if the last sample has been 
received, the crossbar 46 directs the updated coefficient from 
the adder 44 to the output. (See step 770). Further, the null 
or pull down device 50 is directed by the cross bar to zero 
or null the value Stored in the third memory device as a reset. 
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Further, the AND gate 54 indicates that the coefficient value 
output is a valid value, instead of Zero. 
0.125 The above steps are repeated for each coefficient 
until all of the coefficients have been updated with the 
sample. (See step 780 and 790). Further, the process is 
repeated for each Sample, until all Samples are received and 
each coefficient is updated. (See step 795). 
0.126 FIG. 11 also illustrates another aspect of the 
present invention. Specifically, in. One embodiment, the 
coefficient generator of the present invention is connected to 
a plurality of Signal channels, Such that the coefficient 
generator determines coefficients for functions representing 
Signals located on each channel. In this embodiment, the 
counter also outputs a count value indicating the channel for 
which the coefficient generator is currently processing a 
Signal. The channel number and coefficient number are 
output onlines, 56 and 58. The coefficient generator operates 
Similar to the previous embodiments. Specifically, the coef 
ficient generator is first connected to the first channel, where 
it receives a Sample and updates the coefficients associated 
with the first channel. The coefficient generator goes to each 
channel and receives a Sample and updates the coefficients 
asSociated with the Signal on that channel. This is repeated 
until all of the samples for all channels have been received 
and the coefficients for the Signal on each channel have been 
updated. In another embodiment, the coefficient generator 
may receive and proceSS all the Samples for one channel 
before Switching to the next channel. 
0127. As discussed previously, it sometimes advanta 
geous to reduce the amount of data that must be Stored by 
eliminating redundant values, Storing only the magnitude of 
the values, and using tokens to designate Sign or whether the 
value is zero. AS Such, FIG. 13 illustrates the coefficient 
generator of FIG. 11 with the addition of gates to reduce the 
amount of values that must be Stored. Specifically, Similar to 
the previous embodiment, the coefficient generator 10 of this 
embodiment includes first and Second memory devices, 22 
and 24. Both of the memory devices include arrays of cell 
for Storing values. The Second memory device includes 
tokens representing the coefficient and Sample number, and 
the first memory device includes all of the possible unique 
values of the Sample combined with the orthogonal function 
portion for each Sample and coefficient. Although any SyS 
tem or device may be use for addressing the Second memory 
device, the present embodiment illustrates a counter 26 to 
address the Second memory device. 
0128. The coefficient generator of this embodiment fur 
ther includes an adder 44 in electrical communication with 
the output of the first memory device. Connected to the 
adder 44 is a crossbar or selector 46 and a third memory 
device 48. The coefficient generator also includes a null or 
pull down device 50 in electrical communication with the 
crossbar, and a NAND gate 52 and AND gate 54, connected 
to the output of the counter. 
0129. Additionally, the coefficient generator of this 
embodiment also includes a first AND gate 28, a second 
AND gate 30, and an XOR gate 32. Connected to the output 
of the second AND gate 30 is an adder 36, typically 
implemented So as to take the twos complement of a Signal. 
The XOR gate 32 is in electrical communication with the 
output of the Second memory device and a gate combination 
40. The coefficient generator of this embodiment also 
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includes a null device or pull down 34 in electrical com 
munication with the output of the first memory device. 
0.130. The coefficient generator also includes a code 
converter 38 in electrical communication with the receiver 
12 for converting the input Signal, if necessary, to a 12 bit 
value having 11 bits representing the value and 1 bit for the 
Sign. The coefficient generator of this embodiment also uses 
a 6 bit token Stored in the Second memory device to address 
the values stored in the first memory device. As with the 
previous embodiment, the tokens operate in conjunction 
with the second AND gate 30 and adder 36 to take the 
negative of the output of the first memory device, if the Sign 
bit of the token indicates the negative of the value. Further, 
the null or pull down device 34 and the Zero bit of the token 
operate to null or Zero the output of the first memory device, 
if the token indicates that the value should be zero. 

0131 Still further, the coefficient generator includes a 
first 60 latch for latching the input Signal and a Second latch 
62 for latching out the output coefficient values. The coef 
ficient generator also includes an input 44 and gate combi 
nation 40 for using the coefficient generator to determine the 
coefficients of an inverse function of the Signal. Further, the 
coefficient generator includes reset device 64 for resetting 
the memory and outputs 56 and 58 for outputting the 
coefficient and channel number. 

0132). With reference to FIG. 14, in operation in this 
embodiment, for each Sample, the receiver receives a Sample 
of the Signal and inputs the sample to the first memory 
device 22. (See step 800). For each coefficient, inputs, 18 
and 20, are provided to the Second memory device repre 
Senting the sample number and coefficient number. (See Step 
810). Based on the inputs, the second memory device 
outputs a token having 4 bits representing the Sample and 
coefficient number, 1 bit representing whether the value is 
negative, and 1 bit representing whether the value is Zero or 
not. (See step 820). The first memory device, in turn, 
receives the token from the Second memory device and the 
value of the Sample from the receiver. Based on these values, 
the first memory device generates a term representing the 
contribution of the sample to the coefficient. (See step 830). 
0.133 Additionally, the sign bit of the sample and the 
output of the Sign bit of the token are Supplied to the Second 
AND gate 30. If either the sign of the signal is negative or 
the sign bit of the token is Set, the Second AND gate outputs 
a carry bit to the adder 36. The adder will make the output 
of the first memory device negative. (See steps 840 and 850). 
0134) Likewise, the token and the signal are both pro 
vided to the first AND gate 28. If either the signal or the 
token indicates a Zero value, a Zero value will be output by 
the first AND gate 28. The Zero value is sent to the second 
AND gate 30, which prohibits the second AND gate 30 from 
negating the Signal. Further, a Zero value is output to the first 
memory device, which disables the first memory device. 
Due to the disablement of the first memory device, the null 
or pull down device 34 outputs a Zero value representing the 
value of the coefficient. (See steps 860 and 870). The term 
of the coefficient is then output. 
0.135 The term is next provided to the adder 44, which 
also receives the previous value of the coefficient from the 
third memory device 48. The third memory device is also 
connected to the Second memory device. The token from the 
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Second memory device addresses the coefficient Stored in the 
third memory device, which, in turn, is output to the adder 
for adding to the term. The term is added to the existing 
coefficient by the adder. (See step 880). 
0136. After, the coefficient is updated, the coefficient 
generator next determines whether the last Sample has been 
processed. (See step 900). Specifically, the AND gate 52 is 
connected to the Six most Significant bits of the counter, 
which designate the Sample number. If the Sample number is 
the last Sample number of the Set, (in this case the 64th 
Sample), the six most significant bits of the counter will be 
all ones. When all ones are input to the AND gate 52, the 
AND gate outputs a one indicating that the last Sample has 
been received. 

0.137 If the last sample has not been received, the cross 
bar or selector 46 directs the updated coefficient from the 
adder 44 to the third memory device 48, where the updated 
coefficient is stored. (See step 900). The null or pull down 
device 50 also outputs a Zero on the output indicating that 
the coefficients have not been calculated. 

0.138. On the other hand, if the last sample has been 
received, the crossbar 46 directs the updated coefficient from 
the adder 44 to the output. (See step 910). Further, the null 
or pull down device 50 is directed by the cross bar to zero 
or null the value Stored in the third memory device as a reset. 
Further, the AND gate 54 indicates that the coefficient value 
output is a valid value, instead of Zero. 
0.139. The above steps are repeated for each coefficient 
until all of the coefficients have been updated with the 
sample. (See step 920 and 930). Further, the process is 
repeated for each Sample, until all Samples are received and 
each coefficient is updated. (See step 940). 
0140. Additionally, the first and second latches, 60 and 
62, are Synchronized with the counter So as to output the 
coefficients and receive a new Sample based on the clock 
cycle. Further, the reset device 64 resets the memory. 
0141 AS detailed above, the apparatus, methods, and 
computer program products of the present invention proceSS 
a plurality of Samples and generate the coefficients of the 
function based on the Samples. In Some embodiments of the 
present invention, after the plurality of Samples have been 
received, the apparatus, methods, and computer program 
products of the present invention output the generated 
coefficients, reset the coefficients, and again take Samples of 
the Signal. In Some embodiments, however, it may be 
advantageous to generate and output a complete Set of 
coefficients as each new Sample is received and processed. 
This is referred to as a-Sliding Aperture Fourier Transform 
(SAFT). 
0142. In this embodiment, the apparatus, methods, and 
computer program products of the present invention do not 
reset each of the coefficients to Zero after the final Sample of 
a plurality of Samples has been received and the coefficients 
have been output. Instead, the apparatus, methods, and 
computer program products of the present invention replace 
the first Sample of the previous plurality of Samples with the 
next received Sample. Using this new Sample, the apparatus, 
methods, and computer program products of the present 
invention output a next set of coefficients. AS Such, instead 
of generating a set of coefficients for each "batch' of 
Samples, the apparatus, methods, and computer program 
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products of the present invention generates a set of coeffi 
cients each time a new Sample is received, thereby providing 
a new set of coefficients for each time a new Sample is 
received. 

0143. The present invention provides several apparatus, 
methods, and computer program products for generating a 
Set of coefficients each time a new Sample is received. In 
each of these embodiments, the apparatus, methods, and 
computer program products of the present invention replace 
the contribution of the first sample of the previous plurality 
of Samples with the contribution of the next Sample received 
and then output the new coefficients. For example, in one 
embodiment, the apparatus, methods, and computer program 
products of the present invention initially Store each of the 
Samples as they are received and generates a first Set of 
coefficients when the last Sample of the plurality of Samples 
has been received. Further, when a new Sample of the input 
Signal is received, (after the predetermined plurality of 
Samples has already been received), the apparatus, methods, 
and computer program products of the present invention 
apply the mathematical function associated with the coeffi 
cients to the new Sample and generate a term based on the 
new Sample for each coefficient. To replace the new Sample 
with the first sample of the plurality of the samples, the 
generated term of the new Sample is Subtracted from the 
term associated with the first Sample of the predetermined 
plurality of Samples that was previously Stored in a memory 
device. Following this Subtraction, the coefficients are 
updated by the difference between the terms based upon the 
new Sample and the first Sample of the predetermined 
plurality of Samples. 

0144. In another embodiment of the present invention, to 
replace the new Sample with the first Sample of the plurality 
of Samples, the apparatus, method, and computer program 
products of the present invention Subtract the term based 
upon a first Sample of the predetermined plurality of Samples 
from each of the coefficients and adds the term based upon 
the new Sample to each of the coefficients. AS Such, in one 
embodiment, the terms for the new and oldest Sample are 
first Subtracted from each other and the remainder is added 
to the coefficients, while in another embodiment, the term 
asSociated with the oldest Sample is Subtracted from each 
coefficient and the term associated with the new Sample is 
added to the coefficients. This second embodiment typically 
experiences leSS computational drift and is illustrated in 
FIG. 15. 

0145 Specifically, the coefficient generator 10 of FIG. 15 
includes all of the components of the coefficient generator 
illustrated and described in FIG. 13. However, the coeffi 
cient generator of FIG. 15 further includes a forth memory 
device 66 in electrical communication with the third 
memory device 48 for Storing the terms associated with each 
Sample of a plurality of Samples. The coefficient generator 
further includes an adder 68 in electrical communication 
with the third and forth memory devices for subtracting the 
term associated from the first Sample of a previous plurality 
of Samples from the term associated with newly received 
Sample. 

0146) With reference to FIG. 16, in operation in this 
embodiment, Similar to previous embodiments, for each 
Sample, the receiver receives a Sample of the Signal and 
inputs the sample to the first memory device 22. (See Step 
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1000). For each coefficient, inputs, 18 and 20, are provided 
to the Second memory device representing the Sample num 
ber and coefficient number, (see step 1010), and based on the 
inputs, the Second memory device outputs a token. (See Step 
1020). Based on the token and sample, the first memory 
device generates a term representing the contribution of the 
sample to the coefficient. (See step 1030). 
0147 If either the sign of the signal is negative or the sign 
bit of the token is Set, the Second AND gate outputs a carry 
bit to the adder 36. The adder will make the output of the first 
memory device negative. (See steps 1040 and 1050). Like 
wise, if either the Signal or the token indicates a Zero value, 
a zero value is output by the first AND gate 28. 
0.148. The Zero value is output to the first memory device, 
which disables the first memory device. Due to the disable 
ment of the first memory device, the null or pull down device 
34 outputs a Zero value representing the value of the 
coefficient. (See steps 1060 and 1070). For the zero case, 
Sign is ignored. The term of the coefficient is then output. 
014.9 The term is next provided to the adder 44, which 
also receives the previous value of the coefficient from the 
third memory device 48. The third memory device is also 
connected to the Second memory device. The token from the 
Second memory device addresses the coefficient Stored in the 
third memory device, which, in turn, is output to the adder 
for adding to the term. The term is added to the existing 
coefficient by the adder. (See step 1080). 
0150. The forth memory device is also connected to the 
Second memory device. The token from the Second memory 
device addresses the term stored in the forth memory device 
representing the term associated with the first Sample of the 
plurality of Samples, (i.e., the oldest Sample). The term is 
provided to the adder 68, where the term is subtracted from 
the updated coefficient. (See step 1090). The term associated 
with the new Sample is Stored in the forth memory device, 
(see step 1100), the updated coefficient is stored in the third 
memory device, (see Step 1110), and also output. (See Step 
1120). The above steps are repeated for each coefficient until 
all of the coefficients have been updated with the sample. 
(See steps 1130 and 1140). 
0151. As illustrated in some of the embodiments above, 
the apparatus, methods, and computer program products of 
the present invention may be used in parallel for a Series of 
channels for which the present invention generates for each 
channel coefficients of a function representing a signal on 
the channel. AS detailed above, the present invention deter 
mines the coefficients of the function representative of Signal 
by combining each Sample upon receipt with the mathemati 
cal function associated with the Sample and the coefficient. 
Further, as detailed above, the different combinations of the 
Samples and coefficients may be pre-calculated and Stored in 
an addressable memory device or may be computed by a 
gated function with reference to a value associated with the 
token. Typically, the tokens that address the cells of the 
memory device are derived from State information obtained 
from the counter indicating the coefficient and the sample. 
While in the normal operation, the tokens and memory 
device are used to determine the coefficients of a function 
that is representative of a Signal, these tokens and memory 
devices may also be used repetitively by adding bits to the 
counter at appropriate locations and thus Service a multi 
plicity of channels. In this embodiment, additional coeffi 
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cient memory cells maintain the additional coefficients, and 
a channel number may be output as a convenience to the 
user. It is still possible employ an electrical Signal to 
determine the forward coefficients or to determine the 
inverse function of the input. 
0152. Further, while in the normal operation, the tokens 
and memory device are used to determine the coefficients of 
a function that is representative of a signal, these tokens and 
memory devices may also be used repetitively by adding bits 
to the counter at appropriate locations and thus Service a 
multiplicity of channels. In this embodiment, additional 
coefficient memory cells maintain the additional coeffi 
cients, and a channel number may be output as a conve 
nience to the user. By letting consecutive samples be treated 
as different channels it is possible to thus produce inter 
leaved transforms. The interleaved transforms may be sent 
to a Second Similar process to produce two-dimensional 
transforms, for example. 
0153. As detailed above, the apparatus, methods, and 
computer program products of the present invention are 
capable of not only determining the coefficients of a function 
but also the coefficients of an inverse function. This is 
accomplished in many instances by Switching the addresses 
of the tokens, Such that the tokens address the values 
representing the inverse function. In instances in which the 
coefficient generator is used with a plurality of channels. The 
coefficient generator may be advantageously controlled Such 
that for one channel it provides the coefficients of a function 
representative of one Signal, while also providing the coef 
ficients of an inverse function of another signal for a separate 
channel. 

0154 AS detailed in the various embodiments illustrated 
above, the apparatus, methods, and computer program prod 
ucts of the present invention update each coefficient as each 
Sample is received. Further, in Some embodiments, the 
apparatus, methods, and computer program products of the 
present invention outputs the coefficients each time a new 
Sample is received. This is advantageous as it allows indi 
vidual coefficients of interest to be observed and tracked. 
Individual coefficients of interest may be tracked by con 
trolling the coefficient generator to output these coefficients. 
This provides a user with a new set of coefficients in real or 
near real-time for observance. 

0.155) An additional advantage, is that the coefficients can 
also be updated with different resolutions. Specifically, there 
may be instances where Some of the coefficients are of 
greater interest or there is limited hardware resources Such 
that not all coefficients can be properly processed and Stored. 
In these instances, the coefficient generator can be controlled 
to only update certain coefficients or to update Some coef 
ficients with each Sample, while coefficients of less impor 
tance are updated with fewer of the Samples. 
0156. In addition to providing apparatus and methods, the 
present invention also provides computer program products 
for determining the coefficients of a function representative 
of an input-signal based on a predetermined plurality of 
Samples of the input signal. The computer program products 
have a computer readable Storage medium having computer 
readable program code means embodied in the medium. The 
computer readable Storage medium may replace the coeffi 
cient generator and perform the functions of the coefficient 
generator through Software. Further, computer readable Stor 
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age medium may control the coefficient generator by pro 
Viding the addresses for determining the coefficients. 
O157 The computer-readable program code means 
includes first computer instruction means for receiving each 
of the Samples one at a time. Further, the computer-readable 
program code means includes Second computer instruction 
means for updating the coefficients of the function based on 
each Sample as the sample is received without awaiting 
receipt of all Samples to thereby decrease the latency of the 
time required to determine the coefficients of the function. In 
a further embodiment, each coefficient is comprised of at 
least one term that is at least partially based upon a combi 
nation of a Sample and a mathematical function. In this 
embodiment, the computer-readable program code means 
further includes third computer instruction means for deter 
mining a respective term of each coefficient by combining 
each Sample upon receipt with the mathematical function 
asSociated with the Sample and the coefficient. In Still 
another embodiment, the each Sample only contributes to 
one term of each coefficient. In this embodiment, the Second 
computer instruction means updates each of the coefficients 
based on each Sample upon receipt without requiring the 
Sample to thereafter be stored. 
0158. The present invention also provides computer pro 
gram products for reducing the number of values that must 
be Stored to represent the possible mathematical terms of a 
function. In this embodiment, the computer program prod 
ucts include a computer readable Storage medium having 
computer readable program code means embodied in the 
medium. The computer-readable program code means 
includes first computer instruction means for generating a 
first list of all possible mathematical terms of the function. 
A Second computer instruction means Systematically com 
pares each mathematical term in the list to all other math 
ematical terms in the list to determine which of the math 
ematical terms are redundant. The computer-readable 
program code also includes third computer instruction 
means for Storing in a Second list all of the unique math 
ematical terms of the function, Such that there are no 
redundant mathematical terms of the function in the Second 
list. 

0159. In one embodiment of the present invention, the 
function is periodic and Symmetrical about Zero, Such that 
Some of the mathematical terms of the function have the 
Same magnitude and different signs. In this embodiment, the 
Second computer instruction means compares the magnitude 
of each mathematical term in the list to the magnitude of 
each of the other mathematical terms in the list to determine 
which of the mathematical terms have the same magnitude. 
Further, the third computer instruction means Stores in the 
Second list all of the mathematical terms having unique 
magnitudes. The computer-readable program code means of 
this embodiment further includes fourth computer instruc 
tion means for creating a token associated with each math 
ematical term, where the token indicates the magnitude 
Stored in the Second list associated with the mathematical 
term and the Sign associated with the mathematical term. 

0160 In another embodiment, at least one of the math 
ematical terms has a magnitude of Zero. In this embodiment, 
the computer-readable program code means further includes 
fourth computer instruction means for creating a token 
asSociated with the mathematical term indicating that the 
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mathematical term is Zero Such that Said Storing Step does 
not Store the mathematical term in the Second list. 

0.161 In some embodiments, the computer-readable pro 
gram code means further includes fourth computer instruc 
tion means for addressing each of the mathematical terms in 
the Second list, Such that the mathematical terms may be 
retrieved. In a further, embodiment, the function is repre 
Sentative of a Signal and is defined by Samples of the Signal, 
where a Sample of the Signal is one of a finite number of 
possible values. In this embodiment, the first computer 
instruction means generates a first list of all possible com 
binations of the possible values of the sample and the 
mathematical terms of the function. Further, the Second 
computer instruction means Systematically compares each 
combination in the list to all other combinations in the list to 
determine which of the combinations are redundant, and the 
third computer instruction means Stores in a Second list all 
of the unique combinations, Such that there are no redundant 
combinations in the Second list. 

0162. In addition to providing computer program prod 
ucts that generate the coefficients of a function and computer 
program products that reduce the number of Stored values, 
the present invention also provides computer program prod 
ucts that generate a circuit design or a computer program 
that determines the coefficients of a function by updating at 
least one of the coefficients prior to receipt of the last 
Sample. Specifically, as known in the art, there are computer 
programs that allow for the input of specified parameters and 
output circuit designs or computer Software to implement 
the functions defined by the parameters. The present inven 
tion provides computer program products that receive 
parameters concerning the functions to be performed by the 
System and generates either a circuit design or computer 
program for implementing the functions. For example, 
intone embodiment, the computer program product receives 
all the possible mathematical terms of a function and gen 
erates either a circuit or computer program that uses the 
possible mathematical terms to generate the coefficients of a 
function with reduced hardware or reduced data Storage. 
0163. In this regard, FIGS. 1-16 are block diagram, 
flowchart and control flow illustrations of methods, systems 
and program products according to the invention. It will be 
understood that each block or Step of the block diagram, 
flowchart and control flow illustrations, and combinations of 
blocks in the block diagram, flowchart and control flow 
illustrations, can be implemented by computer program 
instructions. These computer program instructions may be 
loaded onto a computer or other programmable apparatus to 
produce a machine, Such that the instructions which execute 
on the computer or other programmable apparatus create 
means for implementing the functions Specified in the block 
diagram, flowchart or control flow block(s) or Step(s). These 
computer program instructions may also be Stored in a 
computer-readable memory that can direct a computer or 
other programmable apparatus to function in a particular 
manner, Such that the instructions Stored in the computer 
readable memory produce an article of manufacture includ 
ing instruction means which implement the function Speci 
fied in the block diagram, flowchart or control flow block(s) 
or step(s). The computer program instructions may also be 
loaded onto a computer or other programmable apparatus to 
cause a Series of operational Steps to be performed on the 
computer or other programmable apparatus to produce a 
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computer implemented process Such that the instructions 
which execute on the computer or other programmable 
apparatus provide Steps for implementing the functions 
Specified in the block diagram, flowchart or control flow 
block(s) or Step(s). 
0164. Accordingly, blocks or steps of the block diagram, 
flowchart or control flow illustrations Support combinations 
of means for performing the Specified functions, combina 
tions of Steps for performing the Specified functions and 
program instruction means for performing the Specified 
functions. It will also be understood that each block or step 
of the block diagram, flowchart or control flow illustrations, 
and combinations of blockS or Steps in the block diagram, 
flowchart or control flow illustrations, can be implemented 
by Special purpose hardware-based computer Systems which 
perform the Specified functions or Steps, or combinations of 
Special purpose hardware and computer instructions. 
0.165 Many modifications and other embodiments of the 
invention will come to mind to one skilled in the art to which 
this invention pertains having the benefit of the teachings 
presented in the foregoing descriptions and the associated 
drawings. Therefore, it is to be understood that the invention 
is not to be limited to the specific embodiments disclosed 
and that modifications and other embodiments are intended 
to be included within the Scope of the appended claims. 
Although specific terms are employed herein, they are used 
in a generic and descriptive Sense only and not for purposes 
of limitation. 

Appendix 1 

Example of a Program Evaluating a Standard 
Fourier Series 

Evaluate Al 

2. it. 1.1 2. it. 1.2 

A 11 :=SI co- Als:=S2 co 8 8 

2. it. 1.3 2. t. 1 .. 4 

A 13 :=S3 co- A. :=S4 co 8 8 

2. it. 1.5 2. it. 1 .. 6 

A 15 :=S5 co- Als:= S6 co 8 8 

2. it. 1.7 2. it. 1.8 
A 17 :=S7 co- 8 A is :=S8 co- 8 
A := A + A 12 + A 13 + A 14 + A 15 + A 6 -- A 17 + A is A = 3.243 

Evaluate A2 

2. it .2.1 A21 :=SI co- A2. :=S2 co- s 
2. it. 2.3 
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-continued 
2. it. 2.5 2. it .2. 6 

A25 :=S5 co- A26 :=S6 co- 8 
2. it. 2.7 2. it .2.8 

A27 :=S7 co- 8 A2s :=S8-cos 8 

Evaluate A3 

2. it .3.1 2. it. 3.2 A31 :=SI co- A. :=S2 co 8 8 

2.T. 3.3 2. it .3. 4 
A33 :=S3 co- 8 A34 :=S4 co- 8 

2.T. 3.5 2. it. 3.. 6 
A35 :=S5 co- 8 A36 =S6 co- 8 

2. T. 3.7 2. it. 3.8 

A3, :=S7 co- 8 A38 =58-cos 8 

2. t. 4.1 2. it. 4.2 
A41 := Sl cost A42 :=S2 co 8 8 

2. it. 4.3 2. t. 4.4 
A43 :=S3 co- 8 A44 :=S4 co- 8 

2. it. 4.5 2. it. 4.6 
A45 :=S5 co- 8 A46 :=S6 co- 8 

2. it. 4.7 2. it. 4.8 
A4, :=S7-cos 8 A48 :=58-cos 8 

Evaluate Bl 

2.7.1. 1 2.7.1.2 
Bl :=S1 sin B12 :=S2 sin 8 8 

2. t. 1.3 2. t. 1 .. 4 B13 :=S3 sin 8 Bl :=S4 sin 8 

2. it. 1 .. 6 
8 

2. it. 1.5 
8 

( 2. t. 1.7 2.7.1.8 
B17 =S7 sin 8 Bls :=S8 sin 8 
Bl := BI + B12 + B 13 + B14 + Bls + B 16 + B 17 + Bls B = 3.828 

Evaluate B2 

2.7.2.1 2.7.2.2 B21 :=SI sin B22 :=S2 sin 8 8 

2.7t. 2.3 2.7t. 2.4 B23 :=S3 sin B24 :=S4 sin 8 8 

( 2. t. 2.5 2.7.2. 6 
B25 =S5 sin 8 B26 =S6-si 8 

2.7t. 2.7 2.7t. 2.8 B27 := S7 sin 8 B28 :=S8 sin 

Evaluate B3 

2.7.3. 1 2.7t. 3.2 
B3 :=S1 sin 8 B32 :=S2 sin 8 

2.7t. 3.3 2.7.3. 4 
B3 :=S3 sin 8 B34 :=S4 sin 8 

2.7t. 3.5 2.7t. 3.. 6 
B3s :=S5 sin 8 B36 := S6 sin 8 
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0210 Truncation Value: Divide A4 by 2. 

A4T = At - - - 

0211 B4F=0 (Identity for any even number of 
Samples.) 

0212. The resulting Fast Fourier Transform is thus 
evaluated: 

0213 ADC=0.5 A1 =3.243 A2=2 A3=-5.243 
A4T=6 

0214 B1=3.828 B2=-2 B3=1.828 
raw IS DeSignated Or the TranSOrm ValueS: 0215. An Array is Designated for the Transform Val 

0216) The Values are Displayed: 

3.243 2 -5.243 6 
FT= 

3.828 -2 1.828 0.5 

0217. The complete set of incremental values are listed 
below: 

15 

0226 AO5=-4 A15=2.828 A25=-1.225-10 A35=- 
2.828 A45=4 

0227 B15=2.828 B25=-4 B35=2.828 B45=- 
2.449.10 

0233 B18=0 B28=0 B38=-1.47.10 B48=- 
1959.10.15 

1-101. (Cancelled) 
102. An on-chip interconnection System, comprising: 
a single Semiconductor integrated circuit (IC); 
a plurality of uni-directional buses disposed in the IC, 
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a peripheral-bus (p-bus) included in the plurality of uni 
directional buses and that uses a simple non-pipelined 
protocol and Supports both Synchronous and asynchro 
nous slave peripherals, 

a p-bus controller connected to the p-bus and constituting 
an only bus-master, and including a centralized address 
decoder for generating a dedicated peripheral Select 
Signal, and providing for a connection to Synchronous 
and asynchronous Slave peripherals, and further pro 
viding for an input/output (I/O) backplane that allows 
a processor to configure and control any of its slave 
peripherals, and 

an m-bus included in the plurality of uni-directional 
buses, and for providing a direct memory access 
(DMA) connection from any said slave peripherals to a 
main memory and permits peripherals to transfer data 
directly without processor intervention. 

103. The on-chip interconnection system of claim 102, 
wherein, there are included no tri-Stated-buses, and no 
bidirectional buses. 

104. The on-chip interconnection system of claim 102, 
wherein, each Signal has only a single buffer driver. 

105. The on-chip interconnection system of claim 102, 
wherein, any broadcast signals are re-driven by Simple 
buffers with no extra control logic. 

106. The on-chip interconnection system of claim 102, 
wherein, only a single load is presented for point-to-point 
Signals. 

107. The on-chip interconnection system of claim 102, 
wherein, any included peripherals exchange only control 
and Status information, and do not directly exchange data 
between themselves. 

108. The on-chip interconnection system of claim 102, 
wherein, any data to be exchanged between peer peripherals 
is communicated through main memory using either pro 
grammed input/output (I/O) and direct memory access 
(DMA) transfer cycles. 

109. The on-chip interconnection system of claim 102, 
wherein, an exclusive use of point-to-point and broadcast 
Signaling provides for increased buS. utilization efficiency 
that result from an elimination of bus-direction turn-around 
cycles. 

110. The on-chip interconnection system of claim 102, 
wherein, the p-buS includes a protocol and Signaling method 
that permit memory-mapped. AS1C-type. register control. 

111. The on-chip interconnection’system of claim 102, 
wherein, all Signals are launched and captured on a rising 
edge of a bus clock signal. 

112. The on-chip interconnection system of claim 102, 
wherein, any connected peripherals are operated at a clock 
Signal frequency that differs from one used by the p-buS 
controller by including a wait Signal. 

113. The on-chip interconnection system of claim 102, 
wherein, the p-bus includes logic latches for lower power 
consumption. 

114. The on-chip interconnection system of claim 102, 
wherein, the m-bus connects a CPU and any DMA-capable 
peripherals to a main memory via a memory acceSS con 
troller (MAC). 

115. The on-chip interconnection system of claim 102, 
wherein, the m-bus includes the use of pipelined address and 
data, and further includes hidden bus arbitration. 
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116. The on-chip interconnection system of claim 114, 117. The on-chip interconnection system of claim 114, 
wherein, said MAC is the only slave on the m-bus bus, and wherein, the IC is an application specific integrated circuit 
all m-bus transfer cycles are initiated by said CPU and (ASIC). 
DMA-capable peripherals. k . . . . 


