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ABSTRACT
A method and circuit is provided for detecting and correcting errors in an array of content addressable memory (CAM) cells. The array includes wordlines, searchlines, bitlines, and matchlines for reading from, writing to, and searching CAM cells in the array. The method includes the following steps: a row parity bit corresponding to a parity of a first plurality of bits stored along a row of CAM cells is stored; a column parity bit corresponding to the parity of a second plurality of bits stored along a column of CAM cells is stored; a parity of the first plurality of bits is read and generated and the generated parity is compared to the stored row parity bit; if the generated and stored parity bits do not match, columns of the array are cycled through; a parity of the second plurality of bits is read and generated and the generated parity is compared to the stored column parity bit until a mismatch is indicated; and, a bit located at an intersection of the mismatched row and column is inverted if the mismatch is indicated.

22 Claims, 8 Drawing Sheets
Figure 2 (prior art)
Figure 4

Figure 6
Figure 5
Figure 8
METHOD AND CIRCUIT FOR ERROR CORRECTION IN CAM CELLS

BACKGROUND OF THE INVENTION

Conventional content addressable memory (CAM) has been implemented primarily using static random access memory (SRAM) cells. SRAM-based CAMs have received widespread use due to the high access speed of SRAM memory cells and the static nature of the cells. Furthermore, SRAM cells can be manufactured using a pure-logic type fabrication process, which is commonly used for non-memory circuit blocks.

In addition to random access memory (RAM) functions, such as writing and reading data, CAMs are also capable of performing searches. Generally, stored data is retrieved and compared with target data for determining if the stored and target data match. If the stored and target data do match, a match result is indicated, otherwise a mismatch result is indicated. Thus, CAMs are particularly useful for full associative memories such as look-up tables and memory-management units.

Many current applications utilize ternary CAMs, which are capable of storing three logic states. For example, the three logic states are logic ‘0’, logic ‘1’ and ‘don’t care’. Therefore, such CAM cells require two memory cells to store the logic states, as well as a comparison circuit for comparing stored data with search data provided to the CAM.

However, various problems exist with semiconductor memories and, thus, affect CAMs as well. One such type of error, referred to as “soft errors”, are a well-known problem. The major cause of soft errors is alpha particle radiation, which can generate numerous electron hole pairs when it strikes a transistor diffusion area. These electron hole pairs can flip the state of data stored in a semiconductor memory cell. Clearly this is an undesirable occurrence. It is often important to detect that such an error has occurred and correct it if possible.

Error detection and correction has been attempted previously by using Hamming codes. Hamming codes typically require 5 extra bits per 32 bits or 7 extra bits per 64 bits, resulting in a data storage overhead of 15.6% or 10.9% respectively. Hamming codes in CAMs typically require 8 extra bits per 72 bits, for a data storage overhead of 11.1%. Evaluating the Hamming code also requires additional logic cycles and, thus, it can be time consuming to detect an error.

Alternatively, it is possible to use parity bits. Generally, a parity bit is a bit that is appended to a word for representing the number of bits in the word that have a value ‘1’. In an example of odd parity, if the number of bits that are a ‘1’ is even, then the parity bit is ’1’. If the number of bits that are

SUMMARY OF THE INVENTION

In accordance with an aspect of the present embodiment there is provided a circuit for detecting and correcting errors in an array of content addressable memory (CAM) cells. The CAM array includes wordlines, searchlines, bitlines, and matchines for reading from, writing to, and searching CAM cells in said array. The circuit comprises the following.

At least one row parity CAM cell per row of the array stores a value representing a parity of a predefined portion of an associated row. At least one column parity CAM cell per column of the array stores a value representing a parity of a predefined portion of an associated column. A control circuit reads, writes, and searches data stored in said array. A parity check circuit compares a calculated parity of the predefined portion of data read from a row of the array with data from the associated row parity CAM cell. If the calculated parity and the stored parity data do not match, the parity check circuit compares a calculated parity of each column with data from associated column parity CAM cells, until a mismatch is determined, thereby identifying the error. The parity circuit inverts data stored at an intersection of the row and column mismatches.
In accordance with another aspect of the invention, there is provided a method for detecting and correcting errors in an array of content addressable memory (CAM) cells. The array includes wordlines, searchlines, bitlines, and matchlines for reading from, writing to, and searching CAM cells in the array. The method comprises the following steps:

A row parity bit corresponding to a parity of a first plurality of bits stored along a row of CAM cells is stored. A column parity bit corresponding to the parity of a second plurality of bits stored along a column of CAM cells is stored. A parity of the first plurality of bits is read and generated, and the generated parity is compared to the stored row parity bit. If the generated and stored parity bits do not match, columns of the array are cycled through. A parity of the second plurality of bits is read and generated, and the generated parity is compared to the stored column parity bit until a mismatch is indicated. A bit located at an intersection of the mismatched row and column is inverted if the mismatch is indicated.

In accordance with yet another aspect of the invention, there is provided a circuit for writing data to a content addressable memory (CAM) cell in an array of CAM cells. The array includes a parity row and a parity column for error correction and wordlines, bitlines, searchlines, and matchlines for reading from, writing to, and searching CAM cells in the array. The circuit comprising the following:

A read sense amplifier receives previously stored data from the bitlines. A read latch latches the previously stored data. A read driver drives the previously stored data onto a databus. A write latch latches new data to be written from the databus. A write driver drives the new data to the bitlines. If the data read from the previously stored data is different from the new data, a corresponding column parity bit in the parity row is inverted.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Embodiments of the invention will now be described by way of example only, with reference to the following drawings in which:

Fig. 1 is a schematic diagram illustrating a typical CAM array in accordance with the prior art;

Fig. 2 is a schematic diagram illustrating a typical SRAM based CAM cell in accordance with the prior art;

Fig. 3 is a schematic diagram illustrating a CAM array in accordance with an embodiment of the invention;

Fig. 4 is a schematic diagram illustrating a vertical parity checker circuit in accordance with an embodiment of the invention;

Fig. 5 is a schematic diagram illustrating a vertical parity checker circuit in accordance with an alternate embodiment of the invention;

Fig. 6 is a block diagram illustrating a read/write circuit in accordance with an embodiment of the invention;

Fig. 7 is a schematic diagram illustrating a CAM array with parity cells in accordance with an alternate embodiment of the invention;

Fig. 8 is a schematic diagram illustrating a column parity cell for use with the CAM array of Fig. 7; and,

Fig. 9 is a schematic diagram illustrating a ternary CAM cell in accordance with the prior art.

**DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS**

For convenience, like numerals in the description refer to like structures in the drawings. A CAM is organized into blocks of rows and columns of CAM memory bits. For each row there is an extra parity bit which results in an extra column of memory cells. For each column there is also an extra parity bit which results in an extra row of memory cells. In a CAM the word length is usually the length of the row.

When a data word is written into a row, the parity of all the bits in that row is calculated and stored in the parity bit for that row. For each column in the row, the written bit is compared to the previously stored bit for that row. If the bits are different the column parity bit is inverted. If they are the same the column parity bit is left alone.

When data is read from a row, the parity check circuitry compares the parity of the stored bits to that of the stored parity bit. If they are the same the data is output normally. If they are different, it indicates that a bit along that row is in error. To determine which bit is in error, the invention makes use of the search features of a CAM. Each column may be searched individually by searching for a 1 on each column while masking all other columns. The match results will represent the data in that column. The parity of the match results is compared to the column parity bit. If the parity does not match, then the column in which the parity error has occurred is found. If the parities match then the current column does not contain the error and the search proceeds to the next column. Data is stored in a binary format, that is it is either a 1 (high) or 0 (low), and therefore if the data is wrong the correct value is the inverse. To correct the error the state of the bit at the selected row and identified column is inverted, thereby detecting and correcting the error.

Referring to FIG. 2 a schematic diagram illustrating a typical CAM cell in accordance with the prior art is illustrated generally by numeral 200. The CAM cell comprises first and second access transistors 202 and 201, a pair of cross-coupled inverters 210, and first, second, third, and fourth comparator transistors 220, 221, 222, and 223. Control lines for the CAM cell 200 include a bitline pair BL and BLb, a searchline pair SL and SLb, a wordline WL, and a matchline ML. The access transistors 202 and 201 are gated by the wordline WL. The first access transistor 202 is coupled between a first line BL of the bitline pair and the cross-coupled inverters 210 at a first node 230. The second access transistor 201 is coupled between a second line BLb of the bitline pair and the cross-coupled inverters 210 at a second node 240. The first and second comparator transistors 220 and 221 are serially coupled between the matchline ML and ground, respectively. The first comparator transistor 220 is gated by the first node 230 and the second comparator transistor 221 is gated by the first line SL of the searchline pair.

The third and fourth comparator transistors 222 and 223 are serially coupled between the matchline ML and ground, respectively. The third comparator transistor 222 is gated by the second node 240 and the fourth comparator transistor 223 is gated by the second line SL of the searchline pair.

The operation of the CAM cell 200 is described as follows. To store data in the cell, the wordline WL is driven high, which turns on access transistors 202 and 201. The desired complementary data is driven onto the bitlines BL and BLb. The data is passed through the access transistors to the cross-coupled inverters 210, which function as a storage latch. The wordline WL is then driven low, which turns off the access transistors 202 and 201 and the storage latch 210 maintains the data. Reading data from the cell is similar to storing data, except that the data is transferred from the storage latch 210 to the bitlines BL and BLb.
To search the contents of the cell, search data is placed on the searchline pair SL and SLb and the matchline ML is precharged high. If, for example, the cell has stored a '1', node 230 is driven high by inverter 211 and node 240 is driven low by inverter 210. This results in transistor 220 being turned on and transistor 223 being turned off. If a search is performed for a '0', SL is driven low and SLb is driven high. This results in transistor 221 being turned on and transistor 223 being turned off. Since both transistors 220 and 221 are on, a conduction path from the matchline ML to ground exists and the matchline ML is discharged to ground. Discharging of the matchline ML indicates a miss. There are typically many CAM cells per matchline ML and it only takes a miss on one of them to pull down the matchline ML.

If a search is performed for a '1', SL is driven high and SLb is driven low. This results in transistor 221 being turned off and transistor 223 being turned on. No conduction path from the matchline ML to ground exists and, thus, the matchline ML remains high. A charged matchline ML indicates that a match has occurred.

Further, a cell may be masked out of a search by driving both SL and SLb low. This ensures that no conduction path exists between the matchline ML and ground within that cell. Thus, the contents of the cell are ignored or masked out of the search.

Referring to FIG. 1, schematic diagram illustrating a typical CAM array in accordance with the prior art is illustrated generally by numeral 100. The array 100 comprises sixteen CAM cells 101 to 116 arranged in a four-by-four grid. CAM cells in the same row share wordlines WL and matchlines ML. CAM cells in the same column share bitline pairs BL and BLb and searchlines SL and SLb. The array 100 further includes an internal data bus 120, control circuitry 121, read/write (R/W) circuits 122, row decoders 123, matchline sense amplifiers 130, a priority encoder 124, and data amplifiers 125.

The data bus 120 couples the control circuitry with the bitline BL and searchline SL pairs. The bitline pairs BL are coupled to the data bus via respective read/write circuits 122. The searchline pairs SL are coupled to the data bus via respective data amplifiers 125. The wordlines are coupled to the row decoders 123. The matchlines ML are coupled to the priority encoder 124 via respective matchline sense amplifiers 130.

The operation of the circuit is described as follows. Data is loaded into the array 100 by the control circuit 121 and the row decoders 123. The row decoders 123 select one of the wordlines WL and drive it high. The control circuitry 121 places the write data on the internal data bus 120. Each read/write circuit 122 takes an appropriate data bit from the internal data bus 120 and drives the associated bitlines BL and BLb with the corresponding complementary data. The read/write circuit 122 is strong enough to override data already stored in the cells 101 to 116. The data passes from each of the bitlines BL and BLb to the cell selected by the active wordline WL. The row decoders 123 then drive the selected wordline low and the data is stored in the cell. The control circuitry 121 releases the data bus 120.

To read data from the array 100, the row decoders 123 select the appropriate wordline and drive it high. The data in the selected cells, including the parity cell, is driven out onto the bitlines BL. The read/write circuits sense the data on the bitlines BL, amplify it and drive it out onto the internal data bus 120. The data bus 120 is driven to the parity bus 350. The control circuitry regenerates the parity of the stored data and compares it to the stored parity bit. If they match then the data is valid and the data is output. If they do not match then there is an error and the control circuitry initiates an error correction routine, as will be described in detail further on in the description.

The procedure for writing data into the array begins by reading the contents of a selected row. The data is stored in the selected row cell in the parity circuit. The control circuitry places the write data on the internal data bus 120. The parity circuit also calculates the row parity of the written data and places it on the parity bus 350. Each read/write circuit takes the appropriate data bit from the internal data bus and drives the associated bitlines with the corresponding complementary data. The read/write cir-
cuit is strong enough to override the data stored in the cells. The data passes from the bitlines to the cell selected by the active wordline WL. The row decoders drive the selected wordline low again and the data is stored in the cell. The control circuitry releases the databus.

Further, the control circuitry compares the data written to the cells with the data read from the cells on a bit by bit basis. If the bits are the same then the column parity bit for a corresponding column does not need to change. If the bits are different then the column parity bit has to be inverted for that column. The parity circuitry flags the columns that need to be updated. A parity wordline WL associated with the parity row is activated, and the column parity bits 330 to 334 are read into the parity circuitry. The parity circuitry inverts the parity bits of the columns it has flagged and then writes the data back to the parity row, thus completing the write operation.

Note that this method requires that a known data value to be stored in the array so that it can be read. Therefore, the array is cleared and all bits set to a value, preferably ‘0’, prior to writing data into the array. Optimally, this set up is performed as part of the power up sequence.

Searching the array is performed by first precharging the matchlines high and then putting the search data on the searchlines. The searchlines for the parity column are both set low. Masking the parity column prevents the row parity bits from affecting the search. As in the prior art, if a cell’s content matches the search data then the cell does not affect the state of the matchline. If a cell’s content does not match the search data then the cell pulls down the matchline to low. It only takes one cell whose contents do not match the search data to pull down the matchline and thereby set the matchline to a miss state.

As described during the read operation, if the parity bit for a row does not match the actual parity of the row, an error is detected. Once the error is detected by the control circuitry, an error correction routine is started. The routine causes the control circuitry to search the array one column at a time. One searchline pair is selected and all the other searchline pairs are masked. For example, if column j is selected then SLj is set to high and SLbj is set to low. All other search lines are set to low. If a cell in column j contains a high value then its corresponding matchline MLj remains high. If the cell in column j contains a low value then its corresponding matchline MLj is pulled low. Thus it can be seen that the matchlines represent the data stored in column j.

The matchline sense amplifiers sense the data and provide their output MLSOj to MLSOj to the vertical parity checker. The vertical parity check circuitry calculates the parity of the data on MLSOj to MLSOj and compares to the column parity data read from MLSOj. MLSOj represents the column parity bit for column j, and therefore it should represent the parity of the column. If the column parity bit matches the calculated parity for column j, then there is no error in column j. The parity circuitry is then aware of both the row and column that is causing the error, and corrects it by reading out the appropriate row, inverting the erroneous bit and writing back the correct value.

The error correction circuitry then corrects the error by toggling the corresponding parity bit for the column. The error is then latched for the next cycle.

In a typical CAM block has 128 rows of 72 bit words. Thus, the CAM block contains 9,216 words.

If the last column is reached and no vertical parity error has been detected then a non-repairable error has occurred and the control circuitry flags the location of the error and outputs an error signal.

Referring to FIG. 4 a schematic diagram illustrating a vertical parity checker circuit in accordance with an embodiment of the invention is illustrated generally by numeral 400. The vertical parity checker circuit 400 comprises a plurality of two-input exclusive NOR (XNOR) gates 420 and an exclusive OR (XOR) gate 410. The circuit 400 is arranged for odd parity. For even parity, the XNOR gates are replaced with XOR gates, as will be appreciated by a person skilled in the art.

In a first stage, each of the matchline sense amplifier outputs MLSOj to MLSOj is coupled to one input of two XNOR gates 420a and 420b. The outputs of the two XNOR gates 420a and 420b are input to a third XOR gate 420c. The output of the third XOR gate 420c is input to the XOR gate 410 along with the matchline sense amplifier output MLSOj of the column parity bit. The output of the XOR gate 410 is the output of the vertical parity checker.

The output of the third XOR gate 420c represents the parity of inputs MLSOj to MLSOj. This value is then XORed with the expected parity MLSOj. Therefore, if the output of the vertical parity checker is low, the parity bits match and there is likely no error in the column. If the output of the vertical parity checker is high, the parity bits do not match and there is an error in the column. The error is corrected as described above.

Referring to FIG. 5 a schematic diagram illustrating a vertical parity checker circuit in accordance with an alternate embodiment of the invention is illustrated generally by numeral 500. It is built of dual pole charge over switch stages as will be appreciated by a person skilled in the art and is more suitable for integration in pitch limited circuitry. Again, the circuit 500 is set up for odd parity. For even parity, labels Parity and Parityb are reversed. Further, either the input to the XNOR is coupled to the new Parityb node or the XNOR gate is replaced with an XOR gate and its input is coupled to the new Parity node, as will be appreciated by a person skilled in the art.

Referring to FIG. 6 a block diagram illustrating a read/write circuit in accordance with an embodiment of the invention is illustrated generally by numeral 600. The read/write circuit 600 comprises a bitline sense amplifier 602, a read latch 604, a read driver 606, a write latch 608, and a write driver 610. The bitlines BL and BLb are coupled to both the bitline sense 602 and the write driver 610. When set to ‘read’, the bitline sense 602 senses a charge on the bitlines BL and BLb, which represent a charge on a cell. Output from the bitline sensor 602 is provided to the read latch 604 for latching the sensed charge, which is output to the databus 120 via the read driver 606, at an appropriate time. When set to ‘write’, the write latch 608 latches the data from the databus 102 and drives the data out onto the bitlines BL and BLb via the write driver 608. The timing and control circuitry for read and write operations are well known in the art and need not be described in detail.

A typical CAM block has 128 rows of 72 bit words. Thus, this scheme requires an additional cell for each row (128) column (72), plus one cell for the added row and columns for a total of 201 extra bits per block. These numbers result in a data storage overhead of 2.19%. In an alternate embodiment where one parity bit is stored for every 36 bits of a word, the data storage overhead is 3.58%. In both cases there is a significant savings over the prior art approaches.

In the present embodiment, when a new value is written to a row, each bit of the new value is compared with a corresponding bit of the old value. If the bit is different, then
the corresponding column parity bit needs to be changed. In order to affect this change, the parity row is read out, the affected bits are changed, and the new value is written to the parity row. Since it is likely that at least one bit will change on a write operation, the time overhead for a write operation is generally increased by an additional read and write operation to correct the parity row. In an alternate embodiment, the system automatically updates bits in the parity row on a per column basis, depending on whether or not the new data in that column differs from the old data in that column.

Referring once again to FIG. 6, the old data read from a column is stored in the read latch and is made available via a read signal RDL coupled to the output of the read latch. New data to be written to the column is stored in the write latch and is made available via a write signal WDL coupled to the output of the write latch. Referring to FIG. 7 a block diagram illustrating a CAM array in accordance with an alternate embodiment of the invention is illustrated generally by numeral 700. The CAM array 700 is similar to that described with reference to FIG. 3. However, the CAM array 700 in the present embodiment includes coupling the read/write circuit of each column with its associated column parity cell for communicating the read signal RDL and the write signal WDL. Further, the column parity cells do not have the same architecture as other cells in the array.

Referring to FIG. 8 a schematic diagram illustrating the architecture of column parity cells in accordance with the present embodiment is illustrated generally by numeral 800. The architecture is similar to the other CAM cells as described with reference to FIG. 2, with the following additions. The column parity cells further include first and second switch transistors 870 and 871, first and second two-input NOR gates 851 and 852, an XNOR gate 850, a pull-up transistor 853, an additional cross-coupled inverter pair 880, and an enable gate 854. The additional components are generally controlled by enable signal EN and its complement E\overline{N}.

The first switch transistor 870 is coupled between the first node 230 and ground and is gated by the output Set0 of the first NOR gate 851. The second switch transistor 871 is coupled between the second node 240 and ground and is gated by the output Set1 of the second NOR gate 852. The second node 240 is coupled to a third node 860 via the enable gate 854. The enable gate 854 comprises an N-channel transistor and a P-channel transistor coupled in parallel. The N-channel transistor is gated by the inverse of an enable signal EN and the P-channel transistor is gated by the enable signal EN. The cross-coupled inverter pair 880 is coupled between the third node 860 and a fourth node 861. Therefore, the voltage levels at nodes 860 and 861 will always be complementary. Further, the third node 860 is coupled to one input of the first NOR gate 851. The fourth node 861 is coupled to one input of the second NOR gate 852. The other input to both NOR gates 851 and 852 is coupled to the output of XNOR gate 850, referred to as signal Flipb, and to a pull-up voltage via the pull-up transistor 853. The pull-up transistor is a P-channel transistor that is gated by the enable signal. Lastly, the XNOR gate 850 has the read and write signals RDL and WDL as its input, and is locked by the enable signal EN.

The operation of the circuit is described as follows. In general, the additional components of the column parity cell are controlled by the enable signal EN. While the enable signal EN is low, the enable gate 854 is turned on, thereby charging node 860 to the same value as node 240. As a result of the cross-coupled inverter pair 880, the node 861 is charged to the complementary value of the node 860, which is the same as node 230. Further, the pull up transistor 853 is enabled, thus maintaining a high value on signal Fliph. Since signal Fliph is high, the outputs Set0 and Set1 of NOR gates 851 and 852 are low, thus turning off switch transistors 870 and 871. This prevents the additional circuitry from altering the value of the charge stored in the cell when the additional circuitry is disabled.

When writing data to the CAM the read procedure is executed as per the previous embodiment. However, the data read from the row is stored in the read latches of the read/write circuits. When the write data is loaded into the write latches, the enable signal EN is driven high. When the enable signal EN is high, pull-up transistor 853 is turned off and the pull-up voltage is disconnected. The XNOR gate 850 is enabled and compares the old data bit read from the column, stored in the read latch, with the new data bit for the column, stored in the write latch.

If the old data and the new data are the same it is desired that the column parity bit remain the same. The output Fliph of the XNOR gate 850 is high. Since Fliph is high signals Set0 and Set1 are low, as described above. As a result, both switch transistors 870 and 871 are turned off maintaining the same voltage levels at nodes 230 and 240. Therefore, the voltage level stored by the cell does not change, which is the desired result.

If the old data and the new data are different it is desired that the column parity bit change. The output Fliph of the XNOR gate 850 is low. In the present example, the charge stored in the cell causes the first node 240 to be high and second node 240 to be low. As previously described, this charge causes the third node 860 to be low and the fourth node 861 to be high. Since the fourth node 861 is coupled to the input of the second NOR gate 852, the output Set1 of the NOR gate 852 is low, thus turning off switch transistor 871. The third node 860 is coupled to the input of the first NOR gate 851. Since both inputs to the NOR gate 851 are low, the output Set0 is high, turning on switch transistor 870. As a result the first node 230 is pulled and the second node 240 is driven high through the cross-coupled inverter pair 880. Thus the state of the column parity bit is flipped, which is the desired result. The circuit works similarly if the first node 230 is low except that the output Set1 of the second NOR gate 852 is high.

Once the enable signal EN returns low, the transistor gate 854 is turned on, thereby charging node 860 to the same value as node 240. As a result of the cross-coupled inverter pair 880, the node 861 is charged to the complementary value of the node 860, which is the same as node 230. Further, the pull up transistor 853 is enabled, thus maintaining a high value on signal Fliph as desired. Thus it can be seen that the present embodiment does not require an additional read and write operation, as did the previous embodiment. Therefore, at the expense of some space for the additional circuitry, the present embodiment reduces the timing overhead associated with parity checking.

In yet another embodiment it is possible for there to be more than one row parity bit per row. For example, one parity bit could be assigned, for all even numbered locations and one parity bit could be assigned for all odd numbered locations. Alternatively, the row could be split physically with one parity bit covering a certain segment of contiguous bits while other parity bit covers other segments of contiguous bits.

In yet another embodiment of the invention the control circuitry can periodically scan through the array and read all the rows and fix any errors. This scanning can either occur
during an idle time when the CAM is not being accessed or a certain percentage of the cycles can be set aside for error purging.

Further, the above description refers only to binary CAM cells. However, while binary CAM cells are used for exemplary purposes only, a person skilled in the art will appreciate that the invention can equally be applied to ternary CAM cells. Referring to FIG. 9, a schematic diagram of a ternary CAM cell in accordance with the prior art is illustrated. The ternary CAM cell is split into two half-cell P and Q. Each have its own corresponding bitline and searchline pairs. Further, the ternary CAM cell has a matchline ML that is precharged low and pulled high if there is a miss. The ternary CAM cell stores three states 0, 1 and don’t care. A person skilled in the art will appreciate that the invention could be applied to ternary CAMs and assigned a parity bit for each ternary CAM cell. Alternatively, it could further be applied to each half-cell of a ternary CAM cell where there is a “P” parity bit for both rows and columns and a “Q” parity bit for both rows and columns.

Yet further, the invention can be applied to alternate cell architectures that are either known in the art or proprietary, as will be appreciated by a person skilled in the art.

Although the invention has been described with reference to certain, specific embodiments, various modifications thereof will be apparent to those skilled in the art without departing from the spirit and scope of the invention as outlined in the claims appended hereto.

The invention claimed is:

1. An error detection circuit for detecting errors in an array of content addressable memory (CAM) cells coupled to wordlines, searchlines, bitlines, and matchlines for reading from, writing to, and searching data in the CAM cells, the error detection circuit comprising:

   a. at least one row parity CAM cell per row of the array, said row parity CAM cell being coupled to the matchline of an associated row, the row parity CAM cell storing a value representing a parity of a predefined portion of an associated row;

   b. a row of column parity CAM cells, each column parity CAM cell being coupled to the bitline of an associated column and to a parity matchline, each column parity CAM cell storing a value representing a parity of a predefined portion of an associated column;

   c. a parity check circuit for comparing a calculated parity of the predefined portion of data read from a row of the array with data from the associated row parity CAM cell, a row mismatch being determined if the calculated parity mismatches the data from the associated row parity CAM cell;

   d. matchline sense amplifiers for providing matchline outputs corresponding to one of a match and a mismatch condition of the matchlines in a search and compare operation for data in one column of CAM cells of said array; and

   e. a parity matchline sense amplifier for providing a parity matchline output corresponding to one of the match and the mismatch condition of the parity matchline in the search and compare operation for data in one column of CAM cells of said array; and

   f. a vertical parity checker for calculating a vertical parity of the matchline outputs and for comparing the vertical parity with the parity matchline output, a column mismatch being determined if the vertical parity mismatches the parity matchline output.

2. The error detection circuit of claim 1, wherein the parity check circuit comprises:

   a. an inverting circuit for inverting data stored at an intersection of the row having the row mismatch and the column having the column mismatches.

3. The error detection circuit of claim 1, wherein the vertical parity checker includes exclusive NOR logic for comparing the matchline outputs with each other for generating the vertical parity, and, exclusive OR logic for comparing the vertical parity with the parity matchline output and providing an error signal corresponding to the column mismatch when the vertical parity mismatches the parity matchline output.

4. The error detection circuit of claim 1, wherein the vertical parity checker includes serially connected dual pole charge over switch stages for driving a parity output to one of a high and low logic level corresponding to the vertical parity, each stage receiving one of the matchline outputs, and,

   a. a comparator for providing an error signal corresponding to the column mismatch when the parity output mismatches the parity matchline output.

5. A memory device comprising:

   a. an array of content addressable memory (CAM) cells coupled to wordlines, searchlines, bitlines, and matchlines for reading from, writing to, and searching data in the CAM cells;

   b. a parity store circuit including at least one row parity CAM cell per row of the array and at least one column parity CAM cell per column of the array;

   c. the row parity CAM cell being coupled to the matchline of an associated row, the row parity CAM cell storing a value representing a parity of a predefined portion of an associated row;

   d. the column parity CAM cell being coupled to the bitline of an associated column and to a parity matchline, the column parity CAM cell storing a value representing a parity of a predefined portion of an associated column;

   e. a parity check circuit for comparing a calculated parity of the predefined portion of data read from a row of the array with data from the associated row parity CAM cell, a row mismatch being determined if the calculated parity mismatches the data from the associated row parity CAM cell;

   f. matchline sense amplifiers for providing matchline outputs corresponding to one of a match and a mismatch condition of the matchlines in a search and compare operation for data in the associated column;

   g. a parity matchline sense amplifier for providing a parity matchline output corresponding to one of the match and the mismatch condition of the parity matchline in the search and compare operation for data in the associated column; and

   h. a vertical parity checker for comparing a calculated vertical parity of the matchline outputs with the parity matchline output, a column mismatch being determined if the vertical parity mismatches the parity matchline output.

6. The memory device of claim 5, wherein the parity check circuit comprises:

   a. an inverting circuit for inverting data stored at an intersection of the row having the row mismatch and the column having the column mismatch.

7. The memory device of claim 5, further comprising:

   a. an access circuit for accessing the CAM cells in the array.

8. The memory device of claim 7, wherein the access circuit comprises:
a read sense amplifier for receiving previously stored data from the bitlines;
a read latch for latching the previously stored data;
a read driver for driving the previously stored data onto a databus;
a write latch for latching new data to be written; and
a write driver for driving the new data to the bitlines.
9. The memory device of claim 7, wherein the access circuit further comprises:
a changing circuit for changing a corresponding column parity bit in the parity row if the data read from the previously stored data is different from the new data.

10. The memory device of claim 9, wherein the parity check circuit further comprises:
a data comparison circuit for comparing the previously stored data with the new data for a plurality of bits and the differences between the bits are flagged for changing corresponding column parity bits in the parity row.

11. The memory device of claim 10, wherein the parity check circuit further comprises:
a bit circuit for reading a plurality of bits from the parity row, for changing the flagged bits and for rewritting the plurality of bits to the parity row.

12. The memory device of claim 9, wherein the changing circuit comprises:
a parity bit change circuit for comparing data latched by the read latch with data latched by the write latch and inverting an associate column parity bit if the comparison results in a mismatch.

13. The memory device of claim 5, wherein the vertical parity checker includes exclusive NOR logic for comparing the matchline outputs with each other for generating the vertical parity, and, exclusive OR logic for comparing the vertical parity with the matchline output and providing an error signal corresponding to the column mismatch when the vertical parity mismatches the parity matchline output.

14. The memory device of claim 5, wherein the vertical parity checker includes serially connected dual pole charge over switch stages for driving a parity output to one of a high and low logic level corresponding to the vertical parity, each stage receiving one of the matchline outputs, and,
a comparator for providing an error signal corresponding to the column mismatch when the parity output mismatches the parity matchline output.

15. A method for detecting errors in an array of content addressable memory (CAM) cells coupled to wordlines, searchlines, bitlines, and matchlines for reading from, writing to, and searching data in the CAM cells, the method comprising:

reading and generating a parity of a plurality of bits stored along a row of CAM cells;
comparing the generated parity to a stored row parity bit associated with the plurality of bits;
iteratively executing a search and compare operation for data in each column of the row of CAM cells if the stored row parity bit mismatches the generated parity;
and,
comparing a vertical parity of the matchline outputs corresponding to each row of CAM cells to a parity matchline output corresponding to a stored column parity bit associated with each column in each iteration, and identifying an error if the vertical parity mismatches the parity matchline output.

16. The method of claim 15, wherein the step of comparing the generated parity comprises:
comparing a calculated parity of a predefined portion of data read from a row of the array with data from the associated row parity CAM cell.

17. The method of claim 16, wherein the step of comparing a vertical parity comprises:
receiving the matchline outputs and generating the vertical parity corresponding to the matchline outputs.

18. The method of claim 17, wherein the step of generating the vertical parity includes exclusive NOR’ing the matchline outputs with each other.

19. The method of claim 18, wherein identifying the error includes exclusive OR’ing the vertical parity with the parity matchline output.

20. The method of claim 16, further comprising:
inverting data stored at an intersection of the row having the row mismatch and the column having the column mismatches.

21. The method of claim 15, wherein the step of iteratively executing a search and compare operation includes selecting a searchline pair corresponding to one column of the row of CAM cells and masking all other searchline pairs in each iteration.

22. The method of claim 21, wherein the step of selecting a searchline pair includes setting each searchline of the searchline pair to complementary logic levels, and the step of masking all other searchline pairs includes setting all the other searchline pairs to an inactive logic level.