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(57) Abstract

A method and apparatus (fig. 1) for compressing a plurality of video sequences (fig. 2, V1-V10) where each sequence (V1-V10) has
information that is common with other sequences. The invention ensemble encodes (fig. 2, 220) the video sequences (fig. 2, V1-V10) into
an MPEG compliant transport stream (fig. 1, E1-E10) using less predicted frame information than separately encoding each video sequence
(fig. 2, V1-V10). One illustrative application of the invention is efficiently encoding (fig. 2, items 220) and transmitting (fig. 1, 104) a
user interface such as a program guide (fig. 5, 560), navigator (fig. 5, 570) and the like. The user interface (fig. 5, 560) is illustratively
embodied in an interactive programming guide (IPG).
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METHOD AND APPARATUS FOR COMPRESSING VIDEO SEQUENCES

This application claims benefit of U.S. Provisional
patent application serial number 60/129,598 filed April
15, 1999, which is hereby incorporated herein by reference
in its entirety.

This application is also a continuation-in-part of
U.S. Patent Application serial number 09/293,535 filed
April 15, 1999, which is hereby incorporated herein by

reference in its entirety.

BACKGROUND OF THE DISCLOSURE

1. Field of the Invention

The invention relates to communications systems in
general and, more specifically, the invention relates to a
video compression technigue suitable for wuse in an-

interactive multimedia information delivery system.
2. Description of the Background Art

Over the past few years, the televisiocn industry has
seen a transformation in a variety of techniques by which
its programming is distributed to consumers. Cable
television systems are doubling or even tripling system
bandwidth with the migration to hybrid fiber coax (HFC)
cable plant. Customers unwilling to subscribe to local
cable systems have switched in high numbers to direct
broadcast satellite (DBS) systems. And, a variety of
other approaches have been attempted focusing primarily on
high bandwidth digital technologies, intelligent two way
set top boxes, or éther methods of trying to offer service
differentiated from standard cable and over the air

broadcast systems.
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With this increase in bandwidth, the number of
programming choices has also increased. Leveraging off
the availability of more intelligent set top boxes,
several companies suéh as Starsight Telecast Inc. and TV
Guide, Inc. have developed elaborate systems for providing
an interactive 1listing of a vast array of channel
offerings, expanded textual information about individual
programs, the ability to look forward to plan television
viewing as much as several weeks in advance, and the
option of automatically programming a VCR to record a
future broadcast of a television program.

Unfortunately, the existing program guides have
several drawbacks. They tend to reguire a significant
amount of memory, some of them needing upwards of one
megabyte of memory at the set top terminal (STT). They
are very slow to acguire their current database of
programming information when they are turned on for the
first time or are subsequently restarted (e.g., a large
database may be downloaded to a STT using only a vertical
blanking interval (VBI) data insertion technigue) .
Disadvantageously, such slow database acqguisition may
result in out of date database information or, in the case
of a pay per view (PPV) or video on demand (VOD) system,
limited scheduling flexibility for the information
provider.

The use of compression techniques to reduce the
amount of data to be transmitted may increase the speed of
transmitting program guide information. In several
communications systems, the data to be transmitted is
compressed so that the available transmission bandwidth is
used more efficiently. For example, the Moving Pictures
Experts Group (MPEG) has promulgated several standards
relating to digital data delivery systems. The first,
known as MPEG-1 refers to ISO/IEC standards 11172 and is

incorporated herein by reference. The second, known as
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MPEG-2, refers to ISO/IEC standards 13818 and is also
incorporated herein by reference. A compressed digital
video system is described in the Advanced Television
Systems Committee (ATSC) digital television standard
document A/53, and is incorporated herein by reference.

The above-referenced standards describe data
processing and manipulation technigques that are well
suited to the compression and delivery of video, audio and
other information using fixed or variable rate digital
communications systems. In particular, the
above-referenced standards, and other “MPEG-like”
standards and techniques, compress, illustratively, video
information using intra-frame coding techniques (such as
run-length coding, Huffman coding and the 1like) and
inter-frame coding techniques (such as forward and
backward predictive coding, motion compensation and the
like). Specifically, in the case of video processing
systems, MPEG and MPEG-like video processing systems are
characterized by prediction-based compression encoding of
video frames with or without intra- and/or inter-frame
motion compensation encoding.

However, the MPEG-1 and MPEG-2 standards have, in
some instances, very strict elementary stream and
transport stream formats, causing usage of extra bandwidth
for certain applications. For example, if a number of
interactive program guide (IPG) pages were created as
video sequences, only limited number of pages could be
encoded into a transport stream(s) at a specified
bandwidth.

Therefore, it is desirable to provide a video
compression and decompression technique that enables an
increased number of programs (video sequences) to be

transmitted within an MPEG-2 transport stream(s).
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SUMMARY OF THE INVENTION

The invention is a method and apparatus for
compressing a plurality of video sequences, where each
seguence has information common with other video
sequences., Ideally, the invention ensemble encodes the
video sequences such that the common information between
the sequences is encoded into one stream and the non-
common information is respectively encoded into separate
streams. However, when using MPEG encoding to encode the
sequences, some common. information will appear in the
stream primarily carrying the non-common information and
some non-common information will appear in the stream
primarily carrying the common information. For other
forms of encoding, this cross contamination of common and
non-common information may not occur.

In a practical embodiment of the invention, the
invention ensemble encodes the MPEG-compliant video
sequences into an MPEG-compliant transport stream using
less predicted frame information than separately encoding
each video sequence. The plurality of encoded elementary
streams are processed to create one stream having only
predicted frames (e.g., B and P frames) and other streams
having the intra-coded frame (reference frame) of each
stream. The stream containing the predicted frames
represents (for the most part) the common information
across all the seguences, while the streams containing the
reference frames represent a combination of common and
non-common information, illustratively the guide portion
ofan interactive program guide, that is different from
seqguence to seguence. The predicted frame stream is
assigned a packet identifier (PID) code and the other
streams are each assigned their own separate PIDs. all
the streams are then assembled into a transport stream and

transmitted to a receiver. The receiver reassembles any
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of the streams by concatenating a selected reference frame
stream with the predicted frame stream. The stream is
then decoded to form a video frame sequence for display.

One illustrative application for the inventive
encoder is to efficiently encode and transmit a user
interface screens such as a program guide, interactive
program guide, electronic program guide, navigator and the
1ike. The user interface is illustratively embodied in an
interactive program guide (IPG). An IPG is defined in a
page having a graphic grid of programming information and
a video portion for displaying movie trailers, informative
video, promotional video and the like. Audio also
accompanies the video. Each page is represented by a
video frame sequence and many pages can display a 24 hours
period of zvailable programming . Since the sequences are
generally identical except for differing program grids in
each sequence, each of the seqguences are encoded as
discussed above. As such, to decode a particular IPG page
for display, a receiver need only select a PID for a
specific page and the receiver will assemble the predicted
stream with the selected reference frame to produce a
stream for decoding. A decoder then produces the frame
sequence for the selected IPG page. To change pages, the.
receiver selects another reference frame PID, attaches
that stream to the predicted stream, and then produces a
different IPG page. Since the frame seguences are
similarly ensemble encoded in a synchronous manner, the
transition from page to page is seamless.

The method of invention works with MPEG-1, MPEG-2,
and any future derivatives of MPEG that are compliant with
these first two versions. It is also important to note
that the invention is equally applicable to any encoding
system, including systems that does not utilize MPEG video

and transport stream formats.
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BRIEF DESCRIPTION OF THE DRAWINGS

The teachings of the present invention can be readily
understood by considering the following detailed
description in conjunction with the accompanying drawings,
in which:

Figure 1 depicts a block diagram of an illustrative
interactive information distribution system that performs
includes the encoding unit and process of the present
invention;

Figure 2 depicts a block diagram of an encoding and
multiplexing wunit in accordance with the present
invention;

Figure 3 is a flow diagram of a process used by a
picture isolator;

Figure 4 depicts a data structure of a transport
stream that is generated in accordance with the present
invention;

Figure 5 depicts a block diagram of a receiver within
subscriber equipment suitable for use in an interactive
information distribution system;

Figure 6 depicts a flow diagram of a method for
recombining and decoding streams;

Figure 7 depicts a flow diagram of a second method
for recombining and decoding streams;

Figure 8 depicts a flow diagram of a third method for
recombining and decoding streams;

Figure 9 depicts an example of one frame taken from a
video sequence that can be encoded using the present
invention;

Figure 10 depicts a second example of one frame taken
from another video seguence that can be encodedvusing the
present invention;

Figure 11 depicts a matrix representation of program

guide data; and
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Figure 12 depicts a matrix representation of program
guide data with the data groupings shown for efficient
encoding in accordance with the present invention.

To facilitate understanding, identical reference
numerals have been used, where possible, to designate

identical elements that are common to the figures.

DETAILED DESCRIPTION

This invention is a system for generating,
distributing and receiving a stream containing compressed
video information from a substantial number of video
sequences. The invention is illustratively used to encode
a plurality of interactive program guides that enable a
user to interactively review, preview and select

programming for a television system.

A. System

Figure 1 depicts a high-level block diagram of an
information distribution system 100, e.g., a video-on-
demand system or digital cable system, that incorporates
the present invention. The system 100 contains service
provider equipment (SPE) 102 (e.g., a head end), a
distribution network 104 (e.g., hybrid fiber-coax network)
and subscriber equipment (SE) 106. This form of
information distribution system is disclosed in commonly
assigned U.S. patent application serial number 08/984,710
filed December 3, 1997. The system is known as DIVA
provided by DIVA Systems Corporation.

In general, the SPE 102 produces a plurality of
digital streams that contain encoded information in MPEG
compressed format. These streams are modulated using a
modulation format that is compatible with the distribution
network 104. The subscriber equipment 106, at each

subscriber location 106,, 106,, ..., 106;,, comprises a
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receiver 124 and a display 126. Upon receiving a stream,
the subscriber equipment receiver 124 extracts the
information from the received signal and decodes the
stream to produce the information on the display, i.e.,
produce a television program, program guide page, or other
multimedia program.

In an interactive information distribution system
such as the one described in commonly assigned U.S. patent
application 08/984,710, filed December 3, 1997, the
program streams are addressed to particular subscriber
equipment locations that requested the information through
an interactive menu. A related interactive menu structure
for requesting video on demand is disclosed in commonly
assigned U.S. patent application serial number 08/984,427,
filed December 3, 1997. Another example of interactive
menu for requesting multimedia services is the interactive
program guide (IPG) disclosed in commonly assigned U.S.
patent application 60/093,891, filed in July 23, 1998.

To assist a subscriber (or other viewer) in selecting
programming, the SPE 102 produces an interactive program
guide that is compressed for transmission in accordance
with the present invention. The IPG contains program
information, e.g., title, time, channel, program duration
and the like, as well at least one region displaying full
motion wvideo, i.e., & television advertisement or
promotion. Such informational video 1is provided in
various locations within the program guide screen.

The invention produces the IPG using a compositing
technique that is described in commonly assigned US patent
application serial numbers 09/201,528 filed November 30,
1998 and filed July 23, 1999 (attny dockets
168 and 168 CIP1l), which are hereby incorporated by

reference herein. The compositing technigue, which will
not be discussed further herein, enables full motion wvideo

to be positioned within an IP¢ and have the wvideo
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seamlessly transition from one IPG page to another. The
composited IPG pages (i.e., a plurality of video frame
sequences) are coupled from a video source 114 to an
encoding and multiplexing unit 116 of the present
invention. Audio signals associated with the wvideo
sequences are supplied by an audio source 112 to the
encoding and multiplexing unit 116.

The encoding and multiplexing unit 116 compresses the
frame sequences into a plurality of elementary streams.
The elementary streams are further processed to remove
redundant predicted frames. A multiplexer within unit 116
then assembles the elementary streams into a transport
stream.

The transport stream is then modulated by the digital
video moduiator 122 using a modulation format that is
compatible with the distribution network 104. For
example, in the DIVA™ system the modulation is quadrature
amplitude modulation (QAM); however, other modulation
formats could be used.

The subscriber equipment 106 contains a receiver 124
and a display 126 (e.g., a television). The receiver 124
demodulates the signals carried by the distribution
network 104 and decodes the demodulated signals to extract
the IPG pages from the stream. The details of the

receiver 124 are described below with respect to Figure 5.

B. Encoding and Multiplexing vUnit 116

Figure 2 depicts a block diagram of the encoding and
multiplexing unit 116 of Figure 1 which produces a
transport stream comprising a plurality of encoded video,
audio, and data elementary streams. The invented system
is designed specifically to work in an ensemble encoding
environment, where a plurality of video streams are

generated to compress video information that carries
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common and non-common content. Ideally, the common content
is encoded into a single elementary stream and the non-
common content are encoded into separate elementary
streams. However, in a practical MPEG encoding process,
some common information will appear in the stream intended
to carry non-common information and some non-common
information will appear in the stream intended to carry
common information. In this way, thecommon content is
notduplicated in every stream, yielding significant
bandwidth savings. Aithough the following description of

the invention is presented within the context of IPG, it

'is important to note that the method and apparatus of the

invention is equally applicable to a broad range of
applications, such as broadcast video on demand delivery,
e-commerce, internet video education services, and the
like, where delivery of video sequences with command
content is required.

Specifically, the encoding anq multiplexing unit 116
receives a plurality of video sequences V1-V10 and,
optionally, one or both of a audio signal SA and a data
signal SD.

The video sequences V1-V10 includes imagery common to
each other, e.g., common IPG background information and
common video portion information. On the other hand, the
programming information (program grid graphic) is
different in every sequence V1-V10.

The audio source SA comprises, illustratively, audio
information that is associated with a video portion in the
video sequences such as an audio track associated with
still or moving images. For example, in the case of video
sequence V1 representing a movie trailer, the audio stream
SA is derived from the source audio (e.g., music and
voice-over) associated with the music trailer.

The data stream SD comprises, illustratively, overlay

graphics information, textual information describing
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programming indicated by the guide region and other system
or user interface related data. The data stream SD can be
separately encoded into 1its own elementary stream or
included within the MPEG-2 or other suitable standard or
proprietary transport stream suitable for use in the
information distribution system of Figure 1. as private
data, auxiliary data, and the like.

The encoding and multiplexing unit 116 comprises a
plurality of real time MPEG-2 encoders 220-1 through 220-
10 (collectively encoders 220), an encoding profile and
clock generator 202, a plurality of picture isolators 230-
1 through 230-10 (collectively picture isolators 230), a
plurality of packetizers 240-1 through 240-13
(collectively packetizers 240), a plurality of buffers
250-1 through 250-13 (collectively buffers 250), a
transport multiplexer 260, an audio delay element 270 and
an optional data processor 280.

The video sequences V1-V10 are coupled to respective
real time encoders 220. Each encoder 220 encodes,
illustratively, a composited IPG screen seqguence to form a
corresponding compressed video bit stream, e.g., an MPEG-2
compliant bit stream having associated with it a
predefined group of pictures (GOP) structure. A common
clock and encoding profile generator 202 provides a clock
and profile to each encoder 220 to ensure that the
encoding timing and encoding process occur similarly for
each video sequence V1-V10. As such, the encoding 1is
performed in a synchronous manner.

For purposes of this discussion, it is assumed that
the GOP structure consists of an I-picture followed by ten
B-pictures, where a P-picture separates each group of two
B-pictures (i.e., “[-B-B-P-B-B-P-B-B-P-B-B-P-B-B"),
however, any GOP structure and size may be used 1in
different configurations and applications. It 1is

preferable that the same encoding profile, including the
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GOP structure, is used by each of the real time encoders
220 to have uniform encoding across multiple streams and
to produce approximately the same size encoded I- and
Predicted-Pictures. Moreover, by utilizing the same
profile and predefined GOP structure, multiple instances
of the same encoder are used to realize the encoding and
multiplexing unit 116, thereby driving down costs. Note
also that the encoding process can be performed by one
encoder or a plurality of encoders depending on
implementation chcice.

Each of the real time encoders 220 produces an
encoded MPEG-2 bit stream (E1-E10) that is coupled to a
respective picture isolator 230. Each of the picture
isolators 230 examines the encoded video stream to isolate
I-pictures within the MPEG-2 compliant streams E1l-E10, by
analyzing the stream access units associated with I-, P-
and B- pictures.

The first picture isolator 230-1 receives the MPEG-2
compliant stream E1 from the first real time encoder 220-1
and responsively produces two output bit streams PRED and
I,. The remaining picﬁure isolators 230-2 to 230-10
produces only I frame streams. Note that the PRED stream
can be generated by any one of the picture isolators.

The picture isolators 230 process the received
streams E1-E10 according to the type of picture (I-, P- or
B-picture) associated with a particular access unit and
also the relative position of the pictures within the
sequence and group of pictures. As noted in the MPEG-1
and MPEG-2 specifications, an access unit comprises a
coded representation of a presentation unit. In the case
of audio, an access unit is the coded representation of an
audio frame. In the case of video, an access unit
includes all the coded data for a picture and any stuffing
bits that follows it, up to but not including the start of

the next access unit. If a picture is not preceded by a
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group start code or a seguence header code, then the
corresponding access unit begins with the picture start
code. If the picture is preceded by a group start code
and/or a sequence header code (e.g., an I-picture), then
the corresponding access unit begins with the first byte
of the first start code in the seguence or a GOP. If the
picture is the last picture preceding a seqguence end code
in the stream, then all bytes between the last byte of the
coded picture and the sequence end code (including the
sequence énd code) belong to the access unit. Each of the
remaining B- and P-picture access units in a GOP includes
a picture start code. The last access unit of the GOP
(e.g., a terminating B-picture) includes, in addition, a
sequence end code indicating the termination of the GOP.

The I, stream, as the first picture of the seguence,
consists of a seguence header, a sequence extension, GOP
header, picture header, picture extension, and I-picture
data until the next picture start code. By contrast, the-
PRED stream comprises only P- and B-picture access units,
starting from the second picture start code
(illustratively a B-picture) and all data until the next
group start code, thereby including all access units of
the GOP except those representing the I-picture.

Each of the second 230-2 through tenth 230-10 picture
isolators receive, respectively, the MPEG-2 compliant
streams E2 through E10 from the corresponding real time
encoders 220-2 through 220-10, each producing one
respective output stream I,-I; comprising only the sequence
headér and all data until the respective second picture
start codes (i.e., the access unit data associated with an
I-picture at the beginning of the respective GOP).

Figure 3 illustrates a high-level flow sequence in
isolating pictures suitable for use in the picture

isolators unit 230 of Figure 2.



WO 00/64164 PCT/US00/10187

10

15

20

25

30

-14-

The picture isolator method 300 is entered at step
305 and proceeds to step 310, where it waits for a
sequence header or a group start code, upon detection of
which it proceeds to step 315.

At step 315, the sequence header and all data until
the second picture start code is accepted. The method 300
then proceeds to step 320.

At step 320, the accepted data is coupled to the I-
picture output of the picture isolator. In the case of
picture isolators 230-2 through 230-10, since there is no
PR output shown, the aqcepted data (i.e., the sequence
header, I-picture start code and I-picture) is coupled to
a sole output. The method 400 then proceeds to step 325.

At step 325, a query is made as to whether non-I-
picture data is to be processed. That is, a query is made
as to whether non-I-picture data is to be discarded or
coupled to a packetizer. If the query at step 325 is
answered negatively ' (non-I-picture data is discarded) then
the method 300 proceeds to step 310 to wait for the next
sequence header. If the query at step 325 is answered
affirmatively, then the method 300 proceeds to step 330.

At step 330, the second picture start code and all
data in a GOP until the next group start code is accepted.
The method 400 then proceeds to step 335.

At step 335, the accepted data is coupled to the non-
I-picture output of the frame isolator 230 to form the
PRED stream.

In summary, the picture isolator method 300 examines
the compressed video stream produced by the real time
encoder 220 to identify the start of a GOP, the start of
an I-picture (first picture start code after the group
start code) and the start of predicted-pictures (second
picture start code after the group start code) forming the

remainder of a GOP. The picture isolator method couples
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the I-pictures and predicted-pictures to packetizers for
further processing in conformance with the invention.

The first packetizer 240-1 packetizes the PRED stream
into a plurality of fixed length transport packets
according to, e.g., the MPEG-2 standard. Additionally,
the first packetizer 240-1 assigns a packet identification
(PID) of, illustratively, one (1) to each of the packets
representing information from the PRED stream, thereby
producing a packetized stream PID-1. The second
packetizer 240-2 packetizes the I stream to produce a
corresponding packetized stream PID-2.

The I, through I,, output streams of the second 230-2
through tenth 230-10 picture isolators are coupled to,
respectively, third 240-3 through eleventh 240-11
transport packetizers, which produce respective packetized
streams PID-3-PID-11.

In addition to the video information forming the ten
IPG screens, audio information associated with IPG screens
is encoded and supplied to the transport multiplexer 260.
Specifically, the source audio signal is subjected to an
audio delay 270 and then encoded by a real time audio
encoder 220-A, illustratively a Dolby AC-3 real time
encoder, to produce an encoded audio stream EA. The
encoded stream EA is packetized by a 12th transport
packetizer 240-12 to produce a transport stream having a
PID of 12 (PID-12). The PID-12 transport stream is
coupled to a 12 buffer 250-12.

The IPG grid foreground and overlay graphics data is
coupled to the transport multiplexer 260 as a data stream
having a PID of thirteen (PID-13). The data stream is
produced by processing the data signal SD as related for
the application using the data processor 280 and
packetizing the processed data stream SD’ using the
thirteenth packetizer 240-13 to produce the PID-13 signal,
which is coupled to the thirteenth buffer 250-13.
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Each of the transport packetized streams PID-1-PID-11
is coupled to a respective buffer 250-1 through 250-11,
which is in turn coupled to a respective input of the
multiplexer 260, illustratively an MPEG-2 transport
multiplexer. While any type of multiplexer will suffice
to practice the invention, the operation of the invention
is described within the context of an MPEG-2 transport
multiplexing system.

A transport stream, as defined in ISO standard 13818-
1 (commonly known as MPEG-2 systems specification), is a
sequence of egual sized packets, each 188 bytes in length.
Each packet has a 4 bytes of header and 184 bytes of data.
The header contains a number of fields, including a PID
field. The PID field cpntains thirteen bits and uniquely
identifies each packet that contains a portion of a
vstream” of video information as well as audio information
and data. As such, to decode a particular video stream
(or audio or data stream ) for viewing or presentation,
the decoder in the subscriber or user equipment extracts
packets containing a particular PID and decodes those
packets to create the video (or audio or data) for viewing
or presenting.

Each of the thirteen streams representing the IPG is
uniguely identified by a PID. In the preferred
embodiment, the thirteen streams are multiplexed into a
single transport stream. Less or more IPG streams may be
included in the transport stream as bandwidth permits.
Additionally, more than one transport stream can be used
to transmit the IPG streams.

Multiplexer 260 processes the packetized data stored
in each of the 13 buffers 250-1 through 250-13 in a round
robin basis, beginning with the 13°" buffer 250-13 and
concluding with the first buffer 250-1. That is, the
transport multiplexer 260 retrieves or “drains” the PID 13

information stored within the 13" buffer 250-13 and
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couples that information to the output stream TOUT. Next,
the 12°® buffer 250-12 is emptied of packetized data which
is then coupled to the output stream TOUT. Next, the 11°%®
buffer 250-11 is emptied of packetized data which is then
coupled to the output stream TOUT and so on until the 1°°
buffer 250-1 is emptied of packetized data which is then
coupled to the output stream TOUT. It is important to
note that the processing flow is synchronized such that
each output buffer includes all the access units
associated with an I-picture {(250-2 through 250-11)
suitable for referencing a GOP, a particular group of P-
and B-pictures (250-1) suitable for filling out the rest
of the GOP, a particular one or more audio access units
(250-12) and an related amount of data (250-13). The
round robir draining process is repeated for each buffer,
which has been filled in the interim by new transport
packetized streams PID-13 to PID-1.

Figure 4 depicts a data structure 400 for a transport
stream produced by the encoding and multiplexing unit as a
result of processing in a round robin basis. The figure
shows one GOP portion of a transport stream, which is
indicated by “START” and “END” phrases. The data
structure starts with data transport packet 401 having
PID-13, then it proceeds with an audio packet 402 having
PID-12, which are followed by I-picture packets 403 - 412
assigned as PID-11 to PID-2. The remaining packets 413 to
425 carry the PRED stream with PID-1. The packets 423 to
425 in the figure show the terminating access units of the
previous GOP.

Note that the exemplary data structure and the round
robin process are not strictly required for the operation
of the invention. The data and audio packets can be
placed into different parts of the transport stream, or
the sequence of I-picture packets can be changed in a

different data structure. The only regquirement is that
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the I-picture related packets should precede the PRED
stream in the transport stream if the set top terminal is
to decode the stream in one pass without storing any
packets. This only reqguirement, which comes - from
necessity of decoding the reference I-pictures before the
predicted pictures, is removed for set top terminals with
additional storage capabilities.

In the preferred embodiment, the exemplary data
structure (and related other varied embodiments that still
incorporate the above teachings) is encapsulated in one
multi-program transport stream. Each program in the
program map table (PMT) of MPEG-2 transport stream
includes an I-PID (one of the illustrative ten I-PID's 403
to 412), the PRED stream PID-1, data PID-13 401, and audio
PID-12 402. Although the multiplexer 260 of Figure-2
couples a PRED stream access units 413 - 425 to the
multiplexer output TOUT only once per GOP, the PMT for
each program references PRED stream PID-1. For the
illustrative organization of video input sources in Figure
2, there would be ten programs, each consisting of one of
ten I-PID’s 403 to 413, PRED PID-1, audio PID-12, and data
PID-13.

In an alternative embodiment, the information packets
are formed into a single program and carried with a single
program transport stream. In this embodiment, the complete
set of PID’ s 401 to 425 are coupled into a single
program.

Yet, in an alternative embodiment, multiple transport
streams are employed to transport the data structure (and
related other varied embodiments that still incorporate
the above teachings) of Figure 4. In this embodiment,
each transport stream is formed in a multi-program manner,
where each program comprises an I-PID, PRED-PID, data-PID
and an audio PID. The information packets in each

transport stream are retrieved in a similar way as a
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single transport stream. In still an alternative
embodiment, the information packets are carried in single
program multiple transport streams.

It is important to note that a variety of transport
stream formats can be émployed to carry the information
streams generated by this invention, yet still being
retrieved by a receiver that incorporates the teachings
introduced in this invention. The resolution of PID’'s in
a program that comprises multiple PID’s and then
recombination of I- and PRED-PID’s require particular
attention at the receiver terminal. The related teachings
of the receiver recombination techniques are provided in

the following sections.

C . Receiver 124

Figure 5 depicts a block diagram of the receiver 124
(also known as a éet top terminal (STT) or user terminal)
suitable for use in producing a display of a user
interface in accordance with the present invention. The
STT 124 comprises a tuner 510, a demodulator 520, a
transport demultiplexer 530, an audio decoder 540, a video
decoder 550, an on-screen display processor (OSD) 560, a
frame store memory 562, a video compositor 590 and a
controller 570. User interaction is provided via a remote
control unit 580. Tuner 510 receives, e.g., a radio
frequency (RF) signal comprising, for example, a plurality
of quadrature amplitude modulated (QAM) information
signals from a downstream (forward) channel. Tuner 510,
in response to a control signal TUNE, tunes a particular
one of the OQAM information signals to produce an
intermediate frequency (IF) information signal.
Demodulator 520 receives and demodulates the intermediate
frequency QAM information signal to produce an information

stream, illustratively an MPEG transport stream. The MPEG
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transport stream is coupled to a transport stream
demultiplexer 530.

Transport stream demultiplexer 530, in response to a
control signal TD produced by controller 570,
demultiplexes (i.e., extracts) an audio information stream
A and a video information stream V. The audio information
stream A is coupled to audio decoder 540, which decodes
the audio information stream and presents the decoded
audio information stream to an audio processor (not shown)
for subsequent presentation. The video stream V is
coupled to the video decoder 550, which decodes the
compressed video stream V to produce an uncompressed video
stream VD that is coupled to the video compositor 590. OSD
560, in response to a control signal OSD produced by
controller 570, produces a graphical overlay signal VOSD
that is coupled to the video compositor 530. During
transitions between streams representing the wuser
interfaces, buffers in the decoder are not reset. As
such, the user interfaces seamlessly transition from one
screen to another.

The video compositor 590 merges the graphical overlay
signal VOSD and the uncompressed video stream VD to
produce a modified video stream (i.e., the underlying
video images with the graphical overlay) that is coupled
to the frame store unit 562. The frame store unit 562
stores the modified video stream on a frame-by-frame basis
according to the frame rate of the video stream. Frame
store unit 562 provides the stored video frames to a video
processor (not shown) for subsequent processing and
presentation on a display device.

Controller 570 comprises a microprocessor 572, an
input/output module 574, a memory 576, an infrared (IR)
receiver 575 and support circuitry 578. The
microprocessor 572 cooperates with conventional support

circuitry 578 such as power supplies, clock circuits,
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cache memory and the like as well as circuits that assist
in executing the software routines that are stored in
memory 576. The controller 570 also contains input/output
circuitry 574 that forms an interface Dbetween the
controller 570 and the tuner 510, the transport
demultiplexer 530, the onscreen display unit 560, the back
channel modulator 595, and the remote control unit 580.
Although the controller 570 1is depicted as a general
purpose computer that is programmed to perform specific
interactive program guide control function in accordance
with the present invention, the invention can Dbe
implemented in hardware as an application specific
integrated circuit (ASIC). As such, the process steps
described herein are intended to be broadly interpreted as
being equivalently performed by software, hardware, or a
combination thereof.

In the exemplary embodiment of Figure 5, the remote
control unit 580.comprises an 8-position joy stick, a
numeric pad, a “select” key, a “freeze” key and a “return”
key. User manipulations of the joy stick or keys of the
remote control device are transmitted to a controller via
an infra red (IR) link. The controller 570 is responsive
to such user manipulations and executes related user
interaction routines 500, uses particular overlays that
are available in an overlay storadge 376.

Once received, the video streams are recombined via
stream processing routine 502 to form the video sequences
that were originally compressed. The following describes

three illustrative methods for recombining the streams.
Cl. Recombination Method 1
In this method, an I-Picture stream and the PRED

stream to be recombined keep their separate PID'S until

the point where they must be depacketized. The



WO 00/64164 PCT/US00/10187

10

15

20

25

30

_22_

recombination process is conducted within the
demultiplexer 530 of the subscriber equipment. 106. For
illustrative purposes, assuming the preferred embodiment
of the transport stream discussed above (multi-program
transport stream with each program consisting of an I-PID,
PRED-PID, audio-PID, and data-PID), any packet with a PID
that matches any of the PID’s within the desired program
are depacketized and the payload is sent to the elementary
stream video decoder. Payloads are sent to the decoder in
exactly in the order in which the packets arrive at the
demultiplexer.

Figure 6 illustrates the details of this method, in
which, it starts at step 605 and proceeds to step 610 to
wait for (user) selection of an I-PID to be received. The
I-PID, as the first picture of a stream’s GOP, represents
the stream to be received. Upon detecting a transport
packet having the selected I-PID, the method 600 proceeds
to step 615. - '

At step 615, the I-PID packets are extracted from the
transport stream, including the header information and
data, until the next picture start code. The header
information within the first-received I-PID access unit
includes sequence header, sequence extension, group start
code, GOP header, picture header, and picture extension,
which are known to a reader that is skilled in MPEG-1 and
MPEG-2 compression standards. The header information in
the next I-PID access units that belongs to the second and
later GOP’s includes group start code, picture start code,
picture header, and extension. The method 600 then
proceeds to step 620 where the payloads of the packets
that includes header information related to video stream
and I-picture data are coupled to the video decoder 550 as
video information stream V. The method 600 then proceeds

to step 625.
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At step 625, the predicted picture packets PRED-PID,
illustratively the PID-1 packets of fourteen predicted
pictures 413 to 425 in Figure 4 in a GOP of size fifteen,
are extracted from the transport stream. At step 630, the
payloads of the packets that includes header information
related to video stream and predicted—picture data are
coupled to the video decoder 550 as video information
stream V. At the end of step 630, a complete GOP,
including the I-picture and the predicted-pictures, are
available to the video decoder 550. &s the payloads are
sent to the decoder in exactly in the order in which the
packets arrive at the demultiplexer, the video decoder
decodes the recombined stream with no additional
recombination process. The method 600 then proceeds to
step 635.

At step 635 a query is made as to whether a
different I-PID is reguested. If the query at step 635
is answered negatively, then the method 600 proceeds to
step 610 where the transport demultiplexer 530 waits for
the next packets having the PID of the desired I-picture.
If the query at step 635 is answered affirmatively, then
the PID of the new desired I-picture is identified at step
640 and the method 600 returns to step 610.

The method 600 of Figure 6 is used to produce 2
conformant MPEG video Stream V by concatenating a desired
I-picture and a plurality of P- and/or B-pictures forming

a pre-defined GOP structure.

C2. Recombination Method 2

The second method of recombining the video stream
involves the modification of the transport stream using a
pID filter. A PID filter 504 can be implemented as part
of the demodulator 520 of Figure 5.
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For i1llustrative purposes, assuming the preferréd
embodiment of the transport stream discussed above (multi-
program transport stream with each program consisting of
an I-PID, PRED-PID, audio-PID, and data-PID), any packet
with a PID that matches any of the PID's within the
desired program to be received have its PID modified to
the lowest video PID in the program (the PID which is
referenced first in the program’s program mapping table
(PMT)). For example, in a program, assuming that an I-PID
is 50, and PRED-PID is 51. Then, the PID-filter modifies
the PRED-PID as 50 and thereby, both I- and Predicted-
picture access units attain the same PID number and become
a portion of a common stream.

As a result, the transport stream output from the PID
filter contains a program with a single video stream,
whose packets appear in the proper order to be decoded as
valid MPEG video.

Note that the incoming bit stream does not
necessarily contain any packets with a PID equal to the
lowest video PID referenced in the programs PMT. Also
note that it is possible to modify the video PID's to
other PID numbers than lowest PID without changing the
operation of the algorithm.

When the PID’s of incoming packets are modified to
match the PID's of other packets in the transport stream,
the continuity counters of the merged PID's may become
invalid at the merge points, due to each PID having its
own continuity counter. For this reason, the
discontinuity indicator in the adaptation field is set for
any packets that may immediately follow a merge point.
Any decoder components that check the continuity counter
for continuity is required to correctly process the
discontinuity indicator bit.

Figure 7 illustrates the details of this method, in

which, it starts at step 705 and proceeds to step 710 to
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wait for (user) selection of an I-PID to be received. The
TI-PID, as the first picture of a stream’s GOP, represents
the stream to be received. Upon detecting a transport
packet having the selected I-PID, the method 700 proceeds
to step 715.

At step 715, the PID number of I-stream is re-mapped
to a predetermined number, PID*. At this step, the PID
filter modifies all the PID's of the desired I-stream
packets to PID*, The method then proceeds to step 720,
wherein the PID number of the predicted picture stream,
PRED-PID, is re-mapped to PID*. At this step, the PID
filter modifies all the PID’'s of the PRED-PID packets to
PID*. The method 700 then proceeds to step 725.

At step 725, the packets of the PID* stream is
extracted from the transport stream by the demultiplexer.
The method 700 then proceeds to step 730, where the
payloads of the packets that includes video stream header

information and I-picture and predicted picture data are

~coupled to the video decoder 550 as video information

stream V. The method 700 then proceeds to 735.

At step 735, a query is made as to whether a
different I-PID is requested. If the query at step 735 is
answered negatively, then the method 700 proceeds to step
710 where the transport demultiplexer 530 waits for the
next packets having the PID of the desired I-picture. If
the query at step 735 is answered affirmatively, then the
PID of the new desired I-picture is identified at step 740
and the method 700 returns to step 710.

The method 700 of Figure 7 is used to produce a
conformant MPEG video stream V by merging the reference
stream information and predicted stream information before

the demultiplexing process.C3. Recombination Method 3

The third method accomplishes MPEG bit stream

recombination by using splicing information in the
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adaptation field of the transport packet headers by
switching between video PIDs based on splice countdown
concept.

In this method, the MPEG streams signal the PID to
PID switch points using the splice countdown field in the
transport packet header’s adaptation field. When the PID
filter is programmed to receive one of the PIDs in a
program’s PMT, the reception of a packet containing a
splice countdown value of 0 in its header’s adaptation
field causes immediate reprogramming of the PID filter to
receive the other video. PID. Note that a special
attention to splicing syntax is required in systems where
splicing is used also for other purposes.

Figure 8 illustrates the details of this method, in
which, it starts at step 805 and proceeds to step 810 to
wait for (user) selection of an 1-PID to be received. The
1-PID, as the first picture of a stream’s GOP, represents
the stream to Dbe feceived. Upon detecting a transport
packet having the selected I-PID, the method 800 proceeds
to step 815.

At step 815, the I-PID packets are extracted from the
transport stream until, and including, the I-PID packet
with slice countdown value of zero. The method 800 then
proceeds to step 820 where the payloads of the packets
that includes header information related to video stream
and I-picture data are coupled to the video decoder 550 as
video information stream V. The method 800 then proceeds
to step 825.

At step 825, the PID filter is re-programmed to
receive the predicted picture packets PRED-PID. The
method 800 then proceeds to 830. At step 830, the
predicted stream packets, illustratively the PID-1 packets
of fourteen predicted pictures 413 to 425 in Figure 4 in a
GoP of size fifteen, are extracted from the transport

stream. At step 835, the payloads of the packets that
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includes header information related to video stream and
predicted-picture data are coupled to the video decoder
550 as video information stream V. At the end of step
835, a complete GOP, including the I-picture and the
predicted-pictures, are available to the video decoder
550. As the payloads are sent to the decoder in exactly
in the order in which the packets arrive at the
demultiplexer, the video decoder decodes the recombined
stream with no additional recombination process. The
method 800 then proceeds to step 840.

At step 840, a gquery is made as to whether a
different I-PID is requested. If the query at step 840
is answered negatively, then the method 800 proceeds to
step 850 where the PID filter is re-programmed to receive
the previous desired I-PID. Tf answered affirmatively,
then the PID of the new desired I-picture is identified at
step 845 and the method proceeds to step 850, where the
PID filter is re-pfogrammed to receive the new desired I-
PID. The method then proceeds to step 845, where the
transport demultiplexer 530 waits for the next packets
having the PID of the desired I-picture.

The method 800 of Figure 8 is used to produce a
conformant MPEG video stream V, where the PID to PID

switch is performed based on a slice countdown concept.

D. Example: Interactive Program Guide

Dl. User Interface and Operation of IPG

To illustrate the applicability of the invention to
encoding IPG sequences, Figures 9 and 10 depict a frame
from two different sequences of IPG pages 900 and 1000.
The common information is everything except the
programming grid 902 and 1002. The non-common information

is the programming grid 902 and 1002. The programming
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grid 902 and 1002 changes from sequence 900 to sequence
1000. This grid changes for each channel group and each
time interval. The IPG display 900 of Figure 9 comprises
a first 905A, second 9058 and third 905C time slot
objects, a plurality of channel content objects 910-1
through 910-8, a pair of channel indicator icons 941A,
941B, a video barker 920 (and associated audio barker), a
cable system or provider logo 915, a program description
region 950, a day of the week identification object 931, a
time of day object 939, a next time slot icon 934, a
temporal increment/decrement object 932, a “favorites”
filter object 935, a smovies” filter object 936, a ‘“kids”
(i.e., Jjuvenile) programming filter icon 937, a “sports”
programming filter object 938 and a VOD programming icon
933. It should be noted that the day of the week object
931 and next time slot icon 934 may comprise independent
objects (as depicted in Figure 9) or may be considered
together as parts éf a combined object. Details regarding
the operation of the IPG pages, their interaction with one
another and with a user are described in commonly assigned

US patent application filed July 23, 1999

(attorney docket no. 070 CcIP2) which is hereby
incorporated herein by reference.

In a system, illustratively, comprising 80 channels
of information, the channels are displayed in 8-channel
groups having associated with them three hour time slots.
In this organization, it 1is necessary to provide 10 video
PIDs to carry the present-time channel/time/title
information, one audio pID to carry the audio barker
and/or a data PID (or other data transport method) to
carry the program description data, overlay data and the
like. To broadcast program information up to 24 hours in
advance, it is necessary to provide 128 (8*24/1.5) video
PIDS, along with one audio and, optionally, one or more

data PIDs. The amount of time provided for in broadcast
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video PIDs for the given channel groups comprises the time
depth of the program guide, while the number of channels
available through the guide (compared to the number of
channels in the system) provides the channel depth of the
program guide. In a system providing only half of the
available channels via broadcast video PIDs, the channel
depth is said to be 50%. 1In a system providing 12 hours
of time slot "look-ahead,” the time depth is said to be 12
hours. In a system providing 16 hours of time slot "look-
ahead” and 4 hours of time slot “look-back,” the time
depth is said to be +16/-4 hours.

The video streams representing the IPG are carried in
a single transport stream or multiple transport streams,
within the form of a single or multi-programs as discussed
previously in this invention. A user desiring to view the
next 1.5 hour time interval (e.g., 9:30 - 11:00) may
activate a “scroll right” object (or move the joystick to
the right when a program within program grid 902 occupies
the final displayed time interval). Such activation
results in the controller of the STT noting that a new
time interval is desired. The video stream corresponding
to the new time interval is then decoded and displayed.
If the corresponding video stream is within the same
transport stream (i.e., a new PID), then the stream 1is
immediately decoded and presented. If the corresponding
video stream is within a different transport stream, then
the related transport stream is extracted from the
broadcast stream and the related video stream is decoded
and presented. If the corresponding transport stream is
within a different Dbroadcast stream, then the related
broadcast stream is tuned, the corresponding transport
stream is extracted, and the desired video stream is
decoded and presented.

It is important to note that each extracted video

stream is generally associated with a common audio stream.
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Thus, the video/audio parker function of the program guide
is continuéusly provided, regardless of the selected video
stream. Also note that the teachings of the invention is
equally applicable té systems and user interfaces that
employs multiple audio streams.

Similarly., a user interaction resulting in a prior
time interval or a different set of channels results in
the retrieval and presentation of a related video stream.
If the related video stream is not part of the broadcast
video streams, then a pointcast session is initiated. For
this purpose, the STT sends a request tO the head end via
the back channel requesting a particular stream. The head
end then processes the request, retrieves the related
stream from the information server, incorporates the
sﬁream within a transport stream as a video PID
(preferably; the transport stream currently being
tuned/selected by the gTT) and informs the STT which PID
should be received, and from which transport stream it
should be demultiplexed. The STT then retrieves the
related video PID. In the case of the video PID being
within a different transport stream, the sTT first
demultiplexes the corresponding transport stream
(possibly tuning a different QAM stream within the forward
channel) .

Upon completion of the viewing of the desired stream,
the STT indicates to the head end that it no longer needs
the stream, whereupon the head end tears down the
pointcast session. The viewer is then returned to the
broadcast stream from which the pointcast session was

launched.
D.2 Compressing Exemplary IPG Pages

Figure 11 illustrates the ten IPG user interface page

streams in a matrix representation 1100. The horizontal
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axis, h, in the £figure represents the PID dimension
consisting of 10 PID's, which corresponds to E1 - E10
outputs of the real time encoders RTEl to RTE10 of Figure
2.

The vertical axis, v, in Figure 11 represents the
time domain, where for illustrative purposes, only 13 time
units, tl to ti5, are included that forms a GOP for each
stream identified by a PID in horizontal domain, h.

The matrix entries 1102 to 1130 in column-1 describes
fifteen pictures of the first IPG page, PID-1. The guide
portion, marked as gl, at. each time unit, tl to tl5, does
not change within a GOP of PID1. The same principle
applies to PID-2 to PID-10 streams in columns-2 to 10,
where guide portiomns, g2 to glO0, at each time unit tl to
t1l5, does not change. On the other hand, each stream in
column-1 to column-10 shares the same motion video
portion, marked as vl to v15.

Conversely, the guide region g changes from gl to gl0
in horizontal dimension. For example, in row-1, the
pictures 1102 to 1148 contains different guide portions gl
to gl0, although each has the same motion video picture
vl, as the matrix is traversed in horizontal dimension.
The same principle applies to row-2 to row-15, where guide
portion g changes from g2 to gl0, each stream in column-1
to column-10 sharing the same motion video picture, v2 to
v1i5.

Figure 12 graphically illustrates an efficient
compression algorithm 1200 that substantially minimizes
the number of pictures that represents the information in
Figure 11. The same matrix representation as Figure 11 is
used, where the horizontal axis, h, represents the PID
dimension consisting of 10 PID's, and the vertical axis,
v, represents the time domain.

The element groupings, which are marked with dash-

lines, 1202 to 1222 shows the data that can efficiently
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represent the complete matrix entries. In other words,
using only the elements 1202 to 1222, it 1is possible to
reconstruct all other elements in each row and column of
the matrix.

A first element grouping 1202 includes all of the
elements of the first column (PID-1) excluding the element
in first row, 1204. The next group of elements in row-1,
1204 to 1222, illustrates the next group of elements
required to represent the complete program guide elements
of Figure 11. Thus, rather than storing or transmitting
150 elements (i.e., all the elements of each row and
column), the invention reconstructs the same amount of
information using only 24 elements.

Specifically, the group of fourteen elements 1202
corresponds to the predicted picture stream that
represents the common information. Each of the elements

1204 to 1222 is an intra-coded I-picture that represents

the non-common information among 10 PID's. While each
sequence, PID-1 to PID-10, |is encoded in vertical
dimension, e.g., for PID-1 producing Il Bl Bl P1 . . . Bl

Bl, it can be observed that the prediction error images at
each time unit, t2 to tl5, does not change from PID to PID
in horizontal dimension. Therefore, the grouping 1202 of
PID-1 also includes the same information as the
corresponding pictures of PID-2 to PID-10 at the same time
units t2 to tl5.

When a viewer wants to view a group of channels, the
de-multiplexer at the STT selects the related I-PID stream
and combines the selected I-PID and with the predicted-PID
stream as previously discussed in the invention to produce
a recombined stream, which is then uncompressed by the
video decoder.

The described invention dramatically increases the
amount of IPG information that can be transmitted to a

subscriber. For example, if a 64 quadrature amplitude
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modulator (QAM) with 27 Mbps is used, then the bandwidth
savings can be exemplified as follows: assuming 1 Mbps
is reserved for audio, data, and overhead information,
there remains 26 Mbps to encode the video streams.
Assuming a relatively high jevel of video quality, each
video stream to Dbe encoded is allocated 2 Mbps of
bandwidth, thereby resulting in a capability of 13 video
streams per transport stream (s).

Alternatively, 1if the recombination method 1is
employed, a GOP (consisting of fifteen pictures) which
requires 2 Mbps is transmitted only once and the remaining
24 Mbps is allocated to 60 I-pictures, assuming that an I-
picture occupies approximately 20 per cent bitrate of a
sequence (yielding 400 Kbps I-pictures in a 2 Mbps video
sequence) . Therefore, the present invention supports
carrying 61 video streams each having a different IPG
program page, within a 27 Mbps transport stream, versus 13
video streams in a regular encoding implementation not
penefiting from the invention.

The index matrix representation described above with
respect to Figures 11 and 12 may be used to represent
program guide data with different contexts such broadcast,
narrowcast, pointcast, shared pointcast, and the like.

Although various embodiments which incorporate
theteachings of the present invention have been shown and
described in detail herein, those skilled in the art can
readily devise many other varied embodiments that still

incorporate these teachings.
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what is claimed is:

1. BAn encoder apparatus comprising:

a plurality of eﬁcoders for encoding a plurality of
video sequences having common information to produce a
plurality of encoded video streams;

a plurality of encoded video stream processors,
coupled to the plurality of encoders, for extracting a
first portion of each encoded video stream and a second
portion of each encoded video stream;

a multiplexer, coupled to said encoded video stream
processors, for combining the first portion of one encoded
videostream and all the second portions of each encoded

video streams.

2. The encoder apparatus of claim 1 wherein said first
portion represents common information between the video

sequences.

3. The encoder apparatus of claim 1 wherein said second
portion represents at least the non-common information

between the video sequences.

4. The encoder apparatus of claim 1 wherein said encoded
video streams are MPEG compliant elementary streams

comprising reference pictures and predicted pictures.

5. The encoder apparatus of claim 4 wherein said first
portion comprises said reference pictures and said second

portion comprises said predicted pictures.

6. The encoder apparatus of claim 4 wherein said encoded
video stream processors comprise:
a plurality of picture isolators for separating

reference pictures from predicted pictures;
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a plurality of packetizers, coupled to said picture

isolators, for packetizing the reference pictures

separately from said predicted pictures.

7. The encoder apparatus of claim 1 further comprising:

a clock and encoding-profile generator, coupled to
said plurality of encoders, for synchronizing the
plurality of encoders and for providing a uniform ensemble

encoding environment across said plurality of encoders.

8. A method of encoding .video segqguences, comprising the
steps of:

encoding a plurality of video sequences having common
information to produce a plurality of encoded video
streams;

extracting a first portion of one of said encoded
video streams and a second portion of each encoded video
stream; and |

combining into a traﬁsport stream, said first portion

and all the second portions.

9. The encoder apparatus of claim 8 wherein said first
portion represents common information between the video

sequences.

10. The encoder apparatus of claim 8 wherein said second
portion represents at least the non-common information

between the video sequences.

11. The method of claim 8 wherein said encoded video
streams are MPEG compliant elementary streams comprising

reference pictures and predicted pictures.
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12. The encoder apparatus of claim 8 wherein said first
portion comprises said reference pictures at said portion
comprises said predicted pictures.
13. The method of claim 8 wherein said extracting step
comprises the steps of:

separating reference pictures from predicted
pictures;

packetizing the reference pictures separately from
said predicted pictures that represents the common

information.

14. The method of claim 13 wherein said separating step
comprises the steps of: ,

detecting a sequence header or a group start code;

coupling all data from a sequence header or a group
start code until the second picture code, to a reference
picture output;

conducting a query if non-reference picture data is
required;

coupling a second picture start code and all data in
a group of pictures (GOP) until a next group start code,
to a predicted picture output if the gquery is answered
affirmatively;

discarding the non-reference picture related data if

the query is answered negatively.

15. A bitstream containing information for representing a
plurality of encoded video streams comprising:

a first portion comprising a plurality of reference
pictures, each reference picture being taken from a
different encoded video stream; and

a second portion comprising predicted pictures from

one of said video streams.
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16. The bitstream of claim 15 wherein each of said first

portions is identified by a distinct packet identifier and

said second portion is identified by a packet identifier.

17. The bitstream of claim 15 wherein said first portion
represents a program guide graphic of each of a plurality

of interactive program guide pages.

18. The bitstream of claim 15 wherein said second portion
represent non-changing imagery amongst a plurality of

interactive program guide pages.

19. The bitstream of claim 15 wherein said first portion
comprises reference pictures of an MPEG elementary stream
and said second portion comprises predicted pictures of an

MPEG elementary stream.

20. The bitstream of claim 15 further comprising an audio

portion.
21. The bitstream of claim 15 further comprising a data
portion.

22. A stream recombination apparatus comprising:

a packet identifier filter for identifying packets
having a particular packet identifier and mapping said
packet identifiers;

a demultiplexer for extracting packets from a
transport stream, where a first plurality of extracted
packets comprise a reference picture and a second
plurality of extracted packets comprise predicted
pictures;

a decoder for decoding the extracted packets to form

an uncompressed video sequence.
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23. A stream recombination apparatus of claim 22, wherein

said packet identifier filter is part of a demodulator.

24 . A method of. stream recombining and decoding
comprising the steps of:

extracting a first plurality of packets containing
reference pictures from a transport stream;

extracting a second plurality of packets containing
predlcted pictures from said transport stream;

concatenating payloads from said first plurality of
packets and payloads from said second plurality of
packets;

decoding the concatenated payloads to produce a video
sequence;
conducting a query if said reference picture is desired
and identifying a new packet identifier if a new reference

picture is desired.

25. The method of claim 24 wherein said concatenating step
comprises coupling said reference pictures and said
predicted pictures to the decoder in exactly the order in

which said packets arrive at a demultiplexer.

26. The method of claim 24 being conducted within a

demultiplexer.

27. The method of claim 24 wherein said payloads of said
first plurality of packets contain imagery information
that changes across a plurality of interactive program
guides and said payloads of said second plurality of
packets contain common imagery information of a plurality
of interactive program guide pages.
\
28. A method of stream recombining and decodingcomprising

the steps of:
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re-mapping a packet identifier of a reference stream
to a pre-defined packet identifier;

re-mapping a packet identifier of a predicted picture
stream to said pre-defined packet identifier;

extracting from a transport stream the packets of the
stream having said pre-defined packet identifier;

coupling the payloads of transport packets of said
transport stream to a video decoder;

decoding the payloads to produce a video sequence;

conducting a query if a reference picture is desired
and identifying a new packet identifier if a new reference
picture is desired. 29. The method of claim 28 wherein
said payloads of said first plurality of packets contain
imagery information that changes across a plurality of
interactive program guides and said payloads of said
second plurality of packets contain common imagery
information of a plurality of interactive program guide
pages. |
30. A method of stream recombining and decoding
comprising:

coupling each payload of transport packets of a
reference stream to a video decoder, including a packet
with a zero splice countdown value;

coupling each payload of transport packets of a
predicted picture stream to a video decoder upon receiving
a reference stream packet with a zero splice countdown
value;

decoding the payloads to produce a video sequence;

conducting a query if a reference picture is desired
and identifying a new packet identifier if a new reference

picture is desired.

31. The method of claim 30 wherein said payloads from
said reference stream contain imagery information that

changes across a plurality of interactive program guides
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and said payloads from said predicted picture stream

contain common imagery information of a plurality of

interactive program guide pages.

32. The method of claim 30 wherein said coupling step
further comprises the step of reprogramming a packet
identifier filter to receive said packets having said new

packet identifier.

33. The method of claim 30 wherein said coupling step
comprises the step of c¢oupling said payloads from said
reference stream and said payloads from said predicted
stream to the decoder in exactly the order in which said

packets arrive at a demultiplexer.

34. A system for encoding and decoding a plurality of
video sequences comprising:

a plurality of encoders for ‘encoding a piurality of
video frame sequences having common image information to
produce a plurality of encoded image streams;

a plurality of encoded image stream processors,
coupled to the plurality of encoders, for extracting a
first portion of each encoded image stream containing
predicted pictures between the video frame sequences and a
second portion of each encoded image stream containing
reference pictures;

a multiplexer, coupled to said encoded stream
processors, for combining into a transport stream, said
first portion of one of said encoded image streams and all
the second portions of the encoded image streams;

a network for carrying said transport stream to a
plurality of receivers;

each of said receivers comprising a demodulator
having a packet identifier filter for identifying packets

having a particular packet identifier and extracting those
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packets from said transport stream, where a first
extracted packet comprises predicted pictures and a second
extracted packet comprises a reference picture; and
a decoder for concatenating the extracted packets and

decoding the packets to form a video frame sequence.

35. The system of claim 34 wherein said encoded video
streams are MPEG compliant elementary streams comprising

reference pictures and predicted pictures.

36. The system of claim 34 wherein said encoded video
stream processors comprise:

a plurality of picture isolators for separating
reference pictures from predicted pictures;

a plurality of packetizers, coupled to said picture
isolators, for packetizing the reference pictures

separately from said predicted pictures.

37. The system of claim 34 further comprising:

a clock and encoding profile generator, coupled to
said encoders, for synchronizing the plurality of encoders
and for providing a uniform ensemble encoding environment

across a plurality of said encoders.
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