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constructing a modular datacenter facility with atleast an initial
setl of building modules of different types of functionality o

form a modular datacenter facility 1210

housing, in hot and cool zones of a data-floor building module,
computing systems including servers and storage devices, as
well as routers and switches, o transport data traffic between
the servers and a world exterior to the modular datacenter
facility 1220

connacting a first set of sidewall-connacted HVAC units for the
data-floor building module to a sidewall of the modular
datacenter facility and using slectrical power provided by a
first electrical power distribulion building module o supply
conditioned air into an air-supply plenum of the sidewall 1230

sealing a roof of the data-floor building module with a vapor-to-air
sealant layer on top of a concrete layer to prevent leaks from
potentially occurring in the data-floor building module from in
through the roof 1240

( FvisH )

FIG. 12



US 2017/0196125 Al

SIDEWALL-CONNECTED HVAC UNITS FOR
MODULAR DATACENTER FACILITIES

CROSS REFERENCE

[0001] This application is a continuation-in-part of U.S.
patent application Ser. No. 14/463,474, filed Aug. 19, 2014,
now U.S. Pat. No. 9,603,281, which is a continuation-in-part
of U.S. patent application Ser. No. 13/792,948, filed Mar. 11,
2013, now U.S. Pat. No. 8,839,569, which claims the benefit
of U.S. Provisional Patent Application No. 61/609,812, filed
Mar. 12, 2012, each of which applications is hereby incor-
porated herein by reference in its entirety.

[0002] This application is also a continuation-in-part of
U.S. patent application Ser. No. 14/041,351, filed Sep. 30,
2013, now U.S. Pat. No. , which claims the benefit of
U.S. Provisional Patent Application No. 61/709,429, filed
Oct. 4, 2012, each of which applications is hereby incorpo-
rated herein by reference in its entirety.

BACKGROUND

[0003] Information Technology (“IT”) operations are a
crucial aspect of most organizational operations in the
western world. One of the main concerns is business con-
tinuity. Companies rely on their information systems to run
their operations. If a system becomes unavailable, company
operations may be impaired or stopped completely. It is
necessary to provide a reliable infrastructure for IT opera-
tions, in order to minimize any chance of disruption. Infor-
mation security is also a concern, and for this reason a
datacenter has to offer a secure environment, which mini-
mizes the chances of a security breach. A datacenter must
therefore keep high standards for assuring the integrity and
functionality of its hosted computer environment. Telcordia
GR-3160, NEBS Requirements for Telecommunications
Data Center Equipment and Spaces, provides guidelines for
datacenter spaces within telecommunications networks, and
environmental requirements for the equipment intended for
installation in those spaces.

[0004] Putting a large number of electrical components
into a single enclosed space, such as a room, creates a
ventilation problem as the area must be maintained at a
desired operating temperature, while having a large number
of heat sources. Traditional systems may create custom
ducting to direct supply air into desired locations within a
datacenter facility. Alternatively, through floor or ceiling
supply paths may be created by forcing air in through grated
floor or ceiling sections. However, existing designs suffer
from localized heating and cooling caused by inadequate air
distribution through the space.

SUMMARY

[0005] In an embodiment, a modular datacenter facility is
provided, constructed with at least an initial set of building
modules of different types of functionality to form the
modular datacenter facility. Each type of building module in
the set of building modules can have a collection of func-
tionality associated with the type of building module. Each
building module of the set of building modules can be a
pre-engineered, standardized building block having a pre-
approved architectural design and layout. A first type of
building module in the modular datacenter facility can be a
data-floor building module that is pre-engineered and has the
pre-approved architectural design and layout to house com-
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puting systems. The computing systems include servers and
storage devices housed in hot and cool zones of the data-
floor building module, and routers and switches can be
configured to transport data traffic between the servers as
well as transport traffic to a world exterior to the modular
datacenter facility. A first set of sidewall-connected heating,
ventilation, and air conditioning (“HVAC”) units for the
data-floor building module can connect to a sidewall of the
modular datacenter facility and use electrical power pro-
vided by a first electrical power distribution building module
to supply conditioned air into an air-supply plenum of the
sidewall, which can be a sidewall of the data-floor building
module or a service corridor, in order to cool the computing
systems including the servers, storage devices, routers, and
switches, and other electronic components housed in the
data-floor building module of the modular datacenter facil-
ity. The first set of the sidewall-connected HVAC units can
be configured for cooling of the computing systems and the
other electronic components allowing for more server units
to consume electrical power during their operation inside the
data-floor building module without raising a temperature in
the data-floor building module high enough to overheat the
computing systems and the other electronic components.
The first set of the sidewall-connected HVAC units connect-
ing to the sidewall allow for fewer penetrations in a roof or
ceiling of the data-floor building module, thereby minimiz-
ing an amount of leaks potentially occurring in the roof of
the ceiling, and thereby minimizing risk of any damage to
the computing systems and the other electronic components
housed in the data-floor building module from the leaks. The
roof can include a vapor-to-air sealant layer on top of a
concrete layer to further prevent leaks from potentially
occurring in the data-floor building module from in through
the roof.

[0006] In an embodiment, a method is provided for con-
structing a modular datacenter facility with at least an initial
set of building modules of different types of functionality to
form the modular datacenter facility. Each type of building
module in the set of building modules can have a collection
of functionality associated with the type of building module.
Each building module of the set of building modules can be
a pre-engineered, standardized building block having a
pre-approved architectural design and layout. A first type of
building module in the modular datacenter facility can be a
data-floor building module that is pre-engineered and has the
pre-approved architectural design and layout to house com-
puting systems. The method can include housing, in hot and
cool zones of the data-floor building module, the computing
systems including servers and storage, as well as routers and
switches configured to transport data traffic between the
servers as well as transport traffic to a world exterior to the
modular datacenter facility. The method can include con-
necting a first set of sidewall-connected HVAC units for the
data-floor building module to a sidewall of the modular
datacenter facility and, using electrical power provided by a
first electrical power distribution building module, supply-
ing conditioned air into an air-supply plenum of the side-
wall, which can be a sidewall of the data-floor building
module or a service corridor, in order to cool the computing
systems including the servers, storage devices, routers, and
switches, and other electronic components housed in the
data-floor building module of the modular datacenter facil-
ity. The first set of the sidewall-connected HVAC units can
be configured for cooling of the computing systems and the



US 2017/0196125 Al

other electronic components allowing for more server units
to consume electrical power during their operation inside the
data-floor building module without raising a temperature in
the data-floor building module high enough to overheat the
computing systems and the other electronic components.
The first set of the sidewall-connected HVAC units connect-
ing to the sidewall allow for fewer penetrations in a roof or
ceiling of the data-floor building module, thereby minimiz-
ing an amount of leaks potentially occurring in the roof of
the ceiling, and thereby minimizing risk of any damage to
the computing systems and the other electronic components
housed in the data-floor building module from the leaks. The
method can include sealing the roof with a vapor-to-air
sealant layer on top of a concrete layer to further prevent
leaks from potentially occurring in the data-floor building
module from in through the roof.

DRAWINGS
[0007] The drawings refer to embodiments of the design in
which:
[0008] FIGS. 1A, 1B, and 1C illustrate block diagrams

modular datacenter facilities constructed with sets of build-
ing modules of different types of functionality to form entire
datacenter facilities having standardized pre-approved archi-
tectural designs and layouts in accordance with some
embodiments.

[0009] FIG. 2A illustrates expansion of a modular data-
center facility in accordance with some embodiments.
[0010] FIG. 2B illustrates expansion of a modular data-
center facility in accordance with some embodiments.
[0011] FIG. 3 illustrates a hardened-structure building
module of a modular datacenter facility in accordance with
some embodiments.

[0012] FIG. 4A illustrates a roofing system of a modular
datacenter facility in accordance with some embodiments.
[0013] FIG. 4B illustrates layers of a roof of a roofing
system of a modular datacenter facility in accordance with
some embodiments.

[0014] FIG. 5 illustrates an HVAC system of a modular
datacenter facility in accordance with some embodiments.
[0015] FIGS. 6A, 6B, and 6C illustrate air flow through a
data-floor building module of a modular datacenter facility
in accordance with some embodiments.

[0016] FIG. 7 illustrates heat exchange-based cooling of
HVAC units in accordance with some embodiments.
[0017] FIG. 8 illustrates an HVAC system of a modular
datacenter facility in accordance with some embodiments.
[0018] FIG. 9 illustrates a power-center building module
of a modular datacenter facility in accordance with some
embodiments.

[0019] FIG. 10 illustrates a diagram of an embodiment of
four magnetic blocking tiles placed on perforated tiles or
open areas, in an area where electronic equipment, including
various computing systems, is designed and planned to be
located but currently is not installed.

[0020] FIG. 11 illustrates a geometry of an air dam con-
figured with respect to the data room, raised floor, and
supply air plenum in accordance with some embodiments.
[0021] FIG. 12 illustrates a method of a modular datacen-
ter facility in accordance with some embodiments.

[0022] While the design is subject to various modifica-
tions and alternative forms, specific embodiments thereof
have been shown by way of example in the drawings and
will herein be described in detail. The design should be
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understood to not be limited to the particular forms dis-
closed, but on the contrary, the intention is to cover all
modifications, equivalents, and alternatives falling within
the spirit and scope of the design.

DESCRIPTION

[0023] In the following description, numerous specific
details are set forth, such as examples of specific heights and
dimensions, named components, connections, types of
offices, etc., in order to provide a thorough conceptual
understanding. It will be apparent, however, to one skilled in
the art that the invention provided herein can be practiced
without these specific details. In other instances, well known
components or methods have not been described in detail
but rather in a block diagram in order to avoid unnecessarily
obscuring the invention. Thus, the specific details set forth
are merely examples. The specific details may be varied
from and still be within the spirit and scope of the invention.
Example processes for and apparatuses to manage cooling
for a datacenter facility are described. The following draw-
ings and text describe various example implementations of
the design.

[0024] In general, a modular datacenter facility and a
method thereof is provided in accordance with some
embodiments. The module datacenter facility can be con-
structed with an initial set of building modules of different
types of functionality. A first building module can be a
data-floor building module. A first set of sidewall-connected
HVAC units can connect to a sidewall of the modular
datacenter facility and use electrical power provided by a
first electrical power distribution building module to supply
conditioned air into an air-supply plenum of the sidewall to
cool computing systems housed in the data-floor building
module. The first set of the sidewall-connected HVAC units
allow for fewer penetrations in a roof of the data-floor
building module, thereby minimizing an amount of leaks
potentially occurring in the roof of the ceiling, and thereby
minimizing risk of any damage to the computing systems.
[0025] A modular datacenter facility can have all instances
of a particular type of building module with approximately
the same floor plan and architectural design. An initial set of
building modules can be built upon a parcel of land, and then
as needs of space and additional capacity of the modular
datacenter facility increase, then at a future point in time
additional building modules of the different types can be
rapidly added to the initial set of building modules. (See, for
example, FIGS. 2A and 2B, in which additional building
modules of the different types are added to an initial set of
building modules (e.g., “Building 1) forming modular
datacenter facilities 200A and 200B.) The building modules
of the different types use one or more connecting corridors
architected into at least a first type of building module and
corresponding aligned doorways between both building
modules to interconnect two building modules adjacent and
abutted to each other.

[0026] FIGS. 1A, 1B, and 1C illustrate block diagrams of
embodiments of a modular datacenter facility 100 con-
structed with a set of building modules of different types of
functionality to form the modular datacenter facility 100
having a standardized pre-approved architectural design and
layout.

[0027] As shown, the modular datacenter facility 100 can
be constructed with a modular organization. The modular
datacenter facility 100 can be constructed with a set of
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building modules of different types of functionality to form
or make up the modular datacenter facility 100 having a
standardized pre-approved architectural design and layout.
Each type of building module in the set has a specific
collection of functionality associated with that type of
building module. Each type of building module, such as a
data-floor building module 110, a power-center building
module 120, a facility-support building module 130, and an
office-support building module 140, has a specific set of
functionality associated with that building module. Each
building module of the different types is a pre-engineered,
standardized building block containing architectural features
to allow easy configuration and integration with the other
building modules that form the modular datacenter facility
100. All instances of a particular building module with that
type of functionality will have approximately a same floor
plan and architectural design. Small changes can be made to
the interior of a given building modules design but in
general, the floor plan and architectural design remain the
same. Components making up each of the building modules
110, 120, 130, and 140 are prefabricated and shipped to the
parcel of land.

[0028] The modular datacenter facility 100 can house
computing systems in a data-floor building module 110. The
computing systems includes servers and storage devices
housed in hot and cool zones, as well as routers and switches
that transport data traffic between the servers as well as
transport traffic to a world exterior to the modular datacenter
facility 100. The modular datacenter facility 100 also
includes redundant or backup power supplies, redundant
data communications connections, environmental cooling
controls, and security devices.

[0029] The data-floor building module 110 is the principal
module of the datacenter as it provides the hardened envi-
ronment for the computing systems that includes the server
room. The data-floor building module 110 can be approxi-
mately 10,000 square feet and works in unison with the
power-center building module 120 to provide one MW of
UPS power at a 2N redundancy. This power-center building
module 120 is pre-fabricated off site and it includes every-
thing in the design electrical system. Each power-center
building module 120 includes Switchgear, an Uninterrupt-
able Power Supply, Power Controls, and each power-center
building module 120 is associated with a data-floor building
module 110. The data-floor building module 110 structure
also supports the N+1 mechanical system that features
airside economization and delivers high-efficiency cooling
via 2 air chases along the walls of the data-floor building
module, the main datacenter, and a 36-inch raised floor
system.

[0030] The data-floor building module 110 is the heart of
the datacenter environment as it contains the computing
systems. The data-floor building module 110 supports racks
of servers having densities varying in power consumption
from 2 kW to 20 kW without containment walls between the
racks of servers of varying power consumption density.
[0031] The data-hall building module 110 (e.g., the data-
hall building module 110 of the initial set of the building
modules) can include a steel-based joist or concrete beam
that horizontally connects two parallel sections of wall of the
data-hall building module 110 to ecliminate a need for
support columns on a raised floor of the data-hall building
module 110 for supporting the computing systems and the
other electronic components. For example, the data-floor
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building module 110 can have a multitude of 80' steel joists
horizontally connecting parallel sections of wall of the
building module to eliminate a need for support columns
being located on the 10,000 square feet of raised 36-inch
floor that supports the computing systems. The steel-based
joist or concrete beam can create an open floor space and
ensure that users of the data-floor building module 110 have
a sufficient degree of flexibility to accommodate a number of
server-rack configurations for racks of the servers having
varying power consumption densities in the hot and the cool
zones of the data-hall building module 110. The raised floor
houses the computing systems and other electronic compo-
nents as well as creates a single, under-floor plenum con-
figured for supplying the conditioned air under the raised
floor to an interior of the data-hall building module and
returning heated air to a return plenum or return ducts in a
ceiling above the data-floor building module for return of the
heated air to the first set of sidewall-connected HVAC units.
In some embodiments, the raised floor is a 36-inch floor that
houses the computing systems as well as creates a dual
plenum for air supply with cooling supply air being supplied
underneath the raised floor as well as a ceiling plenum for
hot air return.

[0032] The data-floor building module 110 containing the
computing systems can be connected to a grade-mounted
cooling system or HVAC units 122 powered by power center
126 that features airside economization. In an example
embodiment, the data-floor building module 110 uses pack-
aged air handlers to control the air temperature and moisture
of the data floor environment. As shown in FIG. 1C, the
cooling capacity of at least a first set of the grade-mounted
HVAC units 122 can be doubled by doubling the number of
air-handler units (e.g., adding a second set of grade-mounted
HVAC units 124) and adding an additional power center
such as power center 128.

[0033] The building modules of the different types 110,
120, 130, and 140 use one or more connecting corridors
architected into at least a first type of building module such
as a rear service corridor 132 of the facility-support building
module 130, and corresponding aligned doorways between
any two of such building modules can interconnect the two
building modules adjacent and abutted to each other.
[0034] FIG. 2A illustrates a block diagram of an embodi-
ment of a physical composition and geographic arrangement
of'building modules matched to a current capacity and space
needs of a user of a modular datacenter facility 200A as well
as to a geography of a parcel of land that the modular
datacenter facility 200A.

[0035] An example 1-MW datacenter facility (e.g., the
modular datacenter facility 100) with all four building
modules (e.g., the building modules of the different types
110, 120, 130, and 140) can be expanded to a 2-MW
datacenter facility with the addition of another data-floor
building module 210 having data floor 214, a power-center
building module 220, a facility-support building module
230, and an optional office-support building module 240 (not
shown). A hardened-structure building module such as the
hardened-structure building module 350 described herein
can further be added. The power-center building module 220
can include a power center 226 to power at least the
data-floor building module 210 and a first set of HVAC units
222 to control the air temperature of the data floor 214. The
cooling capacity of the first set of HVAC units 222 can be
at least doubled by doubling the number of air handlers to
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include a second set of HVAC units 224 and adding addi-
tional power via at least an additional power center 228. In
some embodiments, the power-center building module 220
has one generator and the swing generator of the first
instance of the power-center building module (e.g., the
power-center building module 120) is electrically coupled to
supply backup power to either set of building modules.
[0036] The building connecting methodology via a con-
necting corridor makes datacenter expansion simple. Each
step of expansion consisting of adding another data-floor
building module, a power-center building module, a facility-
support building module, an optional office-support building
module, and a hardened-structure building module includes
building adjacent an existing module with connections via
the service corridor (e.g., the service corridor 132) and a
personnel corridor. Conduits may be run diversely down the
service and personnel corridors for network connectivity. A
major advantage of this model is you are never constructing
in the same building footprint as your original datacenter
facility. A 1-MW modular datacenter facility site can expand
to, for example, a 4-MW modular datacenter facility by
adding three additional sets of building modules. The num-
ber of sets of building modules making up the modular
datacenter depends on the size of the parcel of land (more
land=more datacenters).

[0037] Both a physical composition and geographic
arrangement of a first configuration of building modules in
the initial set can be different than a second configuration of
building modules in the initial set; thus, the set of building
modules can be matched to a current capacity and space
needs of a user of the modular datacenter facility as well as
to a geography of the parcel of land that the modular
datacenter facility will be located on. Each expansion set of
building modules can be built adjacent an existing one with
connections via the service corridor and the personnel
corridor.

[0038] Aligned doors for the connecting corridors may be
walled off or sealed off to become part of a permanent wall
when the interconnection point is desired to be removed for
security or other purposes. The aligned doors can be con-
figured to swing in an opposite direction of the building
module they are connecting to in order to allow easier access
between the distinctly different building modules abutted
together, which are also then interconnected, via a flange, a
link, or other interconnection mechanism, to each other to
form a single modular datacenter facility. Each building type
includes the interconnection mechanism to optional compo-
nent additions of additional building modules. The aligned
doors connecting to another building module typically also
have key card access readers installed to control operation of
that doors locking mechanism.

[0039] Inan embodiment, at least one of 1) electrical fiber
conduits and 2) network fiber conduits are run diversely
down the connecting corridors for network connectivity
between adjacent building modules to facilitate intercon-
necting two building modules adjacent and abutted to each
other. Alternatively, the modular datacenter facility may use
the outside plant conduit infrastructure for electrical or
network connectivity.

[0040] In instances where multiple customers use the
datacenter facility, while the building modules abut each
other, neither building module may have access to the other
building module, as the connecting corridors would be
walled off. However, if it is merely the same client expand-
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ing, then the connecting fiber conduits and service corridors
makes the two constructed building modules one larger
extended module.

[0041] FIG. 2B illustrates an expansion of the modular
datacenter facility 100 in accordance with some embodi-
ments.

[0042] Initially, all four types of building modules 110,
120, 130, and 140 can be built onto a given geographic plot
of land providing, for example, “Building 1” and an asso-
ciated equipment yard as shown in FIG. 2B forming at least
the modular datacenter 100 (e.g., a 2.4-MW modular data-
center facility). At a later or future point in time, the
expansion can occur, as described, thereby forming the
modular datacenter facility 200A (e.g., now a 4.8-MW
modular datacenter facility) in an expanded form. At a
number of later or future points in time, expansion can
further occur, thereby forming the modular datacenter facil-
ity 200B (e.g., now a 24-MW modular datacenter facility) in
the expanded form. This occurs by adding different building
module types to support one or more new or existing
customers on the same existing parcel of land or expand for
a current customer. In general, the expansion 200B can share
one or more of the previously fabricated and installed
building module types 110, 120, 130, and 140 or build its
own instance of that building module type. When shared,
each rear service corridor of each facility-support building
module 130 can connect forming one or more shared rear
service corridors for the expansion such as the shared rear
service corridors 232a and 232b. Doorways between the
building modules of the different types can interconnect at
least two building modules adjacent and abutted to each
other.

[0043] FIG. 3 illustrates a hardened-structure building
module 350 of the modular datacenter facility 100 in accor-
dance with some embodiments.

[0044] The initial datacenter built in a parcel of land (e.g.,
“Building 17 of FIG. 2B) can include the set of four building
modules of different types of functionality: the data-floor
building module 110; the power-center building module
120; the facility-support building module 130; and the
office-support building module 140. The hardened-structure
building module 350 can support the building integrity
structure of the modular datacenter facility 100.

[0045] The building module types 110, 120, 130, and 140,
as well as the hardened-structure building module 350 make
up various embodiments of the modular datacenter facility
100, which can be approximately 20,680 square feet in some
embodiments. The modular datacenter consists of the above
modules connected together, working in unison. This mod-
ule synergy provides a unique facility layout that results in
a highly efficient datacenter.

[0046] Each building module type in the set of building
modules of different types of functionality can be architected
and formed as a totally separated building that is intercon-
nected to another building module via aligned doors
between these building modules and the connecting corridor
232 1) behind the data floor containing the servers and
storage devices housed in hot and cool zones in a data-floor
building module 110 and 2) in front of the power center
building module 120, which connecting corridor 232 can be
considered part of the office-support building module 130.
[0047] Service corridors such as the service corridor 132,
as well as personnel corridors, can run a length of at least
some of the initial set of building modules connected in the
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modular datacenter facility 100. Such corridors can further
run a length of at least some of a subsequent set of building
modules connected in a modular datacenter facility (e.g., the
service corridors 232a and 2325 of the modular datacenter
facility 200). Likewise, a hardened-structure building mod-
ule of the subsequent set of building modules can include a
hardened shell and one or more service or personnel corri-
dors between a first instance of the hardened-structure
building module and a second instance of the hardened-
structure building module connecting to and abutting the
first instance of the hardened-structure building module. The
one or more service or personnel corridors can be laid out
between an interior wall and an exterior wall of the hard-
ened-structure building module forming the hardened shell
of the hardened-structure building module.

Roof

[0048] FIG. 4A illustrates a roofing system 460 of the
modular datacenter facility 100 in accordance with some
embodiments.

[0049] Each building module type in the set of building
modules of different types of functionality can have one or
more types of roof over the building module or at least a
portion of the building module, and the roofs, together, can
form the roofing system 460. As shown, the data-floor
building module 110 can have a roof 111; the power-center
building module 120 can have a roof 121; the facility-
support building module 130 can have a first roof 131 and
a second roof 133; and the office-support building module
140 can have a roof 141.

[0050] Each building module type in the set of building
modules of different types of functionality can have a same
or different roof as one or more of the other building
modules. For example, as shown in FIG. 4A, the first roof
131 of the facility-support building module 130 can be the
same as the first roof 141 of the office-support building
module 140, which roofs 131 and 141 can be different than
the roof 111 of the data-floor building module 110, the roof
121 of the power-center building module 120, and the
second roof 133 of the facility-support building module 130.
[0051] Insome embodiments, one or more of the roofs are
precast planks (e.g. precast concrete planks). For example,
each roof of the roof 111 of the data-floor building module
110, the roofs 131 and 133 of the 131 the facility-support
building module 130, and the roof 141 of the office-support
building module 140 can be precast planks. The roof 111 of
the data-floor building module 110 can be a precast double-
tee plank.

[0052] In some embodiments, on or more of the roofs are
prefabricated metal roofs. For example, the roof 121 of the
power-center building module 120 can be a prefabricated
metal roof.

[0053] FIG. 4B illustrates layers of a roof of the roofing
system of the modular datacenter facility 100 in accordance
with some embodiments.

[0054] Any one or more of the roofs can have a multilayer
construction. As shown in FIG. 4B, the precast-plank roofs
can have a multilayer construction in which the precast roof
plank is covered by a vapor-to-air sealant layer, which
vapor-to-air sealant layer, in turn, is covered by one or more
layers of insulation, a cover board, and a feltback membrane.
From a top of the foregoing roof down to the precast plank,
the multilayer construction of the roof can include the
feltback membrane over the cover board, the cover board
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over the one or more layers of insulation, the insulation over
the vapor-to-sealant layer, and vapor-to-sealant layer over
the precast plank. The vapor-to-air sealant layer over or on
top of the precast plank or concrete layer can further prevent
leaks from potentially occurring in the data-floor building
module from in through the roof.

Sidewall-Connected HVAC Systems

[0055] FIG. 5 illustrates an HVAC system of the modular
datacenter facility 100 in accordance with some embodi-
ments.

[0056] As shown, the HVAC system of the modular data-
center facility 100 can include the grade-mounted cooling
system 122, a roof-mounted HVAC system 534 on the roof
131 of'the facility-support building module 130 (not the roof
133 above the rear-service corridor 132 of the facility-
support building module 130 or the roof 111 of the data-hall
building module 110), and a number of additional, option-
ally roof-mounted cooling systems for comfort cooling of
the modular datacenter facility 100 such as for cooling the
power-center building module 120, the facility-support
building module 130, and the office-support building mod-
ule 140.

[0057] The data-floor building module 110 can use the
grade-mounted cooling system or the first set of HVAC units
122 to control the air temperature of the data floor environ-
ment. Again, as shown in FIG. 1C, the cooling capacity of
the first set of HVAC units 122 can be at least doubled by at
least doubling the number of air handlers and adding addi-
tional power via at least an additional power center such as
the power center 128 of the power-center building module
120.

[0058] As described in more detail with reference to FIGS.
6A, 6B, and 6C, the first set of grade-mounted HVAC units
122 for the data-floor building module 110 can connect to a
sidewall of the modular datacenter facility 100 and use
electrical power provided by a first electrical power distri-
bution building module such as the power center 126 of the
power-center building module 120 to supply conditioned air
into an air-supply plenum of the sidewall (e.g., an air-supply
plenum 112). The sidewall can be a sidewall of the data-floor
building module 100 or a sidewall of a service corridor such
as the service corridor 132. The first set of the sidewall-
connected HVAC units 122 connecting to the sidewall allow
for fewer penetrations in the roof 111 of the data-floor
building module 110, thereby minimizing an amount of
leaks potentially occurring in the roof 111 or a ceiling
thereunder, and thereby minimizing risk of any damage to
the computing systems and the other electronic components
housed in the data-floor building module 110 from the leaks.

[0059] The supply of conditioned air into an air-supply
plenum of the sidewall (e.g., the air-supply plenum 112) can
cool the computing systems including the servers, storage
devices, routers, and switches, and other electronic compo-
nents housed in the data-floor building module 110 of the
modular datacenter facility 100. As such, the first set of the
sidewall-connected HVAC units allows for cooling of the
computing systems and the other electronic components
allowing for more server units to consume electrical power
during their operation inside the data-floor building module
without raising a temperature in the data-floor building
module high enough to overheat the computing systems and
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the other electronic components. The HVAC units 122 can
be connected in parallel via the supply plenum to cool 100%
of a critical IT load.

[0060] Controls for the HVAC units 122 allow an operator
to manually vary the air temperature set point of cooling air
supplied by the HVAC units 122. The set point can be varied
from 65° F. to 75° F. while still maintaining the American
Society of Heating, Refrigerating, and Air-Conditioning
Engineers (“ASHRAE”) recommended temperature enve-
lope. The temperature envelope can be difficult to maintain
if the supply air temperature set point from an air-return
plenum is outside, for example, a 75° F. to 99° F. range.
Controls for the HVAC units 122 such as raised-floor
differential-static pressure controls also allow an operator to
vary the air-flow rate and volume of cooling air supplied by
the HVAC units 122 to maintain an underfloor, static pres-
sure set point.

[0061] The HVAC units 122 are configured such that the
HVAC units 122 provide sensible cooling via indirect airside
economizers without a dehumidification means. The capac-
ity to dehumidity a humidity load, for example, caused by a
rapid weather change, can be handled by the roof-mounted
HVAC system 534, which cooperates with the HVAC units
122 of the data-floor building module 110 to maintain a
positive pressure in the data-hall building module 120.
[0062] With respect to the roof-mounted HVAC system
534 on the roof 131 of the facility-support building module
130, the HVAC system 534 can be configured to handle
ventilation (introduction of outside air), temperature varia-
tion, pressurization, dehumidification, humidification,
whereas the HVAC units 122 are primarily configured to
handle temperature variation and pressurization.

[0063] FIGS. 6A, 6B, and 6C illustrate air flow through
the data-floor building module 110 of the modular datacenter
facility 100 in accordance with some embodiments.

[0064] As shown, the grade-mounted HVAC units 122 can
supply the conditioned air to a data floor 114 of the data-
floor building module 110 through the air-supply plenum
112 including a sidewall of the modular datacenter facility
100 (e.g., the sidewall of the of the facility-support building
module 130) and raised-floor cavity under the raised floor of
the data-floor building module 110. The conditioned air from
the air-supply plenum 112 can then diffuse through perfo-
rated tiles or the like of the raised floor to cool the computing
systems and the other electronic components. Heated air
resulting from cooling the computing systems and the other
electronic components can then diffuse through air grilles or
the like of a ceiling above the data floor 114. The grade-
mounted HVAC units 122 can accept the return or heated air
from the data floor 114 of the data-floor building module 110
through an air-return plenum 116 including a ceiling cavity
above the data floor 114 of the data-floor building module
110 and the sidewall of the modular datacenter facility 100
(e.g., the sidewall of the of the facility-support building
module 130).

[0065] In view of the foregoing, an air channel, including
any of a duct, a plenum, and a combination of one or more
ducts and plenums, begins an air-flow path of the condi-
tioned air at the first set of the sidewall-connected HVAC
units 122, through the air-supply plenum 112 of the sidewall,
through an under-floor plenum portion of the air-supply
plenum 112 positioned under a raised floor of the data-floor
building module, through the raised floor of the data-floor
building module 110, through one or more perforated tiles
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covering the raised floor, and into an interior 114 of the
data-floor building module 110 for the cooling of the com-
puting systems and the other electronic components housed
in the data-floor building module. The air channel air-flow
path of the conditioned air continues from the interior 114 of
the data-floor building module 110, through a ceiling of the
of the data-floor building module, where one or more return
ducts above the ceiling route heated air in the air-return
plenum 116 from above the data-floor building module 110
down along the sidewall and back to an air intake of the first
set of the sidewall-connected HVAC units 112. The first set
of the sidewall-connected HVAC units can subsequently
remove heat from the heated air to provide the conditioned
air for recirculation of the conditioned air through the air
channel, including through the air-supply plenum 112 of the
sidewall, through the under-floor plenum thereof, and
through the raised floor of the data-floor building module
110 for the cooling of the computing systems and the other
electronic components.

[0066] The air-supply plenum 112 and an air-return ple-
num 116 of the sidewall of the modular datacenter facility
100 are constructed with a pre-approved architectural design
and layout for adding additional sidewall-connected HVAC
units 122 at a later date from initial construction of the
modular datacenter facility 100 with the initial set of build-
ing modules of the different types of functionality.

[0067] Adverting to FIG. 6C, FIG. 6C diagrammatically
illustrates supply of the conditioned air to the data floor 114
and return of the heated air to the HVAC units 122 in
accordance with some embodiments. As shown, the HVAC
units 122 can supply the conditioned air to the air-supply
plenum 112 at a rate of approximately 20,000-314,500 cubic
feet per minute (“CFM”) and a temperature of approxi-
mately 65-75° F. The conditioned air from the air-supply
plenum 112 can then diffuse through the perforated tiles or
the like of the raised floor of the data-floor building module
110 at a rate of approximately 4,000-314,500 CFM and a
temperature of approximately 65-75° F. Cooling the com-
puting systems and the other electronic components can
increase the temperature of the conditioned air from 65-75°
F. to 65-99° F. depending upon the temperature of the IT
load. The heated air can then diffuse through the air grilles
or the like of the ceiling of the data-floor building module
110 at a rate of approximately 4,000-314,500 CFM. Simul-
taneously with the foregoing, the HVAC system 534 can
draw outside air or makeup air from outside the modular
datacenter facility 100 and mix it with some of the condi-
tioned air from the air-supply plenum 112, thereby diluting
the outside air with already conditioned air for more efficient
modification of the outside air with respect to temperature,
humidity, and pollution such as particulate matter. In draw-
ing the air into the HVAC system 534, the outside air can be
drawn at a rate of approximately 0-1500 CFM and the
conditioned air can be drawn from the air-supply plenum
112 at a rate of approximately 6000-7500 CFM. Upon
mixing the outside air (e.g., approximately 23-111° F.) and
the conditioned air (e.g., approximately 65-75° F.) and
subsequently modifying the resulting air mixture with
respect to temperature, humidity, and pollution, the HVAC
system 534 can supply the air mixture with the makeup air
to the air-return plenum 116 at a rate of approximately 7,500
CFM and a temperature of approximately 45-99° F. where
air mixture can further mix with the heated air from cooling
the computing systems and the other electronic components.
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The HVAC units 122 can subsequently draw the air mixture
including the makeup air from the air-return plenum 116 for
heat exchanger-based cooling and reintroduction of the
conditioned air to the air-supply plenum 112 to cool the IT
load and maintain at least a slight positive pressure com-
pared to ambient pressure.

[0068] Arranging computer racks in hot and cold aisles
focuses cold air delivery at the front intake of a rack and
expels hot air at the back. Rack rows are arranged so the
backs of rows face each other and hot air is collected above
the row by a ceiling plenum (e.g., the air-return plenum 116),
which returns the air to the HVAC unit directly. The fronts
of the racks face each other in a row that has vented tiles in
the raised floor to deliver cold air to the rack fronts from the
HVAC units.

[0069] FIG. 7 illustrates heat exchange-based cooling of
HVAC units 122 in accordance with some embodiments.
[0070] As shown, the HVAC units 122 are configured such
that the HVAC units 122 provide sensible heat exchange-
based cooling via indirect airside economizers. In operation,
heated air (e.g., approximately 65-99° F.) from cooling the
computing systems and the other electronic components can
be drawn from the air-return plenum 116 into a top portion
of one of the HVAC units 122 where the heated air first
comes in contact with the heat exchanger (e.g., plate heat
exchanger). On the other side of the heat exchanger, outside
air can be drawn into a bottom portion of the same one of the
HVAC units 122 where the outside air first comes in contact
with the heat exchanger. The heated air and the outside air
can flow in opposite directions across opposites sides of the
heat exchanger, during which a continuous thermal equilib-
rium process can cool the heated air and warm the outside
air.

[0071] In view of the foregoing, the first set of the side-
wall-connected HVAC units 122 are configured with heat
exchangers (rather than louvers) to remove heat from recir-
culating conditioned air inside the data-floor building mod-
ule 110 without introducing air from outside the data-floor
building module 110, thereby preventing outside air with
humidity and potential pollution from mixing with the
recirculating conditioned air inside the data-floor building
module 110, and thereby minimizing damage to the com-
puting systems and the other electronic components housed
in the data-floor building module 110.

[0072] The HVAC units 122 are configured to provide the
sensible heat exchange-based cooling without a dehumidi-
fication means. The dehumidification means is not needed in
the HVAC units 122 as the outside air used to cool the heated
air never mixes. The capacity to dehumidify a humidity load,
for example, caused by a rapid weather change, can be
handled by the roof-mounted HVAC system 534, which
cooperates with the HVAC units 122 of the data-floor
building module 110 to provide dehumidified and pollutant-
free makeup air, as well as maintain a positive pressure in
the data-hall building module 120.

[0073] The first set of the sidewall-connected HVAC units
122 are configured to allow the first set of the sidewall-
connected HVAC units 122 to be installed during a first time
period of the data-floor building module 100 to cool the
computing systems and the other electronic components
housed in the data-floor building module 100 during the first
time period. At a second, later time period of the data-floor
building module 100, the first set of the sidewall-connected
HVAC units 122 are configured to allow a second set of the
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sidewall-connected HVAC units (e.g., the second set of the
sidewall-connected HVAC units 124 of FIG. 1C) to be
proximately installed and connected into the air-supply
plenum 112 and the air-return plenum 116 of the sidewall to
cool the computing systems and the other electronic com-
ponents housed in the data-floor building module during 100
the second time period of the data-floor building module
100.

[0074] The second set of the sidewall-connected HVAC
units 124 can be installed with the pre-approved architec-
tural design and layout selected from the group consisting of
1) horizontally along the sidewall of the modular datacenter
facility 100 in line with the first set of the sidewall-con-
nected HVAC units 122; ii) vertically up the sidewall of the
modular datacenter facility 100 in a configuration on top of
the first set of the sidewall-connected HVAC units 122; and
iii) a combination of horizontally along the sidewall of the
modular datacenter facility 100 and vertically up the side-
wall of the modular datacenter facility 100 in the configu-
ration on top of the first set of sidewall-connected HVAC
units 122. Horizontally along the sidewall of the modular
datacenter facility 100 is exemplified in FIGS. 1C and 2A by
adjacently placed HVAC units 122 and 124 and HVAC units
222 and 224, respectively. Vertically up the sidewall of the
modular datacenter facility 100 includes, for example, stack-
ing the HVAC units 122 and 124.

[0075] FIG. 8 illustrates the HVAC system 534 of the
modular datacenter facility 100 in accordance with some
embodiments.

[0076] The HVAC system 534 can be a rooftop unit
configured to deliver up to at least 5,000 CFM with a
maximum of 15,000 CFM of outdoor air. As shown in FIG.
6B, one or more air supply ducts enable the HVAC system
534 to draw conditioned air from the air-supply plenum 112,
though, in some embodiments, the HVAC system 534 can
alternatively draw heated air from the air-return plenum 116
or both the conditioned air from the air-supply plenum 112
and the heated air from the air-return plenum 116. In
addition, the HVAC system 534 can draw outside air or
makeup air from outside the modular datacenter facility 100
to make up for losses in the recirculated conditioned air. The
outside air can be mixed with some of the conditioned air
from the air-supply plenum 112, heated air from the air-
return plenum 116, or both, thereby diluting the outside air
with already conditioned air for more efficient modification
of the outside air with respect to temperature, humidity, and
pollution such as particulate matter. As such the HVAC
system 534 can include a humidity-control system and a
pollution-control system configured to control the humidity
and the potential pollution of the makeup air that enters the
modular datacenter facility for the losses in the recirculated
conditioned air.

[0077] As shown in FIG. 8, the outside air can first mix
with the conditioned air in a mixing box of the HVAC
system 534 to form an air mixture. The air mixture can
subsequently be passed through a direct expansion (DX)
cooling coil and a sub-cooling coil for cooling (if needed).
The HVAC system 534 can include a refrigerant reheat
(sub-cooling) coil to improve the efficient of the system. A
supply fan downstream of the cooling coils can push the
cooled air mixture through a diffuser plate, an electric
heating coil for heating (if needed), and a humidifier grid for
modification of the humidity in the air mixture. The air
mixture subsequent to conditioning (e.g., modification with
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respect to temperature, humidity, and pollution such as
particulate matter) can then be supplied to the air-return
plenum 116, mixed with the heated air in the air-return
plenum 116, and cooled by the HVAC units 122.

[0078] Even though the HVAC units 122 are primarily
responsible for cooling the computing systems and the other
electronic components on the data floor 114, the HVAC
system 534 can still provide substantial cooling (e.g., up to
at least 70 kW) capacity if needed.

Power Centers

[0079] FIG. 9 illustrates the power-center building module
120 of the modular datacenter facility 100 in accordance
with some embodiments.

[0080] FIG. 9 illustrates a block diagram of an embodi-
ment of the power-center building module 120, 220, etc.,
which is at the heart of the modular datacenter power
delivery mechanism for the building modules. With the
power-center building module 120 as an example, the
power-center building module 120 can be pre-fabricated off
site to include electrical power generators, transformers, and
modular pre-fabricated mechanical, electrical, and plumbing
(“MEP”) rooms that house switchgear, Uninterruptable
Power Supplies, power controls, etc. The power-center
building module 120 can also provide the generator-backed
power for the primary and secondary point of presence
(“PPOP” and “SPOP”) rooms and the house power. The
power center building module 120 can have hardened steel
shell structure and one or more aligned doors fabricated into
the building module in order to interconnect with the con-
necting corridor, which forms an outer layer of another
building module that is adjacent and abutted to the power
center building module. The power-center building module
120 can include one to two generators. Each of the genera-
tors can be a 2-MW diesel generator in an N configuration
to provide back-up power in case of utility power failure,
with the second generator as a swing generator. Each gen-
erator can be housed in a weatherproof enclosure. The
customer has the option to install or not the additional
generator to serve as the swing generator supplying backup
electrical power to multiple data-floor building modules.
The power-center building module 120 can include one or
more Power Distribution Units (PDU’s). The data-floor
building module 110 can have eight PDU’s that will serve as
the electrical distribution point for the customer. The PDU’s
can be prefabricated and shipped to the site.

[0081] A 2500 kVA outdoor transformer from the Utility
Power Grid exists for each 1000 kW modular datacenter
facility. The 2500 kVA transformer can provide power for
each one of the building modules through dual (A/B) 3000
A switchboards controlled by a 5-breaker PLC in the power
center building module 120. The sequence of electrical
power supply operation of the system can be controlled
automatically through deployment of a programmable logic
controller (“PLC”) control unit installed in the 3000 A main
switchboard. The optional swing generator can be a third
source of power available to each modular datacenter.
Should the standby generator fail to come online after loss
of power from the utility source, the optional swing gen-
erator can pick up the critical loads of the system.

[0082] The second set of sidewall-connected HVAC units
124 and 224 described herein can be powered by a second
electrical power distribution building module 128 and 228 in
order to allow an increase in power and cooling capability
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over time for the data-floor building modules 100 and 200,
respectively. The second electrical power distribution build-
ing module can be a duplicate of the first electrical power
distribution building module. For example, a 2500 kVA
transformer can provide power for each one of the building
modules through dual (C/D) 3000 A switchboards controlled
by a 5-breaker PLC.

[0083] The sidewall of the modular datacenter facility can
be constructed with the pre-approved architectural design
and layout to add the second electrical power distribution
module with electrical conduits and trays routed through the
sidewall during the second time period of the data-floor
building module.

Magnetic Blocking Tiles

[0084] Magnetic blocking tiles can be placed on a perfo-
rated tile or open area where air could flow through the floor
to direct the air flow to areas in the datacenter where
electronic equipment is designed to be located and actually
is installed in the datacenter. This increases the efficiency of
the cooling system of the datacenter facility. The placement
of magnetic blocking tiles may cooperate with an air dam
installed in the supply air system of the datacenter. FIG. 10
illustrates the placement of the magnetic blocking tiles over
perforated tiles of the data hall 114, and FIG. 11 illustrates
an example air dam system that cooperate with the place-
ment of magnetic blocking tiles.

[0085] FIG. 10 illustrates a diagram of an embodiment of
four magnetic blocking tiles placed on perforated tiles or
open areas, in an area where electronic equipment, including
various computing systems, is designed and planned to be
located but currently is not installed.

[0086] The magnetic blocking tiles are magnetic covers
for perforated or slotted tiles that are safe for a computing
environment such as a datacenter. The magnetic blocking
tiles each have a top surface that is solid and a bottom
surface. Each magnetic blocking tile may have an anti-static
rating of at least 10,000 ohms and is made of or coated with
a dust-resistant material. The one or more magnetic blocking
tiles are designed to be placed on perforated tiles or open
areas where air could flow in a datacenter to aid in control-
ling the air flow in a datacenter. The datacenter houses
computing systems, where the computing systems includes
servers and storage devices are arranged in hot and cool
zones. The magnetic blocking tiles are placed on perforated
tiles or open areas where air could flow through the floor.
The perforated tiles include any tiles manufactured with
slots, small holes, and other openings in the tile to allow air
to flow through these openings. The magnetic blocking tiles
are placed on these perforated tiles or these open areas, in an
area where electronic equipment, including the computing
systems, is designed and planned to be located but currently
is not installed; and thus, the magnetic blocking tiles cut off
the airflow to areas where the electronic equipment is
designed and planned to be located but currently is not
installed. The magnetic blocking tiles cut off the airflow to
areas where the electronic equipment is not installed; and
thus, enhances the airflow to areas in the datacenter where
electronic equipment is designed to be located and actually
is installed in the datacenter. For example, server racks #1
and #3 are still getting the cooling air flow to the area where
they are installed. However the area between server racks #1
and #3 has magnetic blocking tiles placed over the perfo-
rated tiles in this area. The magnetic blocking tiles adhere
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magnetically to either the floor or the perforated tiles in
order to cut off the airflow to areas where the electronic
equipment is not installed.

[0087] The magnetic blocking tiles may have a magnetic
material incorporated into one of the layers of the magnetic
blocking tiles. The magnetic material is used to adhere to
either a metal floor or metal perforated tiles without an
additional adhesive bonding agent being needed between the
magnetic blocking tile and an underlay surface of the metal
floor or metal perforated tile. The floor or perforated tile may
be made out of a ferrous metal material and/or have a
ferrous-metal based resin applied to the floor or perforated
tile. The magnetic blocking tiles are configured for a mag-
netic action to be used to hold the magnetic blocking tile in
place. Note, any of 1) a raised floor may be made of a ferrous
metal, 2) the perforated tiles are made of a ferrous metal, and
3) a coating, on either of the perforated tiles or on the raised
floor, incorporates loose ferrous metal material.

[0088] Each magnetic blocking tile may have a magnetic
flux, of less than 0.4 Tesla or 1500 Oersted, at which value
it is safe to assume that the magnetic field will not harm or
alter data bits stored memory devices. Generally less than
1500 Oersted and/or less than 0.4 Tesla is a maximum
defined value at which it is safe to assume that no data has
had its value changed based on being exposed to the
magnetic field. Past this exposure, data may have been
altered by the magnetic field. Regardless of exposure to
another magnetic force, a memory device such as a hard
drive can (and does) lose data bits due to deterioration over
time.

[0089] The magnetic blocking tiles may have a coating
that has an anti-static rating of at least 1000 ohms to 10,000
ohms (or more) to prevent damage to any electronic circuit
devices that cannot tolerate a sudden flow of static charge.
The magnetic blocking tiles are anti-static to be suitable for
use in computer rooms. Electrostatic discharge (ESD) is a
problem for computer systems in a data floor. The scuff of
a shoe or the scrape of a chair creates an electron imbalance
and, while the human body may not feel it, it can have
serious consequences. ESD can cause component or system
failures, which may prove costly and perhaps even be
dangerous. The magnetic blocking tiles may have a static
electricity electrical propensity of less than 2 kV by having
a conductive carbon based coating to create an anti-static
property.

[0090] In an embodiment, the dust resistant coating or
material of the magnetic blocking tile has a reduced tacticity
of a top layer or covering to protect the surface from dust
accumulation. The top layer may have small molecules that
repel negatively charged dust or may repel dust that could
have remained attached by sealing edges, joints, and seems
that are vulnerable to dust molecules attaching to these
seems, edges and joints.

[0091] The top surface of a magnetic blocking tile may
have a sufficient friction coefficient of equal to or greater
than a 0.30 dynamic coefficient of friction (DCOF) to be slip
resistant and give some friction so a person does not easily
slip. The top surface of a magnetic blocking tile may be
made from material such as vinyl.

[0092] Placement the magnetic blocking tiles allows the
datacenter operators to refine the heat load being cooled by
the HVAC systems of the datacenter to focus on cooling
computing systems actually currently installed in the one or
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more data floors that are already constructed. The magnetic
blocking tiles are configured to calibrate datacenter.

[0093] The magnetic blocking tiles are configured to coop-
erate with an air dam installed in the datacenter, where the
air-supply plenum 112 includes an under-floor plenum to
supply the cooling air to the data floor 114. The air dam is
positioned at an entry region of the under floor plenum to
obstruct a flow of cooling air in order to cause a constant
airflow through the perforations in the perforated tiles for an
entire area of datacenter housing the computer systems.

Air Dam

[0094] FIG. 11 illustrates a geometry of an air dam 1113
configured with respect to the data room, raised floor, and
supply air plenum in accordance with some embodiments.

[0095] As discussed, the placement of magnetic blocking
tiles may cooperate with an air dam installed in the supply
air system of the datacenter. The air dam 1113 works as an
obstruction in the forced air flow path to cause the air
passing through the opening between the top of the air dam
1113 and the bottom of the wall or raised floor to slow down
the air entering the under floor space. The air on the
opposing side of the air dam from the incoming air stream
experiences a more even pressure distribution. The air dam
also creates a positive air pressure over the air dam, thus
reducing and eliminating negative pressures areas in the data
room floor. The air dam is located under a raised floor
building such as a datacenter and is typically located under
the walls forming a room in the building in the flow path of
forced air in that building. Additional localized air dams may
be placed and orientated by high heat centers in a room to
direct airflow to that localized hot spot. The air dam can be
located between the slab of the foundation and the support
structure for the raised floor.

[0096] FIG. 11 illustrates the air dam 1113 configured with
respect to the air-supply plenum 112 along the full width of
one vertical wall of the data floor 114 transitioning to the
under-floor plenum between a perforated, raised floor and an
actual floor of the data-floor building module 110. The
air-supply plenum 112 has a width (w) from an exterior wall
of the modular datacenter facility 100 to an interior wall
(e.g., a wall of the rear service corridor 132 or a wall of the
data hall 114), while the raised floor is raised by a height (y).
The raised floor has a length (L) from the interior wall to an
opposing interior wall of the data floor 114. Dimensions
include a width (w) of the air-supply plenum 112 and a
height (y) of the raised floor of between 12 to 48 inches,
preferably between 30 to 42 inches, and more preferably
approximately 36 inches. These dimensions are not neces-
sarily the same, but can be.

[0097] The air dam 1113 can be an angled bracket that
includes two planar sides generally angled from each other.
The first side secures the dam to the actual floor and is
positioned parallel to the floor along one surface, while the
second side projects from the floor at an angle 0 into the
under floor space. The air dam 1113 may be angled from the
floor from between 45-135° and more generally between
45-90°. The angle of the air dam 1113 preferably positions
the top edge of the air dam 1113 equal or closer to the
exterior wall than a bottom portion of the air dam 1113 that
projects into the under floor space (i.e. less than or equal to
90° when measured from the exterior side of the air dam
1113).
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[0098] However, the size and shape of the air dam 1113
may vary. In some embodiments, the air dam may have an
‘L type shape with the height of the L section being roughly
half the height of the raised floor. The size and shape of the
air dam causes a constant pressure through the perforated
tiles when entering into the data floor to cool its electronic
equipment. The angle of the vertical section of the air dam
may vary between 45° and 120°, with a preferred angle of
90° or less, measured from the floor on the exterior side of
the air dam. The placement of the air dam may be offset
relative to the wall starting that room by a given distance of
between approximately 6 to 18 inches. The size and shape of
the air dam is formed to cause a turbulent airflow effect
underneath the raised floor and then through the perforations
in tiles on a surface of the raised floor in order to create the
constant pressure through the perforated tiles. In some
embodiments, the air dam may be a planar surface of
generally equal thickness along the projection, such that the
projection is generally rectangular in cross section. The
thickness of planar surface may also be tapered or reverse
tapered toward the upper edge, such that the planar surface
is thicker or thinner along a bottom portion of the surface
than toward a top edge of the surface, such that the surfaces
creates a generally triangular or trapezoidal cross section.
The taper may also be non-linear such that the surface is
non-planar, concave or convex toward the incoming air
stream. In some embodiments, the air dam 1113 is a planar
or generally planar projection from the floor toward the
raised floor perpendicularly oriented from the floor at
approximately half of the height between the floor to the
underside of the raised floor.

[0099] The air dam may be made of one or more plastic,
metal, carbon, polymer, composites or combinations thereof.
The air dam should be sufficiently rigid to maintain is shape
and orientation against the force and pressure of the incom-
ing air stream.

[0100] The top edge of the air dam projects into the under
floor space of the under floor plenum. The air dam 1113
creates a barrier or obstacle to the air flow as it transitions
from the air-supply plenum 112 to the under floor plenum
portion of the air-supply plenum 112. The air dam 1113 is
positioned to obstruct the air flow and generally reduce the
velocity of the air flow entering the under floor plenum.
Accordingly, the top edge of the air dam is positioned
between 25% to 75%, and preferably between 40% to 60%
and more preferably about 50% of the height of the under
floor plenum from the actual floor toward the raised floor.
Therefore, an air passage is created over the top of the air
dam 1113 between the air dam and the raised floor. The air
dam has a maximum height (h) measured from the actual
floor toward the raised floor. The air dam 1113 height (h)
may be approximately 12-24 inches, preferably 16 to 20
inches, and more preferably 18 inches.

[0101] The air dam 1113 may be positioned at an offset
from the exterior side of the interior wall toward the under
floor plenum, i.e. toward the interior of the data floor 114 or
away from an exterior wall of the modular datacenter facility
100. In an embodiment, the air dam 1113 may be offset from
the exterior side of the interior wall by 0-5% of the length
of raised floor length (L), and more specifically from 0.5 to
1.5% of the length of the raised floor. Alternatively, the air
dam 1113 may be offset from the exterior side of the interior
wall by a distance equal to or less than the width (w) of the
air-supply plenum 112 and/or the height (y) of the under
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floor plenum portion of the air-supply plenum 112. Prefer-
ably, the air dam 1113 is offset (x) by approximately Y4 to %2
of'the air-supply plenum width (w) and/or air-supply plenum
height (y). In an embodiment, the air dam 1113 may be offset
from the exterior side of the interior wall by O to 24 inches,
6 to 18 inches, or preferably 10 to 14 inches.

[0102] The offset placement tends to control where the
constant air pressure and thus air flow in cubic feet per
minute (CFM) begins. The constant airflow caused by the air
dam through the under floor system to the entire room of the
data floor tends to minimize or eliminate hotspots from
occurring inside the room. This allows greater freedom of
placement and arrangement of electrical equipment inside
the data room than ever before. Additionally, a layout of
electrical equipment can be altered and changed in the future
without having to potentially change any HVAC ducting,
HVAC cooling units, etc. and potentially with only a mini-
mal amount of switching around or adding of perforated tiles
to affect the airflow in that area of the data floor room. The
even air pressure distribution caused by the air dam in the
under floor plenum, which results in a constant airflow
through the perforated floor system, allows an electrical
equipment layout in the data floor with even smaller dimen-
sions for hot and cold aisles than standard configurations.
For example, 3 foot or less hot aisles and/or 4 foot or less
cold aisles may be achieved with embodiments described
herein. Thus, the placement of electrical equipment such as
servers, storage devices, etc. can be freely placed in any
geographical area in the data room rather than having to set
up the equipment in a prescribed/pre-designed manner.

[0103] The air dam 1113 is configured and positioned to
create a generally even distribution of pressure in the under
floor plenum across the entirety of the raised floor. Alterna-
tively, embodiments as described herein may be used to
control the pressure distribution across a majority of or
substantial portion of the raised floor. For example, the
pressure distribution at the raised floor on the under floor
plenum side of the air dam may be controlled for generally
constant pressure. Accordingly, approximately 90-100%,
and preferably 95-100% of the floor length experiences
constant pressure distribution of the injected air. The portion
of generally constant pressure may be measured across the
entire raised floor. Generally, even distribution of pressure is
understood to be a pressure distribution more homogeneous
than that achieved without an air dam. For example, the
desired pressure distribution across the raised floor is main-
tained at or above 0.04 inches of water, and preferably
between 0.04 to 0.07 and more preferably between 0.05 and
0.06. Accordingly, the pressure distribution across the raised
floor may vary in embodiments by 0.04 inches of water, and
more preferably by 0.02 inches of water across the entire
raised floor. The pressure distribution across a majority of
substantial portion of the raised floor may vary by 0.01
inches of water or less and more preferably by 0.05 inches
of water. Embodiments as described herein may achieve a
positive pressure distribution across the entire raise floor
with a pressure variation of less than 25% of an average
pressure across the raised floor, and more preferably of less
than 20%, 10%, or 5%.

[0104] Embodiments as described herein may achieve
more efficient distribution of air into the data room. For the
same amount of energy to supply an incoming air source at
a given velocity and/or pressure, the pressure achieved
within the data room without the air dam is substantially
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reduced. For example, for the same source velocity and
pressure, the air pressure across the raised floor may be
improved by 2-3 times. Thus, pressures of only 0.02 to 0.03
inches water may be achieved with contemporary systems
without an air dam, while pressures of 0.06 to 0.07 inches
water may be achieved with the same source supply condi-
tions with a system incorporating embodiments described
herein.

[0105] The HVAC cooling units 122, 124, 222, 224, etc.
and cooling system overall perform better to consume less
electrical energy to supply a given amount of cooling for a
given amount of electrical consumption by the electrical
equipment contained inside the data floor room. For
example, due to the constant airflow and consistent pressure,
a 10,000 square-foot data room can fit 500 racks of electrical
equipment in multiple layouts and arrangements inside that
data room floor space of 10,000 feet. The same HVAC units
and air dam placement can be used to support those multiple
configurations of electrical equipment within the data floor
of the datacenter.

Methods

[0106] FIG. 12 illustrates a method 1200 of the modular
datacenter facility 100 in accordance with some embodi-
ments.

[0107] In a first step 1210 of the method, the method can
include constructing a modular datacenter facility with at
least an initial set of building modules of different types of
functionality to form the modular datacenter facility. Each
type of building module in the set can have a specific
collection of functionality associated with that type of
building module. Each building module of the set can be a
pre-engineered, standardized building block having a stan-
dardized, pre-approved architectural design and layout. A
first type of building module in the modular datacenter
facility can be a data-floor building module that is pre-
engineered and has the pre-approved architectural design
and layout to house computing systems.

[0108] In a second step 1220 of the method, the method
can include housing, in hot and cool zones of a data-floor
building module, computing systems including servers and
storage devices, as well as routers and switches, to transport
data traffic between the servers and a world exterior to the
modular datacenter facility.

[0109] In a third step 1230 of the method, the method can
include connecting a first set of sidewall-connected HVAC
units for the data-floor building module to a sidewall of the
modular datacenter facility and using electrical power pro-
vided by a first electrical power distribution building module
to supply conditioned air into an air-supply plenum of the
sidewall. The sidewall can be a sidewall of the data-floor
building module or a service corridor. The conditioned air
can be supplied in order to cool the computing systems
including the servers, storage devices, routers, and switches,
and other electronic components housed in the data-floor
building module of the modular datacenter facility. The first
set of the sidewall-connected HVAC units can allow for
cooling of the computing systems and the other electronic
components allowing for more server units to consume
electrical power during their operation inside the data-floor
building module without raising a temperature in the data-
floor building module high enough to overheat the comput-
ing systems and the other electronic components. The first
set of the sidewall-connected HVAC connecting to the
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sidewall units can allow for fewer penetrations in a roof of
the data-floor building module, thereby minimizing an
amount of leaks potentially occurring in the roof of the
ceiling, and thereby minimizing risk of any damage to the
computing systems and the other electronic components
housed in the data-floor building module from the leaks.

[0110] In a fourth step 1240 of the method, the method can
include sealing a roof with a vapor-to-air sealant layer on top
of a concrete layer to further prevent leaks from potentially
occurring in the data-floor building module from in through
the roof.

[0111] In such embodiments, the method can further
include a fifth step including constructing an air channel,
including any of a duct, a plenum, and a combination of one
or more ducts and plenums for an air-flow path for the
conditioned air beginning at the first set of the sidewall-
connected HVAC units, through the air-supply plenum of the
sidewall, through an under-floor plenum positioned under a
raised floor of the data-floor building module, through the
raised floor of the data-floor building module, through one
or more perforated tiles covering the raised floor, and into an
interior of the data-floor building module for the cooling of
the computing systems and the other electronic components
housed in the data floor building module.

[0112] In such embodiments, the method can further
include a sixth step including constructing the air channel
for the air-flow path of the conditioned air to continue from
the interior of the data-floor building module and through a
ceiling of the of the data-floor building module, where one
or more return ducts above the ceiling route heated air from
above the data-floor building module down along the side-
wall and back to an air intake of the first set of the
sidewall-connected HVAC units. The first set of the side-
wall-connected HVAC units can remove heat from the
heated air to provide the conditioned air for recirculation of
the conditioned air through the air channel, including
through the air-supply plenum of the sidewall, through the
under-floor plenum, and through the raised floor of the
data-floor building module for the cooling of the computing
systems and the other electronic components.

[0113] In such embodiments, the method can further
include a seventh step including configuring the first set of
the sidewall-connected HVAC units with heat exchangers to
remove heat from recirculating conditioned air inside the
data-floor building module without introducing air from
outside the data-floor building module, thereby preventing
outside air with humidity and potential pollution from
mixing with the recirculating conditioned air inside the
data-floor building module, and thereby minimizing damage
to the computing systems and the other electronic compo-
nents housed in the data-floor building module. The first set
of the sidewall-connected HVAC units can use the heat
exchangers rather than louvers to remove the heat from the
recirculating conditioned air supplied to the air channel from
inside the data-floor building module.

[0114] In such embodiments, the method can further
include a eighth step including configuring the first set of the
sidewall-connected HVAC units with the heat exchangers to
work with at least one other HVAC unit that brings in the
outside air as makeup air to make up for losses in the
recirculated conditioned air. The at least one other HVAC
unit can include a humidity-control system and a pollution-
control system configured to control the humidity and the
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potential pollution of the makeup air that enters the modular
datacenter facility for the losses in the recirculated condi-
tioned air.

[0115] In such embodiments, the method can further
include a ninth step including adding an additional one or
more sets of the building modules of the different types to
the initial set of the building modules upon a parcel of land
when a need of space and additional capacity of the modular
datacenter facility develops, thereby transforming the modu-
lar datacenter facility by a step-by-step approach carried out
over time by addition of the additional one or more sets of
the building modules of the different types. The ninth step
can further include architecting one or more connecting
corridors into the building modules of the different types.
And the ninth step can further include aligning doorways
between the building modules of the different types inter-
connecting at least two building modules adjacent and
abutted to each other.

[0116] In such embodiments, the method can further
include a tenth step including constructing the air supply
plenum and an air return channel of the sidewall of the
modular datacenter facility. The air-supply plenum and the
air-return plenum of the sidewall of the modular datacenter
facility can have the pre-approved architectural design and
layout for adding additional sidewall-connected HVAC units
at a later date from initial construction of the modular
datacenter facility with the initial set of building modules of
the different types of functionality.

[0117] In such embodiments, the method can further
include a eleventh step including configuring the first set of
the sidewall-connected HVAC units to allow the first set of
the sidewall-connected HVAC units to be installed during a
first time period of the data-floor building module to cool the
computing systems and the other electronic components
housed in the data-floor building module during the first
time period. At a second, later time period of the data-floor
building module, the eleventh step can further include
configuring the first set of the sidewall-connected HVAC
units to allow a second set of the sidewall-connected HVAC
units to be proximately installed and connected into the
air-supply plenum and the air-return plenum of the sidewall
to cool the computing systems and the other electronic
components housed in the data-floor building module during
the second time period of the data-floor building module.
[0118] In such embodiments, the method can further
include a twelfth step including installing the second set of
the sidewall-connected HVAC units with the pre-approved
architectural design and layout selected from the group
consisting of 1) horizontally along the sidewall of the modu-
lar datacenter facility in line with the first set of the sidewall-
connected HVAC units, ii) vertically up the sidewall of the
modular datacenter facility in a configuration on top of the
first set of the sidewall-connected HVAC units, or iii) in a
combination of horizontally along the sidewall of the modu-
lar datacenter facility and vertically up the sidewall of the
modular datacenter facility in the configuration on top of the
first set of sidewall-connected HVAC units. The twelfth step
can further include powering the second set of sidewall-
connected HVAC units by a second electrical power distri-
bution building module in order to allow an increase in
power and cooling capability over time for the data-floor
building module. The sidewall of the modular datacenter
facility can be constructed with the pre-approved architec-
tural design and layout to add the second electrical power
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distribution module with electrical conduits and trays routed
through the sidewall during the second time period of the
data-floor building module.

[0119] In such embodiments, the method can further
include a thirteenth step including horizontally connecting
two parallel sections of wall of a data-hall building module
of the initial set of the building modules with a steel-based
joist or concrete beam to eliminate a need for support
columns on a raised floor of the data-hall building module to
support the computing systems and the other electronic
components. The steel-based joist or concrete beam can
ensure that users of the data-floor building module have a
sufficient degree of flexibility to accommodate a number of
server-rack configurations for racks of the servers having
varying power consumption densities in the hot and the cool
zones of the data-hall building module. The raised floor can
house the computing systems and other electronic compo-
nents as well as create a single, under-floor plenum config-
ured for supplying the conditioned air under the raised floor
to an interior of the data-hall building module and returning
heated air to a return plenum or return ducts in a ceiling
above the data-floor building module for return of the heated
air to the first set of sidewall-connected HVAC units.

[0120] In such embodiments, the method can further
include a fourteenth step including constructing a service
corridor and a personnel corridor along a length of at least
some of the initial set of building modules connected in the
modular datacenter facility. A hardened-structure building
module of the initial set of building modules can include a
hardened shell and one or more service or personnel corri-
dors between a first instance of the hardened-structure
building module and a second instance of the hardened-
structure building module connecting to and abutting the
first instance of the hardened-structure building module. The
one or more service or personnel corridors can be laid out
between an interior wall and an exterior wall of the hard-
ened-structure building module forming the hardened shell
of the hardened-structure building module. The roof further
can include an insulation layer and a cover-board layer on
top of the vapor-to-air sealant layer.

[0121] While some specific embodiments of the design
have been shown, the design is not to be limited to these
embodiments. The design is to be understood as not limited
by the specific embodiments described herein, but only by
the scope of the appended claims. Moreover, specific com-
ponents and various embodiments have been shown and
described. It should be understood that the invention covers
any combination, sub-combination, or re-combination,
including duplicating components, subtracting components,
combination components, integrating components, separat-
ing components, and/or dividing components.

[0122] The terms “approximately” and “about” are used
interchangeably to indicate that the disclosed and suggested
values do not require exact precision. The relative inclusions
of'values around each value depends on the error in building,
manufacturing, and installing the components, as is gener-
ally practiced by a person of skill in the art. Even without the
specific identification of approximation (i.e. the term
“about” or “approximate”), all of the dimensions disclosed
are examples only and include equivalent or approximate
values to the stated value to achieve similar, equal, or better
benefits or effects to those of the disclosed dimensions.
“Majority” is understood to be more than 50% of the floor
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area, while “substantial” is understood to be at least more
than 75% of the floor and preferably more than 85% of the
floor area.
What is claimed is:
1. An apparatus, comprising:
a modular datacenter facility constructed with at least an
initial set of building modules of different types of
functionality to form the modular datacenter facility,
wherein each type of building module in the set has a
specific collection of functionality associated with
that type of building module,

wherein each building module of the set is a pre-
engineered, standardized building block having a
standardized, pre-approved architectural design and
layout,

wherein a first type of building module in the modular
datacenter facility is a data-floor building module
that is pre-engineered and has the pre-approved
architectural design and layout to house computing
systems,

wherein the computing systems include servers and
storage devices housed in hot and cool zones of the
data-floor building module and routers and switches
to transport data traffic between the servers as well as
transport traffic to a world exterior to the modular
datacenter facility,

wherein a first set of sidewall-connected heating, ven-
tilation, and air conditioning (“HVAC”) units for the
data-floor building module connect to a sidewall of
the modular datacenter facility and use electrical
power provided by a first electrical power distribu-
tion building module to supply conditioned air into
an air-supply plenum of the sidewall, which can be
a sidewall of the data-floor building module or a
service corridor, in order to cool the computing
systems including the servers, storage devices, rout-
ers, and switches, and other electronic components
housed in the data-floor building module of the
modular datacenter facility,

wherein the first set of the sidewall-connected HVAC
units allow for cooling of the computing systems and
the other electronic components allowing for more
server units to consume electrical power during their
operation inside the data-floor building module with-
out raising a temperature in the data-floor building
module high enough to overheat the computing
systems and the other electronic components,

wherein the first set of the sidewall-connected HVAC
units connecting to the sidewall allow for fewer
penetrations in a roof of the data-floor building
module, thereby minimizing an amount of leaks
potentially occurring in the roof of the ceiling, and
thereby minimizing risk of any damage to the com-
puting systems and the other electronic components
housed in the data-floor building module from the
leaks, and

wherein the roof includes a vapor-to-air sealant layer
on top of a concrete layer to further prevent leaks
from potentially occurring in the data-floor building
module from in through the roof.

2. The apparatus of claim 1,

wherein an air channel, including any of a duct, a plenum,
and a combination of one or more ducts and plenums,
begins an air-flow path of the conditioned air at the first
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set of the sidewall-connected HVAC units, through the
air-supply plenum of the sidewall, through an under-
floor plenum positioned under a raised floor of the
data-floor building module, through the raised floor of
the data-floor building module, through one or more
perforated tiles covering the raised floor, and into an
interior of the data-floor building module for the cool-
ing of the computing systems and the other electronic
components housed in the data-floor building module.

3. The apparatus of claim 2,

wherein the air channel air-flow path of the conditioned
air continues from the interior of the data-floor building
module, through a ceiling of the of the data-floor
building module, where one or more return ducts above
the ceiling route heated air from above the data-floor
building module down along the sidewall and back to
an air intake of the first set of the sidewall-connected
HVAC units, and

wherein the first set of the sidewall-connected HVAC
units remove heat from the heated air to provide the
conditioned air for recirculation of the conditioned air
through the air channel, including through the air-
supply plenum of the sidewall, through the under-floor
plenum, and through the raised floor of the data-floor
building module for the cooling of the computing
systems and the other electronic components.

4. The apparatus of claim 1,

wherein the first set of the sidewall-connected HVAC
units are configured with heat exchangers to remove
heat from recirculating conditioned air inside the data-
floor building module without introducing air from
outside the data-floor building module, thereby pre-
venting outside air with humidity and potential pollu-
tion from mixing with the recirculating conditioned air
inside the data-floor building module, and thereby
minimizing damage to the computing systems and the
other electronic components housed in the data-floor
building module, and

wherein the first set of the sidewall-connected HVAC
units use the heat exchangers rather than louvers to
remove the heat from the recirculating conditioned air
supplied to the air channel from inside the data-floor
building module.

5. The apparatus of claim 4,

wherein the first set of the sidewall-connected HVAC
units configured with the heat exchangers are further
configured to work with at least one other HVAC unit
that brings in the outside air as makeup air to make up
for losses in the recirculated conditioned air, and

wherein the at least one other HVAC unit includes a
humidity-control system and a pollution-control system
configured to control the humidity and the potential
pollution of the makeup air that enters the modular
datacenter facility for the losses in the recirculated
conditioned air.

6. The apparatus of claim 1,

wherein the initial set of the building modules form the
modular datacenter facility upon a parcel of land, and,
when a need of space and additional capacity of the
modular datacenter facility develops, then an additional
one or more sets of the building modules of the
different types are rapidly added to the initial set of the
building modules, thereby transforming the modular
datacenter facility by a step-by-step approach carried
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out over time by addition of the additional one or more

sets of the building modules of the different types,

wherein one or more connecting corridors are architected
into the building modules of the different types, and

wherein corresponding aligned doorways between the
building modules of the different types interconnect at
least two building modules adjacent and abutted to each
other.

7. The apparatus of claim 1,

wherein the air-supply plenum and an air-return plenum
of the sidewall of the modular datacenter facility are
constructed with the pre-approved architectural design
and layout to add additional sidewall-connected HVAC
units at a later date from initial construction of the
modular datacenter facility with the initial set of build-
ing modules of the different types of functionality, and

wherein the first set of the sidewall-connected HVAC
units are configured to allow the first set of the side-

wall-connected HVAC units to be installed during a

first time period of the data-floor building module to

cool the computing systems and the other electronic
components housed in the data-floor building module
during the first time period, and then, at a second, later
time period of the data-floor building module, the first
set of the sidewall-connected HVAC units are config-
ured to allow a second set of the sidewall-connected

HVAC units to be proximately installed and connected

into the air-supply plenum and the air-return plenum of

the sidewall to cool the computing systems and the
other electronic components housed in the data-floor
building module during the second time period of the
data-floor building module.

8. The apparatus of claim 7,

wherein the second set of the sidewall-connected HVAC
units are installed with the pre-approved architectural
design and layout selected from the group consisting of

1) horizontally along the sidewall of the modular data-
center facility in line with the first set of the sidewall-
connected HVAC units,

ii) vertically up the sidewall of the modular datacenter
facility in a configuration on top of the first set of the
sidewall-connected HVAC units,

iii) or a combination of horizontally along the sidewall
of the modular datacenter facility and vertically up
the sidewall of the modular datacenter facility in the
configuration on top of the first set of sidewall-
connected HVAC units,

wherein the second set of sidewall-connected HVAC units
are powered by a second electrical power distribution
building module in order to allow an increase in power
and cooling capability over time for the data-floor
building module, and

wherein the sidewall of the modular datacenter facility is
constructed with the pre-approved architectural design
and layout to add the second electrical power distribu-
tion module with electrical conduits and trays routed
through the sidewall during the second time period of
the data-floor building module.

9. The apparatus of claim 1,

wherein a data-hall building module of the initial set of
the building modules includes a steel-based joist or
concrete beam that horizontally connects two parallel
sections of wall of the data-hall building module to
eliminate a need for support columns on a raised floor
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of the data-hall building module for supporting the
computing systems and the other electronic compo-
nents,
wherein the steel-based joist or concrete beam ensures
that users of the data-floor building module have a
sufficient degree of flexibility to accommodate a num-
ber of server-rack configurations for racks of the serv-
ers having varying power consumption densities in the
hot and the cool zones of the data-hall building module,
and
wherein the raised floor houses the computing systems
and other electronic components as well as creates a
single, under-floor plenum configured for supplying the
conditioned air under the raised floor to an interior of
the data-hall building module and returning heated air
to a return plenum or return ducts in a ceiling above the
data-floor building module for return of the heated air
to the first set of sidewall-connected HVAC units.
10. The apparatus of claim 9,
wherein a service corridor and a personnel corridor run a
length of at least some of the initial set of building
modules connected in the modular datacenter facility,
wherein a hardened-structure building module of the
initial set of building modules includes a hardened shell
and one or more service or personnel corridors between
a first instance of the hardened-structure building mod-
ule and a second instance of the hardened-structure
building module connect to and abutting the first
instance of the hardened-structure building module,
wherein the one or more service or personnel corridors are
laid out between an interior wall and an exterior wall of
the hardened-structure building module forming the
hardened shell of the hardened-structure building mod-
ule, and
wherein the roof further includes an insulation layer and
a cover-board layer on top of the vapor-to-air sealant
layer.
11. A method, comprising:
constructing a modular datacenter facility with at least an
initial set of building modules of different types of
functionality to form the modular datacenter facility,
wherein each type of building module in the set has a
specific collection of functionality associated with
that type of building module,
wherein each building module of the set is a pre-
engineered, standardized building block having a
standardized, pre-approved architectural design and
layout, and
wherein a first type of building module in the modular
datacenter facility is a data-floor building module
that is pre-engineered and has the pre-approved
architectural design and layout to house computing
systems;
housing, in hot and cool zones of the data-floor building
module, the computing systems including servers and
storage devices, as well as routers and switches, to
transport data traffic between the servers and a world
exterior to the modular datacenter facility;
connecting a first set of sidewall-connected heating, ven-
tilation, and air conditioning (“HVAC”) units for the
data-floor building module to a sidewall of the modular
datacenter facility and using electrical power provided
by a first electrical power distribution building module
to supply conditioned air into an air-supply plenum of
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the sidewall, which can be a sidewall of the data-floor
building module or a service corridor, in order to cool
the computing systems including the servers, storage
devices, routers, and switches, and other electronic
components housed in the data-floor building module
of the modular datacenter facility,
wherein the first set of the sidewall-connected HVAC
units allow for cooling of the computing systems and
the other electronic components allowing for more
server units to consume electrical power during their
operation inside the data-floor building module with-
out raising a temperature in the data-floor building
module high enough to overheat the computing
systems and the other electronic components, and
wherein the first set of the sidewall-connected HVAC
connecting to the sidewall units allow for fewer
penetrations in a roof of the data-floor building
module, thereby minimizing an amount of leaks
potentially occurring in the roof of the ceiling, and
thereby minimizing risk of any damage to the com-
puting systems and the other electronic components
housed in the data-floor building module from the
leaks; and
sealing the roof with a vapor-to-air sealant layer on top of
a concrete layer to further prevent leaks from poten-
tially occurring in the data-floor building module from
in through the roof.
12. The method of claim 11, further comprising:

constructing an air channel, including any of a duct, a

plenum, and a combination of one or more ducts and
plenums for an air-flow path for the conditioned air
beginning at the first set of the sidewall-connected
HVAC units, through the air-supply plenum of the
sidewall, through an under-floor plenum positioned
under a raised floor of the data-floor building module,
through the raised floor of the data-floor building
module, through one or more perforated tiles covering
the raised floor, and into an interior of the data-floor
building module for the cooling of the computing
systems and the other electronic components housed in
the data floor building module.

13. The method of claim 12, further comprising:

constructing the air channel for the air-flow path of the

conditioned air to continue from the interior of the

data-floor building module, through a ceiling of the of

the data-floor building module, where one or more

return ducts above the ceiling route heated air from

above the data-floor building module down along the

sidewall and back to an air intake of the first set of the

sidewall-connected HVAC units,

wherein the first set of the sidewall-connected HVAC
units remove heat from the heated air to provide the
conditioned air for recirculation of the conditioned
air through the air channel, including through the
air-supply plenum of the sidewall, through the under-
floor plenum, and through the raised floor of the
data-floor building module for the cooling of the
computing systems and the other electronic compo-
nents.

14. The method of claim 11, further comprising:

configuring the first set of the sidewall-connected HVAC

units with heat exchangers to remove heat from recir-
culating conditioned air inside the data-floor building
module without introducing air from outside the data-
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floor building module, thereby preventing outside air
with humidity and potential pollution from mixing with
the recirculating conditioned air inside the data-floor
building module, and thereby minimizing damage to
the computing systems and the other electronic com-
ponents housed in the data-floor building module,
wherein the first set of the sidewall-connected HVAC
units use the heat exchangers rather than louvers to
remove the heat from the recirculating conditioned
air supplied to the air channel from inside the data-
floor building module.

15. The method of claim 14, further comprising:

configuring the first set of the sidewall-connected HVAC
units with the heat exchangers to work with at least one
other HVAC unit that brings in the outside air as
makeup air to make up for losses in the recirculated
conditioned air,

wherein at least one other HVAC unit includes a
humidity-control system and a pollution-control sys-
tem configured to control the humidity and the
potential pollution of the makeup air that enters the
modular datacenter facility the losses in the recircu-
lated conditioned air.

16. The method of claim 11, further comprising:

adding an additional one or more sets of the building
modules of the different types to the initial set of the
building modules upon a parcel of land when a need of
space and additional capacity of the modular datacenter
facility develops, thereby transforming the modular
datacenter facility by a step-by-step approach carried
out over time by addition of the additional one or more
sets of the building modules of the different types;

architecting one or more connecting corridors into the
building modules of the different types; and

aligning doorways between the building modules of the
different types interconnecting at least two building
modules adjacent and abutted to each other.

17. The method of claim 11, further comprising:

constructing the air supply plenum and an air return
channel of the sidewall of the modular datacenter
facility,

wherein the air-supply plenum and the air-return ple-
num of the sidewall of the modular datacenter facil-
ity have the pre-approved architectural design and
layout for adding additional sidewall-connected
HVAC units at a later date from initial construction
of the modular datacenter facility with the initial set
of building modules of the different types of func-
tionality, and

configuring the first set of the sidewall-connected HVAC
units to allow the first set of the sidewall-connected
HVAC units to be installed during a first time period of
the data-floor building module to cool the computing
systems and the other electronic components housed in
the data-floor building module during the first time
period, and then, at a second, later time period of the
data-floor building module, configuring the first set of
the sidewall-connected HVAC units to allow a second
set of the sidewall-connected HVAC units to be proxi-
mately installed and connected into the air-supply
plenum and the air-return plenum of the sidewall to
cool the computing systems and the other electronic
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components housed in the data-floor building module
during the second time period of the data-floor building
module.
18. The method of claim 17, further comprising:
installing the second set of the sidewall-connected HVAC
units with the pre-approved architectural design and
layout selected from the group consisting of

1) horizontally along the sidewall of the modular data-
center facility in line with the first set of the sidewall-
connected HVAC units,

ii) vertically up the sidewall of the modular datacenter
facility in a configuration on top of the first set of the
sidewall-connected HVAC units, or

iii) in a combination of horizontally along the sidewall
of the modular datacenter facility and vertically up
the sidewall of the modular datacenter facility in the
configuration on top of the first set of sidewall-
connected HVAC units; and

powering the second set of sidewall-connected HVAC
units by a second electrical power distribution building
module in order to allow an increase in power and
cooling capability over time for the data-floor building
module,

wherein the sidewall of the modular datacenter facility
is constructed with the pre-approved architectural
design and layout to add the second electrical power
distribution module with electrical conduits and
trays routed through the sidewall during the second
time period of the data-floor building module.

19. The method of claim 11, further comprising:

horizontally connecting two parallel sections of wall of a
data-hall building module of the initial set of the
building modules with a steel-based joist or concrete

beam to eliminate a need for support columns on a

raised floor of the data-hall building module to support

the computing systems and the other electronic com-
ponents,
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wherein the steel-based joist or concrete beam ensures
that users of the data-floor building module have a
sufficient degree of flexibility to accommodate a
number of server-rack configurations for racks of the
servers having varying power consumption densities
in the hot and the cool zones of the data-hall building
module, and

wherein the raised floor houses the computing systems
and other electronic components as well as creates a
single, under-floor plenum configured for supplying
the conditioned air under the raised floor to an
interior of the data-hall building module and return-
ing heated air to a return plenum or return ducts in a
ceiling above the data-floor building module for
return of the heated air to the first set of sidewall-
connected HVAC units.

20. The method of claim 19, further comprising:
constructing a service corridor and a personnel corridor

along a length of at least some of the initial set of

building modules connected in the modular datacenter

facility,

wherein a hardened-structure building module of the
initial set of building modules includes a hardened
shell and one or more service or personnel corridors
between a first instance of the hardened-structure
building module and a second instance of the hard-
ened-structure building module connect to and abut-
ting the first instance of the hardened-structure build-
ing module, and

wherein the one or more service or personnel corridors
are laid out between an interior wall and an exterior
wall of the hardened-structure building module
forming the hardened shell of the hardened-structure
building module,

wherein the roof further includes an insulation layer
and a cover-board layer on top of the vapor-to-air
sealant layer.



