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(57) Abstract: The present disclosure relates generally to a data enrichment service that extracts, repairs, and enriches datasets, res -
ulting in more precise entity resolution and correlation for purposes of subsequent indexing and clustering. As the data enrichment
service can include a visual recommendation engine and language for performing large-scale data preparation, repair, and enrich-
ment of heterogeneous datasets. This enables the user to select and see how the recommended enrichments (e.g., transformations and
repairs) will affect the user's data and make adjustments as needed. The data enrichment service can receive feedback from users
through a user interface and can filter recommendations based on the user feedback.
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DECLARATIVE LANGUAGE AND VISUALIZATION SYSTEM FOR
RECOMMENDED DATA TRANSFORMATIONS AND REPAIRS

[

CROSS-REFERENCE TCO RELATED APPLICATIONS
{8861} The present application is claims the benefit and priority of U.S. Non-Provisional
Patent Application No. 14/864,496, filed Septernber 24, 2015, entitied “DECLARATIVE

10 LANGUAGE AND VISUALIZATION SYSTEM FOR RECOMMENDED DATA

TRANSFORMATIONS AND REPAIRS,” which claims the benefit and priority of US.
Provisional Application No. 62/056,471, filed September 26, 2014, entitled
“DECLARATIVE LANGUAGE AND VISUALIZATION SYSTEM FOR
RECOMMENDED DATA TRAMNSFORMATIONS AND REPAIRS.”

ot
o

{6862} The present application 15 related to the following applications:

1} U.S. Provisional Application No. 62/056,468, filed Septernber 26, 2014 and titled
“METHOD FOR SEMANTIC ENTITY EXTRACTION BASED ON GRAPH
MATCHING WITH AN EXTERNAL KNOWLEDGEBASE AND SIMILARITY
RANKING OF DATASET METADATA FOR SEMANTIC INDEXING, SEARCH,

26 AND RETRIEVAL™;

2y U.S. Provisional Application No. 62/056,474, filed on September 26, 2014 and titled
“DYNAMIC VISUAL PROFILING AND VISUALIZATION OF HIGH VOLUME
DATASETS AND REAL-TIME SMART SAMPLING AND STATISTICAL
PROFILING OF EXTREMELY LARGE DATASETS”;

N

o

[v%
N

3} U.S. Provisional Apphlication No. 62/056,475, filed September 26, 2014 and titled
“AUTOMATED ENTITY CORRELATION AND CLASSIFICATION ACROSS
HETEROGENEQUS DATASETS”;

4} U.S. Provisional Apphication No. 62/056,476, filed September 26, 2014 and titled
DECLARATIVE EXTERMNAL DATA SOURCE IMPORTATION,
34 EXPORTATION, AND METADATA REFLECTION UTILIZING HTTP AND
HDFS PROTOCOLS”;
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5y U.S. Provisional Application No. 62/163,296, filed May 1§, 2015 and titled
“CATEGORY LABELING”:; and

6} UK. Provisional Apphcation No. 62/203,806, filed August 11, 2015 and titled
“SIMILARITY METRIC ANALYSIS AND KNOWLEDGE SCORING SYSTEM™.

{80831 The entire contents of the above-identified patent applications are incorporated

herein by reference for all parposes.

BRIEF SUMMARY
[88064] The present disclosure relates generally to data preparation and analysis. More
particularly, techniques are disclosed for generating and displaying interactive visualizations

for recommended data transformations and repairs.

186651 The prosent disclosure relates generally to a data enrichument service that gxiracts,
repaits, and enviches datasets, resulting in more precise ontity resolution and corvelation for
purposes of subsequent indexing and clustering. The data enrichment service can include a
visual recommendation engine and language for performing large-scale data preparation,
repair, and enrichment of heterogencous datasets. This enables the user to select and see how
the recornmended enrichments (e.g., transtormations and repairs) will affect the user’s data
and make adjostments as needed. The data enrichment service can receive feedback from

users through a user interface and can filter recommendations based on the user feedback.

[8866] In some embodiments, a computing system may be implemented for generating and
displaying intcractive visualizations for recommended data transformations and repairs. The
computing systern may implement a data enrichment service. The computing system may be
configured to implement methods and operations described herein. In some embodiments, a
system is disclosed for generating and displaying interactive visualizations for recommended
data transformations and repairs. The system may include a plurality of data sources and
plurality of data targets. The system may include a cloud computing infrastructure system
comprising one or more processors conwnunicatively coupled to the plurality of data sources
and conmmunicatively coupled to the plurality of data targets, over at least one commumnication
network. The cloud computing infrastructure system may include a memory coupled to the
one of more processors, the memory storing instructions 1o provide a data enrichment service,
where the mstructions, when execated by the one or more processors, cause the one or more

processors to perform one or more methods or operations described herein, Yet other
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embodiments relate to systems and machine-readable tangible storage media, which employ

o1 store instructions for methods and operations described herein.

{88671 In at least one embodiment, a method may include receiving a data enrichment request
from a client device. The method may include identifying, by a computer systom, patterns in
data from one or reore data sources. The methed may inclade matching the paticrns to enfity
mformation from a knowledge service. The method may include generating one or more
transformation scripts for the data based on the entity information. The method may inchude
generating one or more recommendations corresponding to the one or more transformation
scripts. The method may include causing the one or more recoramendations to be displayed
in a user inlerface at the client device. The method may include receiving transformation
instructions based on the one or more recommendations. The method may include
transforming the data based on the transformation instructions. The method may nclude
publishing the transformed data to one or more data targets based on the transformation

mnstructions.

1688} In seue embodiments, the method may include receiving a selection of at least one
colomn of data from at least one of the one or more data sources and causing a data profile of
the at least one colummn of data 1o be displayed. The data profile may indicate a plurality of
patterns identified in the at least one columm of data and at least one data visualization

associated with the at least one colunmn of data.

18663} In at lcast one embodiment, transformation nstructions include a transformation
instruction to rename at feast one columm of data based on the entity information. The
method may include receiving a firther transformation instraction to rename the at least one
column of data to a default name. In some embodiments, transformation instructions inchide
a transformation nstruction to reformat at least one column of data based on the entity
mformation. In some embodiments, transformation instructions include a further
transformation instruction to obfuscate at least one colummn of data based on the entity
information. In some embodiments, fransformation instructions include an enrichment
mstroction to add one or more columns of data obtained from the knowledge service based on

the entity information.

(8818} In one embodiment of the invention, when a selection of at least onc column of data is

received from at least one of the data sources, a data profile of the at least one columm of data
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18 caused to be displayed in the user interface on the client device, where the data profile
indicates a plurality of patierns identified in the at least one column of data and at least one

data visualization associated with the at least one colummn of data.

[8¢11] In one embodiment of the invention, the transformation instructions include a

o

transformation instruction to rename at least one column of data based on the endity

miormation.

18612} In onc cmbodiment of the invention, a further transformation instruction is received to

rename the at least one column of data to g default name.

[8¢13] In one embodiment of the invention, the transformation instructions include a
10 transformation instruction to reformat at least one coluom of data based on the entity

miormation.

18614} In onc cmbodiment of the invention, the transformation instructions include a further
transformation instruction to obfuscate at least one colomm of data based on the entity
mformation,

15 {8818} In one embodiment of the mvention, the transformation mstructions melude an
enrichment instruction to add one or more columns of data obtained from the knowledge
service based on the entity information.

[8816] The foregoing, together with other features and embodiments will become more

apparent upon referring to the following specification, claims, and accompanying drawings.

20
BRIEF DESCRIPTION OF THE DRAWINGS
{88171 FIG. 1 depicts a simplified high level diagram of a data enrichment service, in
accordance with an embodiment of the present invention.
[B818] FIG. 2 depicts a simplified block diagram of a technology stack, in accordance with
25  an cmbodiment of the present invention.

[86819] FIG. 3 depicts a simplified block diagram of an interactive visualization system, in
accordance with an embodiment of the present invention.
3026} FIGS. 4A-4D depict examples of a user interface that provides interactive data

enrichment, in accordance with an embodiment of the present invention.
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[#021] FIGS. 5A-5D depict examples of the results of interactive data enrichment, in

accordance with an embodiment of the present invention.

{8622} FIG. 6 depicts a flowchart of a method of data enrichment, in accordance with an

embodiment of the present invention.

5 [B023] FIG. 7 depicts a simplified diagram of a distributed system for implementing an

embodiment.

16624} FIG. 8 1s a simplified block diagram of one or more components of a system
envirgnment in which services may be offered as cloud services, in accordance with an

embodiment of the present disclosure.

10 [B8828] FIG. 9 illustrates an exemplary computer system that may be used to fmplement an

embodiment of the present invention.

DETAILED DESCRIPTION
{8826} In the following description, for the purposes of explanation, specific details are set
forth in order to provide a thorough understanding of erabodinents of the mvention.
15 However, it will be apparent that various embodiments may be practiced without these

specific details. The figures and description are not intended to be restrictive.

166827} The present disclosure relates generally to a data enrichment service that extracts,
repairs, and enriches datasets, resulting in more precise entity resolation and correlation for
purposes of subsequent indexing and clustering. In some embodiments, the data enrichment
20 service includes an exiensible semantic pipeline, which processes the data n a number of
stages, from ingestion of the data to analysis of the data, to publishing of the data-to-data

targets.

16628} In certain embodiments of the present mvention, prior to loading data into a data
warchouse {or other data target) the data is processed throogh a pipeline {also referred to

25  herein as a semantic pipeline) which includes various processing stages. In some
embodiments, the pipeline can include an ingest stage, prepare stage, profile stage, transform
stage, and publish stage. During processing, the data can be analyzed, prepared, and enriched.

The resulting data can then be published (e.g., provided to a downstream process) into one or

.
(]
o
o

data warchouses, ete.) where various data analytics can be performed on the data. Because of
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the repairs and enrichments made to the data, the resulting analyses produce useful results.
Additionally, because the data onboarding process is automated, it can be scaled to process

very large data sets that cannet be marnually processed due to volume.

(8629} In some embodiments, data can be analyzed to exiract entities from the data, and
based on the exiracted entities, the data can be ropaired. For exanple, misspellings, address
errors, and other common mistakes present a complex problem to big data systems. For
small qoantitics of data, such errors can be manually identified and corrected. However, n
very large data scts (¢.g., billions of nodes or records) such manual processing is not possible.
In certain embodiments of the present jnvention, the data enrichment service can analyze data
using a knowledge service. Based on the contents of the knowledge service, entities in the
data can be identified. For example, an entity can be an address, a business name, a location,

a person name, an identification number, etc.

[8838] FIG. 1 depicts a simplified high-level diagram 100 of a data enrichment service, in
accordance with an embodiment of the present invention. As shown in FIG. 1, a cloud-based
data enrichment service 102 can receive data from various data sources 104, In some
embodiments, a client can submit a data enrichment request to data enrichment service 102
which identifics one or more of the data sources 104 {or portions thereof, ¢.g., particular
tables, datasets, etc.). The data enrichment service 102 may then request data to be processed
from the dentified data sources 104, In some embodiments, the data sources may be
sampied, and the sampled data analyzed for enrichment, making large data sets more
manageable. The identified data can be received and added to a distributed storage system
(such as a Hadoop Distributed Storage (HDFS) system) accessible to the data enrichment
service. The data may be processed semantically by a mumber of processing stages {described
hercin as a pipeline or semantic pipeline). These processing stages can inchude proparation
stages 108, envichment stages 110, and publishing stages 112, In some embodiments, data
can be processed in one or more batches by the data enrichment services. fn some

embodiments, a streaming pipeline can be provided that processes data as it s received.

16631} In some embodiments, a prepare stage 108 can include various processing sub-stages.
This may inclode avtomatically detecting a data source format and performing content
extraction and/or repair. Once the data source format is identified, the data source can be
automatically normalized into a format that can be processed by the data corichment service,

In some embodiments, once a data source has been prepared, it can be processed by an enrich

6
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stage 110. In some embodiments, inbound data sources can be loaded nto a distribuied
storage system 105 accessible to the data enrichment service {such as an HDFS systom
communicatively coupled to the data curichment service). The distributed storage system
108 provides a temporary storage space for ingested data files, which can then also provide
storage of intermediate processing files, and for temporary storage of results prior to
publication. In some embodiments, enhanced or enriched results can also be stored in the
distribued storage systern. In some emboduments, metadata captured during curichment
associated with the ingested data source can be stored in the distributed storage system 105,
System level metadata {c.g., that indicates the location of data sources, results, processing
history, user sessions, execution history, and configurations, efe.) can be stored in the
distributed storage system or in a separate repository accessible to the data enrichment

service.

8832} In certain emnbodiments, the enrichment process 110 can analyze the data using a
semantic bos (also referred to herein as a pipeline or semamntic pipeline) and one or more
natural language (NL) processors that piug into the bus. The NL processors can
automatically identify data source columus, determine the type of data in a particular column,
name the colomm if no schema exists on input, and/or provide metadata deseribing the
colomms and/or data source. In some embodiments, the NL processors can identify and
extract entitics {¢.g., people, places, things, cic.) from column text. NL processors can also
identify and/or establish relationships within data sources and between data sources. As
described firther below, based on the extracted entitics, the data can be repaired {e.g., to
correct typographical or formatting errors} and/or enriched {¢.g., to include additional related

information to the exiracted entitics).

{8833} In some embodiments, a publish stage 112 can provide data source metadata captured
during eorichment and any data source enrichments or repairs to one o more visualization
systems for analysis (e.g., display recommended data transformations, envichments, and/or
other modifications to a user). The publishing sub-system can deliver the processed data to
one or more data targets. A data target may correspond to a place where the processed data
can be sent. The place may be, for exanmple, a location in memory, 2 computing system, a
database, or a system that provides a service. For example, a data target may include Oracle
Storage Cloud Service (OSCS), URLs, third party storage services, web services, and other

cloud services such as Oracle Business Intelligence (B}, Database as a Service, and Database

~3
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Schema as a Service. In some cmbodiments, a syndication engine provides customers with a
sct of APIs to browse, select, and subscribe to results. Once subscribed and when new results
are produced, the results data can be provided as a direct feed cither to external web service

endpoints or as bulk file downloads.

6834} FIG. 2 depicts a simplified block diagram 200 of a technology stack, in accordance
with an embodiment of the present mvention. In some embodiments, the data enrichment
service can be implemented using the logical technology stack shown in FEG. 2. The
technology stack can include a user interface/experience (UX) layer 202 that provides access
1o the data enrichment service through one or more client devices {¢.g., using a thin clicnt,
thick client, web browser, or other application execuling on the client devices). A scheduler

service 2{4 can manage roquesis/responses received through the UX layer and can manage

the underlying infrastructure on which the data enrichment service executes.

188351 In some embodiments, the processing stages described above with respect to FIG. 1,
can include a number of processing enginegs. For example, the prepare processing stage 10¥
can include ingest/prepare engines, a profiling engine and a reconunendation engine. As data
is ingested during prepare processing, the data {or samples thereof) can be siored in a
distributed data storage system 210 (such as a “big data” cluster). The enrich processing
stage 110 can include semantic/statistical engines, an entity extraction engine, and
vepair/transform engines. As described further below, the enrich processing stage 110 can
ytitize information ohiained from knowledge service 206 during the ennichment process.
Enrichment actions {¢.g., the addition and/or transformation of data) can be performed on the
data stored in the distributed storage systern 210, Transformation of data may imchude
modification to add missing data or data to enrich the data. Transformation of data may
inchide modifying errors in the data or repairing the data. The pubhish processing stage 112
can include g publish engine, 2 syndication engine, and 2 metadata results manager. In some
embodiments, various open source technologies can be used to implement some functionality
within the various processing stages and/or processing engines. For example, file format

detection can use Apache Tika.

[8836] In some embodiments, 2 management service 208 can monitor changes made to the
data during enrichment processing 110, The monitored changes can include tracking which
users accessed the data, which data transformations were performed, and other data. This can

enable the data envichment service to roll back enrichinent actions.
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{88371 Technology stack 200 can be tmplemented in an environment such as a cluster 210 for
big data operations (“Big Data Cluster™). Cluster 210 can be implemented using Apache
Spark, which provides a set of libraries for implementing a distributed computing framework
compatible with a distributed file system (DFS) such as HDFS. Apache Spark can send
requests for map, reduce, filter, sort, or Sample cluster processing jobs to effective resource
managers like YARN. In some embodiments, closter 210 can be implemented using a
distributed file systern offering such as one offered by Cloudera®. The DFS, such as one

offered by Cloudera®, may inchude HEFS and Yam.

16638} FIG. 3 depicts a simplified block diagram of data enrichment system 300, in
accordance with an embodiment of the present invention. Data envichment system 300 may
implement a data ensichment service 302, Data envichment service 302 can receive data
enrichraent requests from one or more clients 304, Data curichment service 302 may
comprise one or more computers and/or servers. Data cnrichment service 302 may be a
modiide that is comprised of several subsystems and/or modales, inchiding some, which may
not be shown. Pata enrichment service 302 may have more or fower subsystems and/or
modubes than shoewn in the figure, may combine two or more subsystems and/or modules, or
may have a different configuration or arrangement of subsystems and/or modules. In some
embodiments, data enrichment service 302 may inclode user interface 306, ingest engine 328,
recommendation engine 308, knowledge service 310, profile engine 326, transform engine
322, a prepare engine 312, and publish engine 324. The elements implementing data
enrichment service 302 may operate to implement a semantic processing pipeline as

described above.

{8039} Data envichment system 300 may include a semantic processing pipeline, in
accordance with an embodiment of the present invention. All or part of the semantic
processing pipeline may be toplemented by data enrichment service 102, When a data
source is added, the data source and/or the data stored thercon can be processed through a

pipeline prior to loading the data source. The pipeline can inclode one or more processing
engines that are configured to process the data and/or data source before publishing the
processed data to one or more data targets. The processing engines can jnclude an ingest
engine that extracts raw data from the new data source and provides the raw data to a prepare
engine. The prepare engine can identify a format associated with the raw data and can

convert the raw data into a format {e.g., normalize the raw data) that can be processed by the
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data enrichment service 362, A profile engine can extract and/or generate metadata
associated with the normalized data and a transform engine can transform (e.g., repair and/or
enrich) the normalized data based on the metadata. The resulting coriched data can be
provided to the publish engine to be sent to one or more data targets. Each processing engine

is described further below.

3848} In some embodiments, data enrichment service 302 may be provided by a computing
mfrastroctore system {(e.g., a cloud computing infrasinicture system). The compuling
infrastroctore system may be mplemented in a cloud computing environment having one or
more computing systems. The computing infrastructure system may be comnunicatively
coupled, over one or more commumnication networks, to one or more data spurces or ong or

more data targets such as those described herein.

{80411 The chients 304 can include various client devices {such as desktop computers, laptop
computers, tablet computers, mobile devices, ete.). Each chient device can include one or
more client applications 304 through which the data enrichment service 302 can be accessed.
For exanple, a browser application, a thin client (e.g., a mobile app), and/or a thick chient can
execute on the clent device and enable the user to interact with the data enrichment service
302, The embodiment depicted in FIG. 3 is merely an example and is not intended to unduly
hnit the claimed cmbodiments of the present invention. Oue of ordinary skill in the art
would recognize many variations, alternatives, and modifications. For example, there may be

more or fewer client devices than those shown in the figures.

166842} The client devices 304 may be of various different types, including, but not imited to
personal computers, desktops, mobile or handheld devices such as a laptop, a mobile phone, a
tablet, etc., and other types of devices. A communication network facilitates communications
between client devices 304 and data enrichment service 302, The communication network
can be of various types and can include one or more communication networks, Examples of
comununication network 106 include, without restriction, the Internet, a wide area network
{(WAN), a local arca network (LAN), an Ethernct network, a public or private network, a
wired network, a wirgless network, and the hike, and combinations thereof, Different
communication protocels may be used to facilitate the commumications inclading both wired
and wireless protocols such as IEEE 802, XX suite of protocols, TCP/IP, IPX, SAN,

AppleTalk, Bluctooth, and other protocols. In general, the comnumication network may

16
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mclode any communication network or infrastructure that facilitates conmmunications

between clients and data envichment service 302.

{8043} A user can interact with the data enrichment service 302 through user interface 306,
Clicnts 304 can render a graphical user inferface to display the user’s data, recommendations
for transforming the user’s data, and to send and/or receive jnstructions (“transformation
mstructions”) to the data envichment service 302 through user interface 306, The user
interfaces disclosed herein, such as those references in FIGs, 4A-4D and SA-5D may be
rendered by data enrichment service 302 or via clients 304, For cxample, a user interface
may be generated by user interface 306, and rendered by data eovichment service 302 at any
one of clients 304. A user interface may be provided by data cnrichment system 302 via
network as part of a service {e.g., a cloud service) or a notwork-accessible application. In at
least one example, an operator of a data corichment service 302 may operate one of clients
304 to aceess and interact with any user fnterfaces disclosed herein. The oser can send
mstructions to user interface 306 to add data sources {e.g., provide data source access and/or

location information, ete.).

[8844] Data enrichment service 302 may ingest data using ingest engine 328. Ingest engine
328 can serve as an initial processing engine when a data source is added. The ingest engine
328 can facilitate sate, sccure, and relisble uploading of user data from one or more data
sources 309 into data envichment service 302, In some embodiments, ingestion engine 328
can extract data from the one or more data sowrees 309 and store it in a distributed storage
system 305 in data enrichment service 302, Data ingested from onc or more data sources 309
and/or one or more clients 304 can be processed as described above with respect te FIGS. 1-2
and stored in a distributed storage system 305, Data enrichment service 302 can receive data
from a client data store 307 and/or from one or more data sources 309. The disiributed
storage systern 305 can serve as feraporary stovage for the uploaded data during the remaining
processing stages of the pipeline, prior 1o the data being published to one or more data targets
330, Once an upload is compiete, the prepare engine 312 can be invoked to normalize the
uploaded data set.

{8043} The received data may inchide structured data, snstructured data, or a combination
thereof. Structure data may be based on data structures inchuding, without limitation, an
array, a record, a relational databasc table, a hash table, a linked list, or other types of data

structures. As described above, the data sources can include a public cloud storage service

11
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311, a private cloud storage service 313, various other cloud services 315, a URL or web-
based data source 317, or any other accessible data source. A data enrichment request from
the chient 304 can identify a data source and/or particular data (tables, colurmns, files, or any
other structured or unstructured data avatlable through data sources 309 or cHent data store

5 307). Data enrichment service 302 may then access the identified data source to obtain the
particular data specified in the data enrichment request. Drata sources can be identified by
address (e.g., URL)}, by storage provider name, or other identifier. In some embodiments,
access to a data source may be controlled by an access management service. The client 304
may display a request to the user to input a credential {e.g., username and password) and/or to

10 authonze the data envichment service 302 1o access the data source.

(8046} In some embodiments, data uploaded from the one or more data sources 309 can be
modificd into various different formats. The prepare engine 312 can convert the uploaded
data into a conmmon, normalized format, for processing by data enrichment service 302,
Normalizing may be performed by routines and/or technigues implemented using instructions
or code, such as Apache Tika distributed by Apache®. The normalized format provides a
normalized view of data obtained from the data scurce. In some embodimenis, the prepare
engine 312 can read 8 number of different file types. Prepare engine 312 can normalize the
data mto 8 characier separated form (e.g., tab separated valies, comma separated values, etc.)
or as a JavaScript Obicct Notation (JSON) document for hicrarchical data. In some
20 embodiments, various file formats can be recognized and normalized. For example, standard
file formats such as Microsoft Excel® formats {e.g., XLS or XLSX}, Microsoft Word®
formats {c.g., DOC or BOCX), and portable document format (PDF), and hierarchical
formats like ISON and extended markup language (XML}, can be supported. In some
embodiments, various binary encoded file formats and serialized object data can also be read
25 and decoded. In some embodiments, data can be provided to the pipeline in Unicode format
{(UTF-8) encoding. Prepare engine 312 can perform context extraction and conversion to the
file types cxpected by data corichment service 302, and can extract document level metadata

from the data source.

16847} Normalizing a data set mat include converting raw data 1o a data set into a format that

.
(]
o
o

is processable by the data curichment service 302, in particular profile engine 326. Tn one
example, normalizing the data set to create 8 normalized data set inchudes modifying the data

sct having one format to an adjusted format as a normalized data set, the adjusted format

12



WO 2016/049460 PCT/US2015/052228

being different from the format. A data set may be normalized by identifying one or more
columons of data in the data set, and modifying a format of the data corresponding to the
colurans to the same format. For example, data baving different formatted dates n a data set
may be normalized by changing the formats to a common format for the dates that can be

S5 processed by profile engine 326. Data may be normalized by being modified or converted

from a non-tabular format to a tabular format, having one or more columns of data.

#8481 Once the data has been normalized, the normalized data can be passed to profile

engine 326. The profile engine 326 can perform a columa by colummn analysis of normalized

data to identify the types of data stored in the colurons and information about how the data is
13 stored in the colummns. In this disclosure, although profile engine 326 s described in many
instances as performing operations on data, the data processed by profile engine 326 has been
normalized by prepare engine 312, In some embodiments, the data processed by profile
engine 326 may include data that is not normalized for being i a format (e.g., a normalized
format) processable by profile engine 326, The outpud, or resubts, of profile engine 326 may
be metadata (e.g., source profile) indicating profile information about the data from a source.
The metadata may indicate one or more pattcrns about the data and/or a classification of the
data. As further described below, the metadata may inchuade statistical information based on
analysis of the data. For example, profile engine 326 can cutput a number of metrics and
pattern information about cach identified colomn, and can identify schoma information in the

20 form of names and types of the columus 1o roaich the data.

16849} The metadata generated by profile engine 326 may be used by other ciements of data
curichment service, e.g., reconmmendation engine 30¥ and transformation engine 322, to
perform operations as described herein for data enrichment service 302, In some
embodiments, the profile engine 326 can provide metadata to a recommendation engine 308.

25 [8058] Recommendation engine 308 can identify repair, transform, and data envichment
recommendations for the data processed by profile engine 326. The metadata generated by
profile engine 326 can be used to determine recommendations for data based on the statistical
analysis and/or classifications indicated by the metadata. n some embodiments,

recommendations can be provided to the user through a user tnterface or other web service.

(43
<

Recommendations can be tailored for busingss users, such that the recommendations describe
at a high level what data repairs or corichments are available, how those recommendations

compare to past user activity, and/or how unknown items can be classified based on existing
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knowledge or patterns. Knowledge service 310 can access one or more knowledge graphs or
other knowledge sources 344, The knowledge sources can include publicly available
information published by web sites, web services, curated knowledge stores, and other
sources. Recommendation engine 308 can request (e.g., query) knowledge service 310 for

data that can be recommended to a user for the data obtained for a source.

3851} In some embodiments, transform engime 322 can present the user with the sampled
data for each columm, or sample rows from the input dataset through user nterface 306.
Through user interface 306, data enrichment service 302 may present a user with
recommended transformations. The transformations may be associated with transformation
mstractions, which may include code and/or function calls to perform transformation actions.
The transformation instructions may be invoked by a user based on selection at user nterface
306, such as by selecting a recommendation for fransformation or by receiving foput
mdicating an operation {e.g., an operator command). In one example, transformation
mstructions nclade a transformation instraction to rename at least one column of data based
on the entity information. A further transformation tnstruction can be received to rename the
at least one columm of data 1o a default name. A default name may include a name that 1s pre-
determined. A default name may be any name that is pre-defined when a name for a columm
of data cannot be determined or 13 not defined. The transformation instructions can nclude a
transformation instruction to reformat at least one column of data based on the entity
miormation, and 4 transformation instruction to obfuscate at least one columm of data based
on the entity information. In some embodiments, the transformation instructions can include
an earichmont instruction 1o add one or more columns of data obtained from the knowledgs

service based on the entity information.

(8052} Through user interface 306, 3 user can perform transform actions, and the transform
engine 327 can apply them to the data obtained from a data source and display the resulis.
This gives the user immediate feedback that can be used fo visualize and verify the effects of
the transform engine 322 configuration. In some embodiments, the transform engine 322 can
receive pattorn and/or metadata information (.., column names and types) from profile
cngine 326 and recommendation engine 308, which provides recommended transform
actions. In some embodiments, transform engine 322 can provide a user event model that
orchestrates and tracks changes to the data to facilitate undo, rede, delete, and edit events.

The model can capture dependencies between actions so that the current configuration is kept

14
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consistent. For example, if a column is removed, then recommended transform actions
provided by the recommendation engine 308 for that column can also be removed. Similarly,
if a transform action resulis in inserting new columns and that action is deleted, then any

actions performed on the new colanms are also deleted.

{6853} As described above, during processing the received data can be analyzed and a
recommendation engine 308 can present one or more recommended transforms to be made to
the data, including enrichment, repair, and other transforms. A recommended transform for
enriching data may be comprised of a sct of transforms, cach transform of which is a single
transtoro action, or an atomic transformation, performed on the data. A transform may be
performed on data that was previously transformed by another transform in the set. The set
of ransforms may be performed i paraliel or in a particular order, such that the data
resulting after performing the set of transforms is enriched. The set of ransforms may be
performed according to a transform specification. The transform specification may inchuade
transformation instructions that indicate how and when to perform each of the set of
transtorms on the data produced by profile engine 326 and the recommendation for enriching
the data determined by recommendation engine 308, Examples of the atomic transformation
may include, without imitation, transforms to headers, conversions, deletions, splits, joins,
and repairs. The data that is transformed according to the set of transforms may undergo a
series of changes, cach of which results in intermediate data the data is enriched. The data
generated for intermediate steps for the set of transforms may be stored in a format such as an
Resilient Distributed Dataset (RDD), text, a data record format, a file format, any other

format, or a combination thercof,

{8054} In some embodiments, the data generated as a result of the operations performed by
any clements of data enrichment service 302 may be stored in an intermediary data format
including, but not Himited 1o, RDD, text, a document format, any other type of format, or a
combination thereof. The data stored in the intermediary format may be used to further

perform operations for data enrichment service 302.

18655} The following tables illustrate examples of transformations. Table 1 shows an outhine

of types of transforms actions.



WO 2016/049460

PCT/US2015/052228

Transform Function Deseription Examples
Types Parameter(s)
Update String => String Update column values | Obfuscate, date
format,
Split String => Split a colmn’s values  |Regex splhit,
Agray]String] mto new colamns delimiter sphit
Filter String => Boolean Filter rows based ona | White list
single column’s values | filtering, date
range filiering
Mkt~ Array[String] => Filter rows based on NER faise
column Booican muitiple column positives
Filter values filtering
Edit Array[String] => Edit the existmg Reorder, remove,
Columns Array{String] columns swap columus
Extract {String, String) => Extract values froma  |NER with
Array[Array[String]] | columm into a new results
RDD extracted to a
new {able
Insert String => Insert new columns Insert timestamyp
Array|String]
Insert LM | String => Tnsert new columms ina | Insert NER results
Arrav[Armay[String]l | one-to-many way

Table |

16636} Table 2 shows transform actions that do not fit within the category types shown with

reference to Table 1.
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Transform

Actions

Deseription

Rename column

Rename a column

Sample Replace the current RDD with a sample of it
Join Performs a left-outer-join between two RDDs
Export Export an RDD as columupar data to e.g. HDFS

Table 2

168571 Table 3 below shows examples of types of transform examples. Specifically Table 3

shows examples of transtform actions and describes the type of transformations corresponding

1o those actions. For example, a transform action may inclode filiering data based on

detecting the presence of words from a white list in data. If a user wants to track

communications {¢.g., tweets) containing “Android” or “iPhone”, a transform action could be

added with those two words comprising the provided white hist. This is just one example of

the way by which data could be enriched for a user.

Transform Description Input Output Ri
Actions
Obfuscate Obfuscate 123-45-6789 HH-H- T Y
sensitive
information
such as e.g.
credit card
numbers, 137s,
or birth dates
Date Reformat | Reformata 1330978536 March 05, 2012 Y
column 2012-03-12 03/12/12
containing a 14:13:49 02:13:49 PM
date
Rename Rename a tagged 0001 user agent Y
Columon column text fabel 0005 | call letiers
NER Perform named | PopBooth turns | Type: Product Y
entity your iPhone or | Text: PopBooth,

fi—
~1
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recognition and | iPad into a iPhone, iPad
msert values photo booth,
{see next prints and all
section)
Search / Perform search | Scarch: Mozilla | Valoe: Gedrilla | Y
Replace and replace on a | Replace: 5.0
column’s values | Godzilla
Vabue: Mozilla
5.0
Change case Change the case | Case: Proper Vahie: Eden Y
to lower, upper, | Value: eden Prairic
Of propet prairie
White list Filter rows List: Android, Keep all rows Y

filter

based on the
presence of

words from a

iPhone
Vahie: 1

heart my

whose
vahies contain

“Androtd” or

white fistina iPhone “iPhone”
text-valued
cohmmn

Table 3

(8058 The recommendation engine 308 can use mformation from a knowledge service 310,

knowledge source 340 to generate recommendations for transform engine 322 and to instruct

transtorro engine 322 to generate transtorro scripts that will transform the data. Transform

scripts may include programs, code, or instructions that may be executable by one or more

processing umis to transform received data. As such, the recommendation engine 308 can

serve as an intermediary between the user interface 306 and the knowledge service 314,

8058 As discussed above, profile engine 326 can analyre data from a data source to

determine whether any patterns exist, and if so, whether a pattern can be classified. Once

data obtained from a data source is normalized, the data may be parsed to identify one or

more attributes or fields in the structure of the data. Patterns may be identified using a

collection of regular expressions, each having a label ("tag™) and being defined by a category.

1€
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The data may be compared to different types of patterns to identify a pattern. Examples of
pattern types that can be identified include, withowt limitation, integers, decimals, dates or
date/time strings, URLs, domain addresses, 1P addresses, email addresses, version numbers,
locale identifiers, UUTDs and other hexidecimal identifiers, social security numbers, US box
nmumbers, typical US street address patterns, zipeodes, US phone numbers, suite numbers,

credit card mumbers, proper names, personal information, and credit card vendors.

[8868] In some embodiments, profile engine 326 may identify patterns in data based on a set
of regular expressions defined by semantic constraints or syniax coustrainis consiraints. A
regular expression may be used to determine the shape and/or structure of data. Profile
engine 326 may implement operations or rogtines {¢.g., mvoke an APY for routines that
perform processing for regular expressions) to determing patterns in data based on one or
more regular expressions. For example, a regular expression for a pattern may be applied to

data based on syntax constraints to determine whether the pattemn is identifiable m the data.

18861} Profile engine 326 may perform parsing operations using onc or more regular
expressions to identify paticrns in data processed by profile engine 326, Regular expressions
may be ordered according to a hicrarchy. Patierns may be identified based on order of
complexity of the regular expressions. Multiple patiorns may match data that is being
analyzed; the patterns having the greater complexity will be selected. As described further
below, profile engine 326 may perform statistical analysis to disambiguate between patterns

based on the application of regular expressions that are applied to determine those patterns.

166862} In some embodiments, data that is onstructured may be processed o analyze
metadata-describing attributes in the data. The metadata itself may indicate information
about the data. The metadaia may be compared to identify similarities and/or to determine a
type of the mformation. The information identificd based on the data may be compared to
know types of data (e.g., business mformation, personal identification information, or address

mformation) to identify the data that corvesponds to a pattern.

166863} In accordance with an embodiment, the profile engine 326 may perform statistical
analysis to disambiguate the patterns and/or the text in data. Profile engine 326 may generate
metadata including statistical information based on the statistical apalysis. When patierns are
identified, profile engine 326 may determine statistical information (e.g., a pattern metric)

about each different pattern to disambiguate between the patterns. The statistical information

1%
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may include a standard deviation for different patterns that are recognized. The metadata
including the statistical information can be provided to other components of data enrichment
service 302, such as recommendation engine 308, For example, the metadata may be
provided to recommendation engine 308 to enable recommendation engine 308 to deternune
recommendations for enrichment of the data based on the identified the pattern{s).
Recommendation engine 308 can use the patierns to query a knowledge service 310 to obtain
additional information about the patterns. Knowiedge service 310 can include or have access
to one or more knowledge sources 340. A knowledge scurces can include publicly available
information published by web sites, web services, curated knowledge stores, and other

SOUICES.

{8864} Profile cngine 326 may perform the statistical analysis to disambiguate between
patterns identified in the data. For example, data analyzed by profile engine 326, may be
evaluated to compute a pattern metric (e.g., a statistical frequency of different patterns in the
data} for each of the different patterns identified in the data. Each of the set of pattern
metrics is computed for a different patiern of the patterns that are identified. Profile engine
326 may determine a difference amongst the pattern metrics computed for the different
patterns. One of the identified patterns may be selected based on the difference. For
example, one pattern may be disambiguated from another pattern based on a frequency of the
patterns in the data. In another example, where the data consists of dates having multiple
different formats, cach corresponding to a different pattern, profile engine 326 may convert
the dates to a standard format in addition to normalization and may then determine a standard
deviation for each format from different pattorns. In this example, profile engine 326 may
statistically disambiguate between the formats in the data as haviog the format with the
fowest standard deviation. The patiern corresponding to the format of the data having the

lowest standard deviation may be selected as the best pattern for the data.

[8865] Profile engine 326 may determine a classification of a pattern that it identifies. Profile
engine 326 may commumicate with knowledge service 310 to determine whether the
identificd pattern can be classified within a knowledge domain. Knowledge service 310 may
detormine one or more possible domains associated with the data based on technigues
described herein such as matching techniques and sinlarity analysis. Knowledge service
310 may provide profile engine 326 with a classification of one or more domains possibly

similar to data identified with a patiern. Knowledge service 310 may provide, for each of the
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domains identified by knowledge service 310, a similarity metric indicating a degree of
similarity to the domain. The techniques disclosed herein for similarity moetric analysis and
scoring can be applied by recommendation engine 308 to determine a classification of data
processed by profile engine 326, The metadata generated by profile engine 326 may inchude
imformation about the knowledge domain, if any are applicable, and a metric indicating a

degree of similarity with the data analyzed by profile engine 326.

[8866] Profile engine 326 may perform statistical analysis to disambiguate text identified in
data, regardicss of whether paticrns are identified in the data. The text may be part of a
patiern, and the analysis of the text may be used to fimther identify a pattery, if any can be
identified. Profile engine 326 may request knowledge service 310 to perform domain
analysis on fext to determine whether the text can be classified into one or more domains.
Knowledge service 310 may operate to provide information about one or more domains that
are applicable to the text being analyzed. Analysis performed by knowledge serviee 310 1o
determine a domain may be performed using techniques described herein, such as similarity

analysis used to determine a domain for data.

(88671 In some embodiments, profile engine 326 may identify text data in a data set. The
text data may correspond o cach entity idendified in the set of entitics. A classification may
be determined for cach entity that is identificd. Profile engine 326 may request knowledge
service to identify a classification fov the entity.  Upon determining a set of classifications
for a set of entities {e.g., entities in a colunm), profile engine 326 may compute a set of
metrics (“classification metrics”) to disambiguate between the set of classifications. Each of
the sct of metrics may be computed for a different one of the set of classifications. Profile
engine 326 may siatistically disambiguate the set of metrics by comparing them to each other
to determine which classification most closely represents the set of euntitics. A classification
of the set of entitics may be choseon based on the classification that represents the set of

enfities.

18068} Using the knowledge sources 340, knowledge service 310 can match, in context, the
patterns identified by profile engine 326. Knowledge service 310 may compare the identified
patterns in the data or the data if in text to entity information for different entitics stored by a
knowledge source. The entity information may be obtained from one or more knowledge
sources 340 using knowledge service 310, Exaraples of known entity may include social

securily numbers, telephone numbers, address, proper names, or other personal information.
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The data may be compared to entity information for different entities to determine if there is a
match with one or more entities based on the identified paitern. For example, the knowledge
service 310 can match the patiern “XXX-XX-XXXX™ to the format of U.S. social security
numbers. Furthermore, the knowledge service 310 can determine that social security

5 numbers are protecied or sensitive information, the disclosure of which is linked to varicus

penalties.

{8862} In some embodiments, profile engine 326 can perform statistical analysis to
disambiguate between multiple classifications identified for data processed by profile engine
326. For example, when text s classified with multiple domains, profile engine 326 can

13 process the data to statistically determine the appropriate classification determined by
knowledge service 310. The statistical analysis of the classification can be incloded in the

metadata generated by profile engine 326,

{68781 In addition to pattern identification, profile engine 326 can analyze data statistically.

The profile engine 326 can characterize the content of large quantities of data, and can

i
RN

provide global statistics about the data and a per-colurn analysis of the data’s content: e.g.,
its values, patterns, types, svntax, semantics, and its statistical properties. For example,
numeric data can be analyzed statistically, including, e.g., N, mean, maxinmim, minimum,
standard deviation, skewness, kurtesis, and/or a 20-bin histogram if N is greater than 100 and

umigue values 1s greater than K. Content may be classified for subsequent analysis.

20 [8671) In one example, global statistics may include, without vestriction, the number of rows,
the number of columms, the number of raw and populated columns and how they varics,
distinct and duplicate rows, header imformation, the number of columms classified by type or
subtype, and the number of columns with security or other alerts. Column-specific statistics
may include populated rows {c.g., K-maost frequent, K-least frequent unigue values, unique

25 patterns, and {where applicable) types), frequency distributions, text meirics {e.g., nyinimum,
maximum, mean values of: text length, token count, punctuation, pattern-based tokens, and
various useful derived text propertics), token metrics, data type and subtype, statistical
analysis of numeric columns, L-most/least probable simple or compound terms or n-grams

found in cohummns with mostly unstructured data, and reference knowledge categories

(43
<

matched by this naive lexicon, date/time pattern discovery and formatting, reference data

matches, snd imputed coluron heading label
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{88721 The resolting profile can be used to classify content for subsequent analyses, to
suggest, directly or indirectly, transformations of the data, to identify relationships among
data sources, and to validate newly acquired data before applying a set of fransformations

designed based on the profile of previously acquired data.

{8073} The metadata produced by profile engine 326 can be provided to the recommendation
engine 308 to generate one or more transform recommendations. The entities that match an
identified pattern of the data can be used to enrich the data with those entities identified by
classification determined using knowledge service 310, In some embodiments, the data to
the identified patierns (c.g., ¢ity and state) may be provided to knowledge service 310 to
obtain, from a knowledge source 340, entities that match the identified patterns. For
example, knowledge service 310 may be invoked calling a routine (e.g., getCities() and
getStates(}) corresponding to the identified patterns to receive endity information. The
mformation received from knowledge service 310 may include a hist {e.g., canonical list) of
entitics that have properly spelled information (e.g., properly spelled cities and states) for the
entitics. Entity information corresponding o matching entities obtained from knowiedge
service 310 can be used to enrich data, ¢.g., normalize the data, repair the data, and/or

augment the data.

6874} In some embodiments, the recoramendation cogine 308 can generate transform
recommendations based on the matched patterns received from the knowledge serviee 310,
For example, for the data incloding social security mumbers, the recommendation engine can
recomamend a transform that obfuscates the entrics (c.g., truncating, randomizing, or deleting,
all or a portion of the entries). Other examples of transformation may include, reformatting
data {c.g., reformatting a date in data), renaming data, enriching data (e.g., inserting values or
associating catogorics with data), scarching and replacing data (e.g., correcting spelling of
data}, change casc of letter (¢.g., changing a case from upper to lower case), and filter based
on black lst or white list terms. In some embodiments, recommendations can be tatlored for
particular users, such that the recommendations describe at a high level what data repairs or
enrichments are available. For example, an obfuscation recommendation may indicate that
the first five digits of the entries will be deleted.  In some embodiments, the
recommendations can be generated based on past user activity (e.g., provide a recommended

transform that was previously used when sensitive data was identified)

]
(2



tG

20

>

o
o

L

WO 2016/049460 PCT/US2015/052228

[8875] Transform engine 322 can generate transform seripts based on the recommendations
provided by recommendation engine 308 {¢.g., a script to obfuscate the social security
numbers). A transform script may perform an operation to transtorm data. In some
embodiments, a transform seript may implement a linear transformation of data. A linear
transformation may be implemented through use of an API {e.g., Spark API). The transform
actions may be performed by operations invoked using the APL A transform script may be
configured based on transform operations defined using the APL The operations may be

performed based on the recommendations.

1876} In sorue embodiments, the transform engine 322 can sutomatically generate transform
scripts to repair data at the data source. Repairs may inchide automatically renaming
colomas, replacing strings or patterns within a column, modifying text case, reformatting
data, ctc. For example, the transform engine 322 car generate a transformation script to
transform a columm of dates based on a recommendation from recommendation engine 308 to
modify, or convert, the formats of the dates in the column. The recommendation may be
selected from mwltiple recommendations to enrich or modify the data from a data source that
18 processed by profile engine 326. The recommendation engine 308 may deterniine the
recommendation based on metadata, or profile, provided by the profile engine 326, The
metadata may indicate a column of dates identified for different formats (e.g.,
MM/DD/YYYY, DD-MM-YY, etc.). The transform script generated by transtorm engine
322 can, for example, sphit and/or join colomus based on suggestions from the
recommendation engine 308. The transform engine 322 may also remove colomns based on
the data source profiles reccived from profile engine 326 (e.g., to remove cmpty columns, or

colurans that include information that is not desired by the user).

{88771 A transform script may be defined using a syntax that describes operations with
respect to one of more algorithios (e.g., Spark Operator Troesy. As such, the syntax may
describe operator-trec transduction/reduction. A transtorm script may be generated based on
a chosen recommendation or requested by a user interactively through a graphical oser
interface. Examples of recommended transformations are described with reference to FIGS.
44, 4B, 4C, and 4D. Based on the fransform operations specified by a user through the
graphical user interface, the ransform engine 322 performs transform operations according to
those operations. The transform operations may be recommended to the user to enrich a data

set.
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[B878] As described further below, the chients 304 can display recommendations describing
or otherwise indicating cach recommended transform. When a user sclects a transform script
1o be run, the sclected transform script can be ran on all o more of the data from the data
source in addition to the data analyzed to determine the recommended transform(s). The
resulting transformed data can then be published to one or more data targets 330 by publish
engine 324, In some cmbodiments, the data targets can be different data stores than the data
sources. In some cmbodiments, the data targets can be the same data stores as the data
sourees. Data targets 330 can inchuide a public cloud storage service 332, a private eloud
storage service 334, various other cloud services 336, a URL or web-based data target 33¥, or

any other accessible data target,

{8879} In some embodiments, recommendation engine 30¥ can query knowledge service 310
for additional data related 1o the identified platform. For example, where the data includes a
columm of city names, related data {(e.g., location, state, population, country, ete.) can be

identified and a recommendation to enrich the dataset with the related data can be presented.
Examples of presenting recommendations and transforming data through a user tnterface are

shown below with respect 1o FIGS. 4A-4D.

[6086] Kouowledge service 310 can implement a matching method to compare the data to
reforence data available through knowledge service 310, Kuowledge service 310 can include
ot have access 10 one or more knowledge sources 340, The knowledge sources can include
publicly available information published by wekbs sites, web services, curated knowledge
stores, and other sources. Knowledge service 310 can implement a method to determine the
serpantic similarity between two or more datasets. This may also be used to mateh the user’s
data to reference data available through the knowledge service 310, Knowledge service 310
may perform similarity metric analysis as described in this disclosure. The technigues
performed by knowledge service 310 may include those described in this disclosure including

the technigues deseribed by the references incorporated herein.

16881} Knowledge service 310 can perform operations to implement automated data
analyses. In some embodiments, knowledge service 310 can use an unsupervised machine
learning tool, sach as Word2Vee, to analyze an input data set. Word2Vec can receive a text
inpui {c.g., a text corpus from a large data source) and generate a vector representation of
cach input word. The resulting model may then be used to identify bow closcly related are an

arbitrary Input set of words. For example, 2 Word2Vee model bunlt using a large text cormpus
3 5 4 £
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{e.g., 2 news aggregator, or other data source) can be utilized to determine corresponding
numeric vector for each input word, When these vectors are analyzed, it may be determined
that the vectors are “close” (in the Fuclidean sense) within a vector space. Although this can
identify that input words are related (e.g., identifying input words that are clustered closely
together within a vector space), Word2Vec may not be usable to identify a descriptive label
for the words {(e.g., “tire manufacturers™). Knowledge service 310 may implement operations
to categorize the related words using a curated knowledge source 340 {c.g., YAGO, from the
Max Planck Institute for Informatics). Using information from a knowledge source 340,

knowledge service 310 can add additional, related data to the input data set.

18482} In some embodiments, knowledge service 310 may implement operations to perform
trigrama modeling to further refine categorization of related terms. Trigram modeling can be
used to compare sets of words for category identification. The tput data set can be

augmented with the related terms.

16883} Using the input data set, which may include added data, knowledge service 310 can
implernent matching methods (e.g., 2 graph roatching method) to compare the words from the
augmented data set to categories of data from knowledge source 340, Knowledge service
310 can implement a method to determine the semantic similarity between the angmented
data sct and cach category in knowledge source 340 to identify a name for the category. The
name of the category may be chosen based on a highest similarity metric. The similarity
metric may computed be based on the munber of terms in the data set that match a category
name. The catcgory may be chosen based on the highest number of terms maiching based on
the similarity meiric. Techniques and eperations performed for similarity analysis and

categorization are turther described below.

{6884} In some embodiments, knowledge service 310 can augment an input data sct and use
mformation from a knowledge source 340 to add additional, related data to the input data set.
For example, a data analysis tool such as WordZVec can be used to identify semantically
similar words to those included in the input data set from a knowledge source, such as a text
corpus from a news aggregation service. In some embodiments, knowledge service 310 can
inplement trigram modeling to preprocess data obtained from a knowledge source 340 (such
as YAGQ) o generate an indexed table of words by category. Knowledge service 31 can
then create trigrams for each word in the augmented data set and match the word to a word

from the mdexed knowledge sowrce 344,
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[B885] Using the augmented data set {or the trigram matched angmented data set), knowledge
service 310 can compare the words from the angmented data sct to categories of data from
knowledge source 340, For example, cach category of data in the knowledge source 340 can
be represented as a tree structure, with the root node representing the category, and each leaf
node representing a different word belonging to that category. Knowledge service 310 can
implement a method (e.g., Jaccard index, or other similarity metric) to determine the
semantic shutlarity between the augrented data set and each category in knowledge source
510. The name of the category that matches the augmented data set {¢.g., having a highest

similarity metric) can then be applied as a label to the input data set.

18486} In some embodiments, knowledge service 310 can determine the sinmlarity of two
data scts A and B, by determining the ratio of the size of the intersection of the data seis to
the size of the union of the data sets. For example, a similarity metric may be computed
based on the ratic of 1) the size of the intersection of an data set {e.g., an angmented data set)
and a category and 2} the size of their union. The similarity metric may be computed for
comparison of a data set and a category as indicated above. As such, a “best mateh”™ may be
determined based on comparing the sumilarity metrics. The data set used for the comparison
may be enriched by being avgrmented with a label corresponding to the category for which

the best mateh 1s determined using the similarity metrie.

{80871 As described above, other similarity metrics may be used in addition, or as an
alternative, to the Jaccard index. One of ordinary skill in the art would recognize that any
similarity metric may be used with the above described techniques. Some examples of
altcrnative sindlarity metrics include, but arc not limited to: the Dice-Sercusen index; the

Tversky index; the Tanimoto metric; and the cosine similarity metric.

[BORR] In some embodiments, knowledge service 310 may wtilize a data analysis tool, such as
Word2Vec, to compute a refined metric (e.g., score) that indicates a degree of match between
data from a knowledge source 340 and an nput data, which may be asgmented with data
from a knowledge source. The score (“knowledge score”) may provide greater knowledge
about the degree of similarity between an input data set and a category to which a comparison
is made. The knowledge score may enable data enrichment service 302 to choose a category

name that bests represents the input data.

]
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{68821 In the techniques described above, knowledge service 310 may count the number of
matches of terms in the input data set {o a candidate category {e.g., genus) name in a
knowledge source 340. The result of the comparison may yicld & value that represents a
whole integer. As such the value, although indicative of the degree of match between terms,
may not indicate a degree of match between an input data set and different terms ina

knowledge source.

[8#088] Knowledge service 310 may utihive Word2Vec to determine a similarity ofa
comparison of cach term {(2.g., 3 torm for a geous) in a knowledge source and the terms of
input data {e.g., species). Using Word2Vee, knowledge service 310 can comapuie 2 similarity
metric {¢.g., cosine similarity or distance) between an input data set and one or more terms
obtained from a knowledge source. The cosine similarity may be computed as the cosine
angle between a data set of torms {e.g., a domain or genus) obtained from a knowledge source
and an mput data set of terms. The cosine similarity metric may be computed in a manmer
similar to the Tanimoto metric. By computing a similarity metric based on a cosine
similarity, cach term in the input data set may be considered as a faction of a whole-value
integer, such as a value indicating a percentage of stmilarity between the term and candidate
category. For example, computing a sinularity metric between a tive manufacturer and 4
surname might result in a similarity metric 0f 0.3, while the similarity metric between a tire
manufacturer and a company name might results in a similarity metric of be 0.5, Non-whole
mteger values representing similarity metrics can be close compared to provide greater
accoracy for a closely matching category name. The closely matching category name may be
chosen as the most applicable category name based on the similarity meiric closest to a value
of 1. In the example, above, based on the similarity metric, company name is more likely the
correct category. As such, knowledge service 310 can associated “company” instead of

“surname” with a user-supplied cohimn of data containing tire manufactures.

8891} Knowledge service 310 can determine information about knowledge groups {e.g.,
domains or categorics). Information about knowledge groups can be presented in a graphical
user interface. Information about knowledge domains may include a2 metric {e.g., 2
knowledge score) indicating a measure of similarity betwecn a knowledge domain and an
nput data set of terms. Input data may be compared to data from a knowledge souree 340,
An nput data set may correspond to a columm of data of a data set specified by a user. The

knowledge scorc may indicate a measure of similarity between an input data set and one or
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more terms provided by a knowledge source, each term corresponding to a knowledge

domain. The colummn of data may include terms that potentially belong to knowledge domain.

{86921 In at least one crmbodiment, knowledge service 310 may determine a more accuraie
matching score. The score may correspond to a value computing using a scoring formula
using techniques disclosed herein including references that are incorporated hercin. The
scoring formula may determine a semantic similarity between two data sets, ¢.g., the input
data set and terms in a domain (e.g., a candidate category) obtained from a knowledge source.
The domain for which the matching score indicates the best maich (e.g., the highest matching
score}, eay be chosen as the domain having the greatest strailarity with the input data sct. As

such, the terms in the input data set may be associated with the domain name as the category.

6893} The scoring fornwla may be applicd to an input data set and & domain (c.g., a category
of terms obtained from a knowledge source) to determine a score that indicates a measure of
a match between the input data and the domain. The domain may have one or more terms,
which collectively define the domain. The score may be used to determine the domain to
which an input data sct 15 most stmnilar. The input data set may be associated with 2 term

descriptive of the domain to which the nput data set s most similar.

3894} In some embodiments, user interface 306 can generate one or more graphical
visualizations based on metadata provided by profile engine 326, As explained above, the
data provided by profile engine 326 may inchude statistical information indicating metrics
about data that has been processed by profile engine 326, Examples of graphical
visualizations of metrics of profiled data are shown in FIGS. SA-5D. A graphical
visualization can inchude a graphical dashboard {c.g., a visualization dashboard). The
graphical dashboard may indicate a plurality of metrics, cach of the plorality of motrics
indicating a real time metric of the data relative to a time that the data s profiled. A
graphical visualization may be displayed in a user interface. For example, the graphical
vispalization that is generated may be sent to a client device to cause the client device to
display the graphical visualization in a user interface at the cliont device. In some

embodiments, a graphical visualization may provide profiling results.

{8895} Additionally, the structural analyses by the profile engine 326 enable the
recommendation engine o betier focus its queries to knowledge serviee 310, uproving

processing speed and reducing load on system resources. For example, this information can
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be used to Hmit the scope of knowledge being queried so that the knowledge service 310 does

not atterupt to maich a column of numerical data to place names.

[8896] FIGS. 4A-4D depict examples of a user interface that provides interactive data
enrichment, in accordance with an embodiment of the present invention. As shown in FIG.
4A, an example interactive user interface 400 can display transform scripts 402,
recommended transforms 404, and at least a portion of the data 406 being
analyzed/transformed. Transform scripts listed in panel 402 can inchude indicate transforms
that have been applied to the data and are visible in pancl 406. Each transform script 402 can
be written n a simple declarative language intelligible o a business user. Transform scripts
listed in panel 402 may be automatically apphied to the data and reflected in the portion of the
data 406 displayed in the interactive user interface 400, For example, the transform scripts
histed in patent 402 include renaming colurans to be descriptive of their content. Colunms
408 shown in inleractive user mterface 400 have been renamed according 1o the transform
scripts 402 {e.g., colommn 0003 is now named date_time 02, columm 0097 s no named “wl”,
ete.). Recommended transforms 404, however, have not been automatically applied to the

user’s data,

(8697} As shown in FIG. 48, a user can view recommendations in reconunendation panel
404 and based on the recommendation, identify the data to be changed. For cxample,
recommendation 410 includes a recommendation to rename “Col 0008 to city”. Because the
recommendation is written such that a business user can understand it (instead of in, e.g.,
code or pseudo code) the corresponding data 412 can be readily identified by the user. As
shown in FIG. 48, data 412 jncludes a colomm of strings {(vopresented as a row in user
mterface 400). The profile engine 326 can analyze the data to determine that i inclodes
strings of two or fower words {or tokens). This patiera can be provided to recommendation
engine 318 which can query knowledge service 310, To this case, knowledge service 310 has
matched the data pattern to city names and recommendation 408 was generated to rename the
columm accordingly.

18698} In some embodiments, transforms listed in panel 404 may have been applied at the
direction of the user {e.g., in response to an nstruction to apply the transform) or may have
been appiied automatically. For cxample, in some embodiments, knowledge service 310 can

provide a confidence score for a given pattern muatch. A threshold can be setin
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recommendation engine 318 such that matches having a confidence score greater than the

threshold are applied automatically.

{88499} To accept the recommendation, the user can select an accept icon 414 (in this example
an up arrow icon} associatod with the recommendation. As shown in FIG, 4C, this moves the
accepted recoramendation 414 1o transform scripts panct 402 and automatically applies the

transform to the corresponding data 416, For example, in the embodiment shown m FIG. 4C,

Col 0008 has now been renamed to “city” in accordance with the selected transform.

{8168} [n some embodiments, data enrichment service 302 can recommend additional
colomns of data to be added to a data source. As shown in FIG. 4D, continuing with the city
example, transforms 418 have been accepted to enrich the data with new columans including
city population, and city lecation detail including longitude and latitude. When selected, the
user’s data set is enriched to include this additional information 420. The data set now
mclades information that was not previously available to the user in a comprehensive and
automated fashion. The user’s data set can now be used to produce a nationwide map of
locations and population zones associated with other data in the dataset (for exanyple, this

N

may be associated with a company’s web site transactions).

{6161} FIGS. SA-5D dopict examples of various user intorfaces that provide visualizations of

datasets, in accordance with an embodiment of the present invention.

11642} FIG. 5A depicts an cxample of a user interface that provides visualizations of datasets,
in accordance with an embodiment of the present invention. As shown in FIG. 5A, an
example interactive user iterface SO0 can display a profile summary 502 (“Profile Results™),
transform scripts 504, recommended transforms 506, and at least a portion of the data 508
being analyzed/transformed. Transforms listed in pane! 504 can include transforms that have

been applied to the data and are visible in panel 508,

1143] Profile summary 502 can jnclude global statistics {c.g., total rows and columns) as
well as columm-specific statistics. The column-specific statistics can be generated from
analysis of data processed by data enrichment service 302, In some embodiments, the
coloma-specific statistics can be generated based on column information determined by

analysis of data process by data envichment service 302,

#1084 Profile sumamary 502 may include a map (e.g., “a heat map™) of the United States,

where different arcas of the United States are shown in different colors, based on statistics
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identified from the data being analyzed 508, The statistics may indicate how frequently those
focations are identified as being associated with the data. 1n one illustrative cxample, data
may represent purchase transactions at an online retailer, where cach transaction can be
associated with a location {e.g., based on shipping/billing addresses, or based on recorded 1P

N

addresses). Profile summary S02 may indicate locations of transactions based on processing
of the data representing the purchase transactions. In some embodiments, visualizations can
be modificd based on user fuput to assist the user tn searching the data and finding uscfl

correlations. These features are described further below.

18365} FiGs. 5B, 5C, and 5D show examples of resulis of interactive data enrichment for data
sets. FIG. 5B shows a user interface 540 that can include a profile metric panel 542, Panel
542 can show a summary of metrics associated with the selected data source. In some
embodiments, as shown in FIG. 5C, a profile metric panel 560 can mclude metrics fora
particular column 562, nstead of an entire data set. For example, the user can select the
particular column on the vser’s client device and the corresponding cohumn profile 564 can
be displayed. In this exampie, the profiler indicates a 92% maich of column 0008 with
known cities in the knowledge source. A high probability in some erobodiments can cause

the transform engine to automatically label col 000R o “city”.

{8186} FIG. 5D shows a prefile metric pasel 580 that includes global metrics 582 (e.g.,
metrics related to an entire dataset), and columu-specific visualizations 584. The columm
specific visualizations 584 can be selected by a user and/or used to navigate the data (e.g., by
chicking, dragging, swiping, ¢ic.}. The examples described above represent simplified
transformas to small data sets. Similar and more complex processing can also be applied

automatically to large data sets comprising billions of records.

[8187] With reference to FIG, 6, individual embodiments may be described as a process
which is depicted as a flowchart, a flow diagram, a data flow diagram, a structure diagram, or
a block diagram. Although a flowchart may describe the operations as a sequential process,
many of the operations may be performed in parafle] or concurrently. In addition, the order
of the operations may be re-arranged. A process is terminated when its operations are
completed, but could have additional steps not included in a figare. A process may
correspond to a method, a function, 3 procedure, a subrouting, a subprogram, ete, Whena
process corresponds to a function, ifs termination may correspond to a return of the function

to the calling function or the main function.
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[#188] The processes depicted FIG. 6 may be implemented in software (e.g., code,
instructions, program) exccuted by one or more processing units {e.g., Processors Cores),
hardware, or combinations thereof. The software may be stored in a memory (e.g., on a
memory device, on a non-transitory computer-readable storage medium). The particular
series of processing steps in FIG. 6 1s not intended to be limiting. Gther sequences of steps
may also be performed according to alternative embodiments. For example, aliernative
embodiments of the present invention may perform the steps outlined above in a different
order. Moreover, the individual steps ilustrated in FIG. 6 may inchide muhtiple sub-steps
that may be performed in varicus sequences as appropriate to the individual step.
Farthermore, additional steps may be added or removed depending on the particular
applications. One of ordinary skill m the art would recognize many variations, modifications,

and alternatives.

{8189} In an aspect of some embodiments, cach process in the flowchart of FIG. 6 can be
performed by one or more processing units. A processing unit may include one or more
processors, including single core or nmulticore processors, onc of more cores of processors, of
combinations thereof. In some embodiments, a processing unit can inclade one or more
special purpose co-processors such as graphics processors, digital signal processors (D8Ps),
or the like. In some embodiments, some or all of processing units can be tmplemented using
customized circuits, such as application specific integrated circuits {(ASICs), or ficld

rocranunable gate arrays (FPGAs).
5 B MERY )

#3118} FIG. 6 depicts a flowchart of 2 mothod of data enrichment, in accordance with an
embodiment of the present invention. fn some embodiments, process depicted in FI1G. 6 can
be implemented by a computing system of a data enrichment service 302. Atblock 602, a
processing unit of the computing system may identify patterns in data from onc or more data
sources. At block 604, a processing unit of the computing system can match the patiermns to
entity information obtained from a knowledge service. Entity information may indicate
mformation about an entity. For example, an entity can be an address, a business name, a
focation, a person name, an identification number, eic. As described above, a profile enging
can ideutify patterns in the data using the knowledge service and one or more knowiedge
sources. Enfity information may be obtained from a knowledge service inone ora
combination of many types of data structures inclading, without himitation, an array, a record,

a relational database table, a hash table, a linked list, or other types of data structures.
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{3111} At block 606, a processing unit of the compuling system can generate one oF more
transformation scripts for the data based on the entity information. For example,
transtorroation scripts may be determined for transforming the data corresponding to those
patierns matching entity information. Transforming the data may inchide updating, adding, or
deleting portions of the data. The transformation scripts can include scripts to delete data,
reformat {e.g., modify} data, and/or enrich {e.g., add) data. The entitics corresponding to the
entity information may be used to deterroine what data to transtorra and how to transform the
data. Entity information may be identified in the data based on one or more attributes of the
data. At block 608, a processing unit of the computing system may generate one or more
recomamendations corresponding 1o the ove or more transformation scripts. At block 610, a
processing unit of the computing system may display the one or more recommendations in a

user interface.

{8112} At block 612, a processing unit of the computing system may receive transformation
nstructions based on the one or more recommendations. Transformation insiructions may
indicate how the data received from one or more data sources may be modified and/or
gnriched based on one or more recommendations that are chosen. In some embodiments, the
transformation instructions inchide a transformation mstruction to rename at least one column
of data based on the entity information. In some embodiments, a forther transformation
instruction can be received to rename the at least ong column of data to a default name. A
default name may fnclude a name that is pre-determined. A default name may be any name
that is pre-defined when 8 name for a colummn of data cannot be determined or is not defined.
The transformation instructions can include a transformation instruction to reformat at least
one column of data based on the entity information, and a transformation nstruction to
obfuscate at least one columm of data based on the entity mformation. In some embodiments,
the transformation instructions can include an enrichment instruction to add one or more

colomas of data obtained from the knowledge service based on the entity information.

{8113} At block 614, a processing unit of the computing system may transform the data based
on transformation instructions. As explained above, the transformation instructions indicaic
how data is enriched and/or modified. Data may be transformed by performing operations,
such as those disclosed herein, for enriching and/or modifying the data based on chosen
recommendations. For example, for a transformation instruction to reformat data, the data

may be transformed by modification to reformat the data. As such, the transformed data may
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be reformatted. At block 616, a processing unit of the computing system may pobhish the
transformed data to onc or more data targets based on the ransformation instructions. The

flowchart may end at 618,

(8114} FIG. 7 depicts a stmplified diagram of a distributed system 700 for implementing an
embodiment. In the illustrated erobodiment, distributed systerm 700 includes one or more
chient computing devices 702, 704, 706, and 708, which are configured to execute and
operate a client application such as a web browser, proprictary client {e.g., Oracle Forms), or
the hike over onc or more network(s} 714, Server 712 may be communicatively coupled with

remote chient computing devices 702, 704, 706, and 708 via network 710,

(8515} In various embodiments, server 712 may be adapted to run one or more services or
software applications such as services and applications that provide the docurent {e.g.,
webpage) analysis and modification-related processing. In certain embodiments, server 712
may also provide other services or software applications can inchide non-virtual and virtual
environments. In some embodiments, these services may be offered as web-based or cloud
services or under @ Software as a Service (8aaS) model to the users of clicnt computing
devices 702, 704, 706, and/or 708. Users operating client computing devices 702, 704, 7086,
and/or 708 may in furn utilize one or more client applications to interact with server 712 to
utilize the services provided by these components.

[#116] In the configuration depicted in FIG. 7, sofiware components 718, 720 and 722 of

system 700 are shown as being implemented on server 712, In other embodiments, one or
more of the components of system 700 and/or the services provided by these components
may also be implemented by one or more of the client computing devices 702, 704, 706,
and/or 708, Users operating the client computing devices may then utilize one or more client
applications to usc the services provided by these components. These components may be
mmplemented in hardware, firmware, software, or combinations thereof. 1t should be
appreciated that various different system configurations are possible, which may be different
from distributed system 700, The embodiment shown in FIG. 7 is thus one example of a
distributed system for implementing an embodiment systern and 1s not intended to be

hnuting.

[8117] Chient computing devices 702, 704, 706, and/or 708 may include various types of

computing systems. For example, chient device may inchude portable handheld devices (e.g.,
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an iPhone®, celhular telephone, an iPad®, computing tablet, a personal digital assistant
(PDAY) or wearable devices {e.2., a Google Glass® head mounted display), running software
such as Microsoft Windows Mobile®, and/or a variety of mobile operating systems such as
108, Windows Phone, Android, BlackBerry 8, Palm OS, and the Hke. The devices may
sapport various applications sach as various Internct-related apps, e-mail, short message
service {(SMS) applications, and may use varicus other communication protocols. The client
computing devices muay also fuclude general purpose personal computers including, by way
of example, personal computers and/or laptop computers runming various versions of
Microsoft Windows®, Apple Macintosh®, and/or Linux operating systems. The client
computing devices can be workstation computers running any of a variety of conunercially-
available UNIX® or UNTX-like operating systems, melading without Hmitation the variety of
GNU/Linex operating systems, such as for example, Google Chrome OS. Client compudting
devices may also include electronic devices such as a thin-client computer, an Internet-
enabled garving system {c.g., a Microsoft Xbox gaming console with or without a Kinect®
gestire tnput device), and/or a personal messaging device, capable of communicating over

network(s) 710,

16118} Although distributed system 700 in FIG. 7 18 shown with four client computimg
devices, any munber of client computing devices may be supported. Other devices, such as

devices with sensors, cic., may interact with server 712,

[#119] Network(s) 710 in distributed system 700 may be any type of network familiar to
those skilled in the art that can sopport data commumications using any of a variety of
available protocols, inclading without Hmitation TCP/IP (transmission condrol
protocol/Internet protocol), SNA {(systems network architecture), IPX {Internet packet
exchange), AppleTalk, and the like. Merely by way of example, network({(s} 710 canbe a
local arca network (LAN), networks based on Ethernet, Token-Ring, a wide-arca network,
the Internet, a virtual network, a virtual private network (VPN), an intranet, an extranet, a
public switched telephone network (PSTN), an infra-red network, a wircless network (e.g., 2
network operating under any of the Institate of Electrical and Electronics (IEEE) 802,11 suite
of protocols, Bluctooth®, smd/or any other wireless protocol), and/or any combination of

these and/or other networks.

{6128} Server 712 may be composed of one or more general purpose computers, specialized

server computers {inchiding, by way of example, PC (personal computer) servers, UNIX®
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servers, mid-range servers, mainframe computers, rack-mounted servers, etc.), server farms,
server clusters, or any other appropriaie arrangement and/or combination. Server 712 can
nclude one or more virfual machines runuing virtual operating systems, or other computing
architectures mvolving virtualization. One or more flexible pools of logical storage devices
can be virtualized to maintain virtual storage devices for the server. Virtual networks can be
conirolled by scrver 712 using software defined networking. In varicus embodiments, server
712 may be adapted to vun one or more services or seftware applications described in the
foregoing disclosure. For example, server 712 may correspond fo a server for performing

processing as described above according to an embodiment of the present disclosure.

16121} Server 712 may run an operating system mclading any of those discussed above, as
well as any commercially available server operating system. Server 712 may also run any of
a variety of additional server applications and/or mid-tier applications, mchuding HTTP
{hypertext transport protocol) servers, FTP (file transfer protocol) servers, CGI {common
gateway interface) servers, JAVA® servers, database servers, and the like. Exemplary
database servers include without Hmitation those commercially available from Oracle,

Microsoft, Sybase, IBM (International Business Machines), and the like.

(8122} In some implementations, server 712 may include one or more applications to analyze
and consolidate data feeds and/or event updates received from users of client computing
devices 702, 704, 706, and 708, As an example, data feeds and/or event updates may include,
but are not limited to, Twitter® foeds, Facebook® updates or real-time updates received from
one or more third party information sources and continuous data streams, which may inchade
real-time events related to sensor data applications, financial fickers, network performance
measwring tools (e.g., network monitoring and traffic management applications), clickstream
analysis tools, automobile fraffic monitoring, and the like. Server 712 may also include one
or more applications to display the data feeds and/or real-time events via one or more display

devices of client computing devices 702, 704, 706, and 708,

#1123} Distributed system 700 may also inciude one or more databases 714 and 716. These
databases may provide a mechanism for stormg information such as user interactions
mformation, usage paticrns information, adaptation rules information, and other information
used by embodimenis of the present invention. Databases 714 and 716 may reside in a
variety of locations. By way of example, one or more of databases 714 and 716 may reside

on a non-transitory storage medium local to (and/or resident in) server 712, Alternatively,

[¥e)
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databases 714 and 716 may be remote from server 712 and in commumication with server 712
via a network-based or dedicated connection. In one set of embodiments, databases 714 and
716 may reside in a storage-area network (SAN}. Simitlarly, any necessary files for
performing the functions attributed to server 712 may be stored locally on sexver 712 and/or
remotely, as appropriate. In one set of embodiments, databases 714 and 716 may inclode
relational databases, such as databases provided by Oracle, that are adapted to store, update,

and retricve data in respouse to SQL-formaticd commands.

#1324} In some embodiments, the document analysis and modification services deseribed
above may be offered as services via a cloud environment. FIG. 8 15 a simplified block
diagram of one or more components of a system environment 800 in which services may be
offered as cloud services, in accordance with an embodiment of the present disclosure. In the
illustrated cmbodiment 1o FIG. %, systernn environment 800 includes one or more client
computing devices 804, 806, and 808 that may be used by users o interact with a cloud
mfrastractore system 802 that provides cloud services, incloding services for dynamically
modifying docoments {(e.g., webpages) responsive to usage patterns. Cloud infrastructure
system 802 may comprise onc or maore computers and/or servers that may include those

described above for server 812,

8125} ¥t should be appreciated that cloud infrastructure system 802 depicted in FIG. 8 may
have other components than those depicied. Further, the embodiment shown m FIG. 8 is only
one example of a cloud infrastructure system that may incorporate an embodiment of the
invention. In some other cmbodiments, cloud infrastructure system 802 may have more or
fewer comaponents than shown in the figure, ay combine two or more components, or may

have a different configuration or arrangement of components.

{8126} Chient computing devices 804, 806, and 808 may be devices similar to those described
above for 702, 704, 706, and 708. Clent computing devices 804, 806, and 808 may be
configured to operaie a client application such as a web browser, a proprictary client
application {e.g., Uracle Forms), or some other application, which may be used by a user of
the chient computing device o interact with cloud mfrastructure system 802 to use services
provided by cloud infrastructure system 802, Although exemplary system environment 300
is shown with three client computing devices, any number of client computing devices may
be suppoerted. Other devices such as devices with sensors, cfe. may interact with cloud

mirastrocture system 802,
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{81271 Network(s) 810 may facilitate commumications and exchange of data between clients
84, 806, and 808 and cloud infrastructure system 802. Each network may be any type of
network famitiar to those skilled in the art that can support data communications using any of
a varicty of commercially-available protocols, mcluding those described above for network(s)

810.

[#128] In cortain embodiments, services provided by cloud infrastructure system 802 may
mclade a host of services that are made available to users of the cloud infrastructure system
on demand. To addition to services related to dynamic document modification responsive
usage patterns, various other scrvices may also be offered including without limitation online
data storage and backup solutions, Web-based e-mail services, hosted office suites and
document collaboration services, database processing, managed technical support services,
and the like. Services provided by the cloud infrastructure system can dynamically scale 1o

meet the needs of it users.

#3129} In certain embodiments, a specific instantiation of a service provided by cloud
infrastructure system 802 may be referced to herein as a “service instance.” In general, any
service made available to a user via a communication network, such as the Internet, from a
cloud service provider’s system is referred to as a “cloud service”” Typically, in a public
cloud environment, servers and systems that make up the cloud service provider’s system are
different from the customer’s own on-premises servers and systems. For example, a cloud
service provider’s system may host an application, and a user may, via a communication

network such as the Internet, on demand, order and usce the application.

{8138} In some examples, a service in a computer network cloud infrastructure may inchude
protecied computer network access to storage, a hosted database, a hosted web server, a
software application, or other service provided by a cloud vendor to a user, or as othorwise
known m the art. For example, a service can include password-protected access to remote
storage on the cloud through the Internet. As another example, a service can include a web
service-based hosted relational database and a script-language middicware engine for private
use by a networked developer. As another example, a service can include access to an email

software application hosted on a cloud vendor’s web site.

{8131} In certain erohodiments, cloud infrastrocture system 802 may include a suite of

applications, middleware, and database service offerings that are delivered to a customerin a
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self-service, subscription-based, elastically scalable, reliable, highly available, and secure
manner. An exampic of such a cloud infrastructure system is the Gracle Public Cloud

provided by the present assignee.

18832} Cloud imfrastructure system 802 may also provide “big data” clated computation and
analysis services. The term “big data” is generally used to refor to extremely large data sets
that can be stored and manipulated by analysts and researchers to visualize large amowunts of
data, detect trends, and/or otherwise interact with the data. This big data and related
applications can be hosted and/or manipulated by an infrastructure system on many lovels
and at different scales.  Tens, hundreds, or thousands of processors linked in parallel can act
upon such data in order to present it or simulate external forces on the data or what it
represents. These data seis can involve structured data, such as that organized in a database
ot otherwise according to a structured model, and/or unstructured data {(e.g., omails, images,
data blobs (binary large objects), web pages, complex event processing). By leveraging an
ability of an embodiment to relatively quickly focus more {or fewer) computing resources
upon an objective, the cloud infrastructure system may be better available to carry out tasks
on large data sets based on demand frorm a business, government agency, rescarch
organization, private individual, group of hike-munded ndividuals or organizations, or other

entity.

{8133} In various embodiments, cloud infrastructure system 802 may be adapted to
automatically provision, manage and track a customer’s subscription o services offered by
cloud infrastructure system 802, Cloud infrastructure system 802 may provide the cloud
services via different deployment models. For exaraple, services may be provided under a
public cloud model in which cloud mfrastructure system 802 1s owned by an organization
sclling cloud services (e.g., owned by Oracle Corporation) and the services are made
available to the general public or differcot industry enferprises. As another example, services
may be provided ander a private cloud model in which cloud infrastructure system 802 is
operated solely for a single organization and may provide services for one or more entities
within the organization. The cloud services may also be provided under a comuwnity cloud
mode! in which cloud infrastructure system 802 and the services provided by cloud
mfrastructure system 802 are shaved by several organizations in a related community. The
cloud services may alse be provided under a hybrid cloud model, which is a combination of

two or more different models.

40



tG

20

>

L

WO 2016/049460 PCT/US2015/052228

[#134] In some embodiments, the services provided by cloud infrastrocture system 802 may
include onge or more services provided under Software as a Service (Saal) category, Platform
as a Service (Paal) category, Infrastructure as a Scrvice (1aaS) category, or other categories
of services inchiding hybrid services. A customer, via a subscription order, may order one or
more services provided by cloud infrastructure system 802, Cloud infrastructure system 802

then performs processing to provide the services in the customer’s subscription order.

[#135] In some embodiments, the services provided by cloud infrastrocture system 802 may
include, without Hmitation, application scrvices, platform services and infrastructure services.
In some examples, application services may be provided by the cloud infrastructure system
via a Saad platform. The 5aa8 platform may be configured to provide cloud services that fall
under the SaaS category. For example, the SaaS platform may provide capabilitics to build
and deliver a suite of on-demand applications on an integrated development and deployment
platform. The SaaS platform may manage and control the underlying software and
mfrastractore for providing the SaaS services. By utilizing the services provided by the SaaS
platform, customers can utilize apphications executing on the cioud infrastructure system.
Customers can acquire the application services without the need for customers 1o purchase
separate licenses and support. Various different Saad services may be provided. Examples
inchude, without limitation, services that provide solutions for sales performance

management, cntcrprise integration, and business flexibility for large organizations.

#1386} In some embodiments, platform services may be provided by cloud infrastracture
system 802 via a Paa8 platforma. The PaaS platform may be configured to provide cloud
services that fall under the Paal category. Examples of platform services may inchude
without hmitation services that enable organizations (such as Oracle) to consolidate existing
applications on a shared, common architectare, as well as the ability to build new applications
that leverage the shared services provided by the platform. The PaaS platform may manage
and control the onderlying software and infrastructure for providing the Paal services.
Customers can acquire the PaaS services provided by cloud infrastructure system 802 without
the need for customers to purchase separate liconses and suppert. Examples of platform
services include, without limitation, Oracle Java Cloud Service (JCS), Oracle Database Cloud

Service (DBCS), and others.

{8137} By utilizing the services provided by the Paal platform, customers can eoploy

programming languages and tools supported by the cloud infrastructure system and also
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control the deployed services. In some embodiments, platform services provided by the

cloud infrastructure system may inclode database cloud services, middleware cloud services

(e.g., Oracle Fusion Middleware services}, and Java cloud services. In one embodiment,
database cloud services may support shared service deployment models that enable

S organizations to pool database resources and offer customers a Database as a Service in the
form of a database cloud. Middleware cloud services may provide a platform for customers
to develop and deploy various business applications, and Java cloud services may provide 2

platform for customers to deploy Java applications, in the cloud infrastracture system.

16138} Various differcot infrastructure services may be provided by an laaS platform 1o the

.

13 cloud mfrastructure system. The infrastractare services facilitate the management and

control of the underlying computing resources, such as storage, networks, and other

fundamental computing resources for customers utilizing services provided by the Saal
5 & )

platform and the PaaS platform.

#3139} In certain embodiments, cloud infrastructure systen: 802 may also inclode

15 infrastructure resources 830 for providing the resources used to provide various serviees 1o
customers of the cloud infrastructure system. In one embodiment, infrastructire resources
830 may include pre-integrated and optimized combinations of hardware, such as servers,
storage, and networking resources 1o execute the services provided by the PaaS platform and

the SaaS platform, and other resources.

20 [9348] In some embodiments, resources in cloud infrastructure system 802 may be sharved by
multiple users and dynamically re-allocated per demand. Additionally, resources may be
allocated to users n different time zones. For example, cloud infrastructure system 802 may
enable a first sct of users in a first time zone to utilize resources of the cloud infrastructure
system for a specified number of hours and then enable the re-allocation of the same

25 resources to another set of users located i a different time zone, thereby maximizing the

utilization of resources.

18141} In certain embodiments, a number of internal shared services 832 may be provided
that are shared by different components or modules of cloud mfrastructare system 802 to
enable provision of services by cloud infrastructure system 802, These internal shared

30 services may include, without Houtation, a security and identity scrvice, an infegration

service, an enterprise repository service, an enterprise manager service, a virus scanning and
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white Hist service, a high availability, backap and recovery service, service for enabling cload
support, an email service, a notification service, a file transfer service, and the like.

{6142} In certain cmbodiments, cloud mfrastractare system 802 may provide comprehensive

management of cloud services (e.g., SaaS, PaaS, and 1aaS services) in the cloud infrastructare

o

systern. In onc embodiment, cloud managersent functionality may inclade capabilities for
provisioning, managing and tracking a customer’s subscription received by cloud

mfrastractore system 802, and the Hke.

18143} In one embodiment, as depicted in FIG. 8, cloud management functionality may be
provided by one or more modules, such as an order management module 820, an order

10 orchestration module 822, an order provisioning module 824, an order management and
monitoring module 826, and an identity management module 828, These modules may
melade or be provided using one or more computers and/or servers, which may be general
purpose compuiters, specialized server computers, server farms, server clusters, or any other

appropriate arrangement and/or combination.

15 [8144] In an exemplary operation, at 834, a customer using a client device, such as chient
device 804, 806 or 808, may interact with cloud infrastructure system 802 by requesting onc
or more services provided by cloud infrastructure systom 802 and placing an order fora
subscription for one or more services offered by cloud infrastructure system 802, In certain
embodiments, the customer may access a cloud User Interface (U1) such as cloud U 812,

20 cloud UL 814 and/or cloud Ul 816 and place a subscription order via these Uls. The order
information received by cloud mfrastructure system 802 in response to the customer placing
an order may inclede information identifying the customer and one or more services offered

by the cloud infrastructore system 02 that the customer intends to subscribe to.

[#145] At 836, the order information received from the customer may be stored in an order

Nl
W

database 818, 1f this is a new order, a new record may be created for the order. In one
embodiment, order database 818 can be one of several databases operated by cloud

mfrastructure system 818 and operated In conjunction with other system clements.

(#3846} At 838, the order information may be forwarded to an order management module 820
that may be configured to perform billing and accounting functions related to the order, such

30 as verifying the order, and upon verification, booking the order.
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#1471 At 840, information regarding the order may be communicated to an order
orchestration module 822 that is configured to orchestrate the provisioning of services and
resources for the order placed by the customer. In some tustances, order orchestration
module 822 may use the services of order provisioning module 824 for the provisioning. In
certain embodiments, order orchestration module 822 enables the management of business
processes associated with cach order and applies business logic to determine whether an

order should proceed to provisioning.

#3148} As shown in the embodiment depicted in FIG. &, at 842, upon receiving an order for a
new subscription, order orchestration module 827 sends a request to order provisioning
module 824 to allocate resources and configure resources needed to fulfill the subseription
order. Order provisioning modulc 824 cnables the allocation of resources for the services
ordered by the customer. Order provisioning module 824 provides a lovel of abstraction
between the cloud services provided by clond infrastructure system 800 and the physical
mmplementation layer that is used to provision the resources for providing the requested
services. This enables order orchestration module 822 to be isolated from implementation
details, such as whether or not services and resources are actually provisioned ou the fiy or

pre-provisioned and only allocated/assigned upon request.

[#149] At 844, once the services and resources are provisioned, a notification may be sent o
the subscribing customers indicating that the requested service is now ready for use. In some
mstance, mformation {e.g., a link) may be sent to the customer that enables the customer to

start using the requested services.

[6158] At 846, a customer’s subscription order may be managed and tracked by an order
management and monitoring module 826. In some nstances, order management and
monitoring module 826 may be configured to collect usage statistics regarding a customer
use of subscribed services. For example, statistics may be collected for the amount of storage
used, the amount data transforred, the munber of users, and the amount of system up time and

system down time, and the like

[8151] In certain cmbodiments, cloud infrastractare system 800 may inclode an identity
management module 828 that is configured to provide identity services, such as access
management and authorization services in clond infrastructure systern 800, Jn some

embodiments, identity management module 828 may control information about customers
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who wish to utilize the services provided by cloud infrastructure system 802, Such
information can include information that authenticates the identities of such customers and
information that describes which actions those customers are authorized to perform relative to
various system resources {e.g., files, directories, applications, conmnunication ports, memory
segments, etc.) Identity management module 828 may also inchude the management of
descriptive information about cach customer and about how and by whom that descriptive

information can be accessed and modified.

[#152] FIG. 9 illustrates an cxemplary computer system 900 that may be used to plement
an embodiment of the present invention. In some embodiments, computer system 900 may
be used to implement any of the various servers and computer systerns deseribed above. As
shown in FI1G. 9, computer system 900 includes various subsystems including a processing
unit 904 that communicates with a number of peripheral subsysterns via a bus subsystom 902,
These peripheral subsystems may include a processing acceleration anit 906, an /O
subsystem 908, a storage subsystem 918 and a communications subsystem 924, Storage
subsystem 918 may include tangible computer-readable storage media 922 and a system

memory 910

{6153} Bus subsystem 902 provides a mechanism for letting the various components and
subsystems of computer system 200 communicate with each other as intended. Although bus
subsystem 902 1s shown schematically as a single bus, alternative embodiments of the bus
subsystem may utihize multiple buses. Bus subsystem 902 may be any of several types of bus
structures inciuding a memory bus or memory controller, a peripheral bus, and a local bus
using any of a varicty of bus architectures. For example, such architectures may include an
Industry Standard Architecture (ISA) bus, Micro Channel Architecture (MCA) bus, Enhanced
ISA (EISA) bus, Video Electronics Standards Association (VESA) local bus, and Peripheral
Component Interconnect (PCI) bus, which can be implemented as a Mezzanine bus

manygfactured to the IEEE P1386.1 standard, and the hike.

164154} Processing subsystcm 904 controls the operation of computer system 900 and may
COMPIise one OF More processing units 932, 934, cte. A processing unit may include be one
or more processors, mcloding single core or multicore processors, one or more cores of
ProCessors, of combinations thereof In some embodiments, processing subsystem 904 can
include one ot more special purpose co-processers such as graphics processors, digital signal

processors {DSPs), or the ke, In some embodiments, some or all of the processing units of
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processing subsystem 904 can be tmplemented vsing customized circuits, such as application
specific inlegrated circuits (ASICs), or field programmable gate arrays {(FPGAs).

{8155} In some embodiments, the processing units in processing subsystem 904 can execute

instructions stored in system memory 910 or on compuier readable storage media 922, In

o

various cmbodiments, the processing units can execute a variety of programs or code
mstructions and can maintain muliiple concurrently executing programs ot processes. Atany
given time, some or all of the program code to be execuied can be resident in system memory
910 and/or on compuier-readable storage media 922 including potentially on one or more
storage devices. Through suitable programming, processing subsystem 904 can provide

10 various functionalities described above for dynamically modifyving documents {e.g.,

webpages) responsive to usage patterns.

(#1586} In cortain embodiments, a processing acceleration unit 906 may be provided for
performing castomized processing or for off-loading some of the processing performed by

processing subsystem 904 5o as to accelerate the overall processing performed by computer

i
RN

system 900,

{8157} VO subsystem 908 may include devices and mechanisms for inputting information o
computer systern 900 and/or for outputting information from or via computer systerm 900, In
general, use of the term “input deviee” is ntended 1o include all possible types of devices and
mechanisms for inputting information to computer system 900, User interface input devices

20 may inclade, for example, a keyboard, pointing devices such as a mouse or trackball, a
touchpad or touch screen incorporated into a display, a scroll wheel, a click wheel, a dial, a
button, a switch, a keypad, andio input devices with voice command recognition systems,
microphones, and other types of input devices. User interface input devices may also inchude
motion sensing and/or gesture recoguition devices such as the Microsoft Kinect® motion

25 sensor that enables users to control and interact with an input device, the Microsoft Xbox®
360 game controller, devices that provide an interface for receiving input osing gestures and
spoken commands. User interface input devices may also inclade eye gesture recogunition
devices such as the Google Glass® blink detector that detects eye activity (e.g., “blinking”
while taking pictures and/or making a menu selection) from users and transforms the eye

AN

gestures as input inte an input device (e.g., Google Glass®). Additionally, user interface

(43
<

input devices may include voice recognition sensing devices that enable users to interact with

voice recognition systems (e.g., Siri® navigator), through voice commmands.
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[8158] Other examples of user interface mput devices imchude, without limitation, three
dimensional (3D mice, joysticks or pointing sticks, gamepads and graphic tablets, and
audio/visual devices such as speakers, digital cameras, digital camcorders, portable media
players, webcams, image scanners, fingerprint scanners, barcode reader 3D scanners, 3D
printers, laser rangefinders, and eyve gaze tracking devices. Additionally, user interface input
devices may include, for example, medical imaging input devices such as computed
torography, magnetic tesonance imaging, posifion emission tomography, medical
ultrasonography devices. User interface input devices may also include, for example, audio

input devices such as MiDI keyboards, digital musical instriments and the like.

181589} User interface output devices may include a display subsystem, indicator hights, or
non-visual displays such as audic output devices, etc. The display subsystem may be a
cathode ray tube (CRT), a flat-pave! device, such as that using 2 Hquid crysial display (.CD)
or plasma display, a projection device, a touch screen, and the hike. Tn general, use of the
term “output device” is mntended to inchude all possible types of devices and mechanisms for
cuiputting nformation from computer system 904 to a user or other computer. For cxample,
user mterface output devices may include, without himitation, a varicty of display devices that
visually convey text, graphics and audio/video information such as monitors, printers,
speakers, headphones, agtomotive navigation systems, plotiers, voice outpot devices, and

modems.

[#168] Storage subsysiem 918 provides a repository or data store for storing information that
is used by computer sysiem 900, Storage subsystem 218 provides a tangible non-transitory
computer-readable storage medium for storing the basic progranuning aund data constructs
that provide the functionality of some embodiments. Software (programs, code modules,
instructions} that when executed by processing subsystem 904 provide the functionality
described above may be stored in storage subsystern 918, The software may be executed by
one or more processing units of processing subsystem 904, Storage subsystem 918 may also

provide a repository for storing data used in accordance with the present mvention.

18161} Storage subsystern 918 may inchude one or more non-transitory memory devices,
ichiding volatile and non-volatile memory devices. As shown in FIG. 9, storage subsystem
218 inchides a system memory 910 and a comaputer-readable storage media 922, System
memory 910 may include a number of memories including a volatile main random access

memory (RAM) for storage of nstructions and data during program execution and a non-

N
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volatile read only memory (ROM) or flash memory in which fixed instructions are stored. In
some implementations, a basic nput/output system (BIOS), containing the basic routines that
help to transter mformation between clements within computer system 904, such as during
start-up, may typically be stored in the ROM. The RAM typically contains data and/or
program modules that are presently being operated and executed by processing subsystem
004, In some implementations, system memory 910 may include nwiltiple different types of
memory, such as static random access memory (SRAM) or dynanic random access memory

(DRAM).

18162} By way of example, and not Hitation, as depicted in FIG. 9, system memory 910
may store application programs 912, which may include chient applications, Web browsers,
mid-tier applications, relational database management systerus (RDBMS), cte., program data
014, and an operating systemm 916, By way of example, operating system 916 may include
variouns versions of Microsoft Windows®, Apple Macintosh®, and/or Linux operating
systems, a variety of commercially-available UNIX® or UNIX-like operating systems
{(including without Hmitation the varicty of GNU/Linux operating systems, the Google

Chrome® OS, and the Hke) and/or mobile operating systems such as 108, Windows® Phone,

5

Android® OF, BlackBerry® 8 05, and Palm® OS operating systems.

8163} Computer-readable storage media 922 may store programming and data constructs
that provide the functionality of some embodiments. Software (programs, code modules,
msiructions) that when executed by processing subsystem 904 a processor provide the
functionality described above may be stored in storage subsystem 918, By way of exampie,
computer-readable storage media %22 may include nen-volatile memory such as a hard disk
drive, a magnetic disk drive, an optical disk drive such as a CD ROM, DVD, a Blu-Ray®
disk, or other optical media. Computer-readable storage media 922 may include, but is not
hmited to, Zip® drives, flash memory cards, universal serial bus (USB} flash drives, secure
digital (SD) cards, DVD disks, digital video tape, and the Like. Computer-readable storage
media 922 may also include, solid-state drives (35D) based on non-volatile memory such as
flash-memory based SSDis, enterprise flash drives, solid state ROM, and the like, SSDs based
on volatile memory such as solid state RAM, dynamic RAM, static RAM, DRAM-based
SSDs, magnetoresistive RAM (MRAM) S8Ds, and hybrid SSDs that use a combination of

DRAM and flash memory based SSDs. Computer-readable media 922 may provide storage
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of computer-readable instractions, data structares, program modules, and other data for

computer system 900.

[8164] In cortain cmbodiments, storage subsystern 900 may also include a computer-readable
storage media reader 920 that can further be connected to computer-readable storage media
022. Together and, optionaily, in combination with system memory 910, computer-readable
storage media 922 may comprehensively represent remote, local, fixed, and/or removable

storage devices plus storage media for storing computer-readable information.

16165} In certain embodiments, computer systern 900 may provide support for exccuting one
or mare virtual machines. Computer system 900 may exccute a program such as a hypervisor
for facilitating the configuring and managing of the virtual machines. Each virtual machine
may be allocated memeory, compute {c.g., processors, cores), /0, and networking resources.
Each virtaal machine typically runs its own operating system, which may be the same as or
different from the operating systems executed by other virtual machines execoted by
computer system 900, Accordingly, multiple operating systems may potentially be run
concurrently by computer systern 900, FHach virtual machine generally runs independently of

the other virtual machines.

[#166] Communications subsystem 924 provides an foterface to other computer systeros and
networks., Communications subsystem 924 serves as an interface for receiving data from and
transmitting data to other systems from computer system 900. For example, communications
subsystem 924 may cnable computer system 900 to establish a communication channel to one
or more chient devices via the Internet {for receiving and sending information from and to the

client devices.

8167} Comnumication subsystem 9224 may support both wired and/or wireless
communication protocols. For example, in certain embodiments, communications subsystem
924 may include radio frequency (RF) transceiver components for accessing wircless voice

and/or data networks (e.g., using cellular telephone technology, advanced data network

technology, such as 3G, 4G or EDGE (enhanced data rates for global evolution), WiFi (
802.11 family standards, or other mobile communication technologies, or any combination

thereof), global positioning system {GPS) receiver components, and/or other componenis. In
some embodiments communications subsystern %24 can provide wired network connectivity

{e.g., Ethernet) in addition to or instead of a wireless interface.
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[#168] Communication subsystem 924 can receive and transmit data in varigus forms. For
exarple, in some cmbodimenis, communications subsyster 924 may receive input
communication in the form of structured and/or unstructured data feeds 926, event streams
023, event updates 930, and the like. For example, commumications subsystern 924 may be
configured to receive {or send) data feeds 926 in real-time from users of social media
networks and/or other communication services such as Twitter® feeds, Facebook® updaies,
weh feeds such as Rich Site Summary (RSS) feeds, and/or real-time updates from ong or

more third party information sources.

13169} In cortain cobodiments, commumications subsystom 924 may be configured to receive
data in the form of continuous data streams, which may mclade event streams 928 of real-
time events and/or event updates 930, that may be continuous or unbounded in nature with no
explicit end. Examples of applications that generate continuous data may inchude, for
example, sensor data applications, financial tickers, network performance measuring tools
{e.g., network monitoring and traffic management applications), clickstream analysis tools,

automaobhile tratfic monitoring, and the like,

[8178] Communications subsystem 924 may also be configured to output the structured
and/or ynstructured data foeds 926, ovent streams 928, event updates 930, and the like to one
or more databases that may be in communication with one or more streaming data source

computers coupled to computer system 900.

18171} Conputer system 900 can be one of various types, including a handheld portable
device (e.g., an iPhone® cellular phone, an iPad® computing tablet, a PDA}, a wearable
device {e.g., a Google Glass® head mounted display), a personal computer, a workstation, a

mainframe, a kiosk, a server rack, or any other data processing system.

{81721 Due to the ever-changing nature of computers and networks, the description of
computer system 900 depicted in FIG. 9 is intonded only as a specific example. Many other
contigurations baving more or fewer components than the system depicted 1 FIG. 9 are
possible. Based on the disclosure and teachings provided herein, a person of ordinary skill in

the art will appreciate other ways and/or methods to implement the varions embodiments.

{8173} In at least one embodiment of the present invention, a data enrichment system is
provided. The data enrichment system includes one or more server computers, wherein the

data enrichment system is compunicatively coupled to a plurality of daia sources (c.g., the

56



WO 2016/049460 PCT/US2015/052228

data sources 104 as shown in FIG. 1) and a pharahity of data targets {¢.g., the data targets 106
as shown in FIG. 1) over at least one communication network.
{8174} The data cnrichment system further comprises a profile engine, a recommendation

engine, a transform engine, and a publish engine. The profile engine, recommendation

o

engine, transform engine, and publish engine can be, for example, the profile engine 326,
recommendation engine 308, transform engine 322, and publish engine 324 as shown in FIG.

3, respectively.

18175} The profile engine s configured to identify paiterns in data from at least one data
source specified in a data enrichment request, when the data enrichment request is received
10 from a client device. The recommendation engine is configured to match the patterns to
entity information from a knowledge service {e.g., the knowledge service 310 as shown in
FIG. 3). The transformation engine is configured to generate one or more transformation
scripts for the data based on the entity information, wherein said recommendation engine

generates one or more recommendations corresponding to the one of more transformation

i
RN

scripts, and the one or more recomamendations are caused to be displayed in a user interface
on the client device. The publish engine s configured to, afier transformation imstructions
being received from the clignt device based on the one or more recommendations and the
data being transformed based on the transformation justructions, publish the ransformed data

to one or more data targets based on the transtormation instructons.

200 181786} In one embodiment of the invention, when a selection of at least one colummn of data is
reccived from at least one of the data sources, a data profile of the at least one columm of data
is caused to be displayed in the user interface on the chient device, wherein the data profile
indicates a plurality of patterns identified in the at least onc column of data and at least one

data visualization associated with the at least one column of data.

Nl
W

18177} In onec embodiment of the invention, the transformation instructions include a
transtorroation instruction to rerame at least one columuo of data based on the entity

information.

(8178} In one embodiment of the invention, a further transformation instruction is received to

renane the at least one colunmm of data to a default name.
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(#8179} In one embodiment of the invention, the transformation instructions include a
transformation instruction to reformat at least one column of data based on the entity

information.

(8188} In one embodiment of the invention, the transformation instructions include a further
transformation instruction to obfuscate at least one colummn of data based on the entity

miormation.

1#181} In onc cmbodiment of the invention, the transtormation instructions include an
enrichment instruction to add one or more columns of data obtained from the knowledge

service based on the entity information.

[B1R2] It is apparent for those skilled iu the art that, for the particular operation processes of
the umits/modutles {e.g., engines) described above, reference may be made to the
corresponding steps/components in the related method/system cmbodiment sharing the same
concept and the reference is regarded as the disclosure of the related units/modules also. And
thercfore some of the particolar operation processes will not be described repeatedly or in

detail for convenience and concision of description.

[#183] It is also apparent for those skilled in the art that the units/modules can be
mmplemented in an electronic device in the manner of software, hardware and/or combination
of software and hardware. Components described as scparate components may of may 0ot be
physically separated. In particular, coraponents according to cach embodiment of the present
mvention may be integrated in one physical component or may exist in various separate
physical components. The various implementations of anits in the electronic device are all

inchided within the scope of protection of the invention.

[#184] It should be understood that the unit, apparatus, and device may be implemented in
form of software, hardware known or developed in the future and/or the combination of such

software and hardware.

[8185] It is apparent for persons in the art that the operations described in Fig. 3 may be
implemented in form of software, hardware and/or the combination of such software and
hardware, depending on the particular application environment. It is apparent for persons n
the art that at least some of the steps can be implemented by running instructions in general
processor, with the instructions stored in memory. It is apparent for persons in the art that at

fcast some of the steps can also be implemented by various hardware, inclading but not
A £
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fnited to BSP, FPGA, ASIC ete. For example, the “operations™ in some of the embodiments
may be implemented by mstructions reoming in CPU or by special processor such as DSP,

FPGA, ASIC implementing the functionality of “operations”.

{6186} Although specific cmbodiments of the invention have been described, various
modifications, alterations, alternative constructions, and cquivalents are also encompassed
within the scope of the fnvention. Embodiments of the present imvention are not restricted to
operation within certain specific data processing environments, but are free to operate within
a plurality of data processing environments. Additionally, although embodiments of the
present invention have been described using a particular serics of transactions and steps, i
should be apparent to those skilled in the art that the scope of the present invention is not
Hited to the described series of transactions and stops. Various features and aspects of the

above-described embodiments may be used individually or jointly.

#3187} Further, while embodiments of the present invention have been described using a
particular combination of hardware and software, it should be recognized that other
combinations of bardware and software are also within the scope of the present invention.
Embodiments of the present invention may be implemented only in hardware, or only n
software, o1 using combinations thereof. The various processes described herein can be
implemented on the same processor or different processors in any combination. Accordingly,
where components or modules are described as being configired (o perform certain
operations, such configuration can be accomplished, ¢.g., by designing electronic circuits to
perform the operation, by programming programunable ¢lectronic circuits (such as
microprecessors) fo perform the operation, or any combination thereof. Processes can
communicate using a varicty of technigues incloding but not limited to conventional
techniques for imterprocess communication, and different pairs of processes may use different

techniques, or the same pair of processes may use ditferent techniques at different times.

[#188] The specification and drawings are, accordingly, to be regarded in an ilhustrative
rather than a resirictive sense. It will, however, be evident that additions, subtractions,
deletions, and other modifications and changes may be made thereunto without departing
from the broader spirit and scope as set forth in the claims. Thus, although specific invention
embodiments have been described, these are not intended to be limiting. Various

modifications and equivalents are within the scope of the following claims.

(.
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WHAT IS CEAIMED IS:

I A method comprising:
identifying, by a computer system, patterns in data from one or morc data
SOUTCEs;

maiching the patierns to entity information from a knowledge serviee;

generating one or more transtormation scripts for the data based on the entity
information:

generating one or mere recommendations corresponding to the ove or more
transformation scripts;

causing the one or more recommendations to be displayed in a user interface;

receiving transformation instructions based on the onc or more
recommendations;

transforming the data based on the transformation instructions; and

publishing the transformed data to one or more data targets based on the

transformation nstructions.

¥

2. The method of claim 1 or claim 2, further comprising:

receiving a selection of at least one column of data from at least one of the one
ot more data sources; and

causing a data profile of the at least one column of data to be displayed,
wherein the data profile indicates a plurality of patterns identified in the at least one coluron

of data and at least one data visuahization associated with the at least one colummn of data.

3. The method of claim 1, wherein the transformation instructions include
a transformation instruction to rename at least one colummn of data based on the entity

information.

4, The method of ¢laim 3, further comprising:
receiving a further transformation instraction to rename the at least one

colunm of data to a default name.

s The method of any one of the preceding claims, whercin the
transformation nstructions inchude a transformation instruction to reformat at least one

colomn of data based on the entity information.
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1 6. The method of claim 3, wherein the transformation instructions include
2 a further transformation instruction to obfuscate at least one colunm of data based on the
3 entity information.
i 7. The method of claim any one of the preceding claims, wherein the
2 transformation instructions include an enrichment instruction to add one or more columns of
3 data obtained from the knowledge service based oun the entity informaation.
i 8. A system comprising:
2 a plurality of data sources;
3 a plurality of data targets; and
4 a cloud computing infrastracture system comprising:
3 0ne OF More processors comynunicatively coupled to the plurality of
6 data sources and comnumicatively coupled to the plarality of data targets, over at least
7 one communication network; and
5 a memory coupled to the one or more processors, the memory storing
G fostructions to provide a data enrichment service, wherein the instructions,
10 when executed by the one or more processors, cause the one or more
i1 processors {o:
12 receive a data errichment request from a client device;
13 dentify patterns n data from at least one data source specified in the
14 data enrichment request;
15 match the patierns to entity imformation from a knowledge service;
16 generate one or more transformation scripts for the data based onthe
17 entity information;
I8 generate one or more recommendations corresponding to the one or
19 more transformation scripts;
26 cause the one or more recommendations to be displayved in a user
21 mnterface on the client device;
22 receive transformation instructions based on the one or more
23 recomumendations;
24 transform the data based on the transformation mstructions; and

A
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publish the transformed data to one or more data targets based on the

transformation instroctions.

9. The system of claim &, wherein the instructions, when executed by the
one or more processors, further cause the one or ore processors o

receive a selection of at least one columm of data from at least one of the
plurality of data sourees; and

causc a data profile of the at least one column of data to be displayed in the
user mterface on the cliont device, wherein the data profile indicates a plurality of patterns
identified in the at least one columnn of data and at least one data vispalization associated with

the at least one column of data.

1. The system of claim 8, wherein the transformation instractions inchide
a transtormation instruction to rename at ieast one column of data based on the entity

information.

It The system of claim 10, wherein the instructions, when execuoted by
the one or more processors, further cause the one or more processors to:
receive a further transformation Instruction to rename the at least one columm

of data to a default name.

12, The system of claim §, wherein the transformation instructions nclade
a transformation mstruction to reformat at least one column of data based on the entity

information.

13. The system of claim 12, wherein the transformation instructions
mchide a further transformation instruction to obfuscate at least one column of data based on

the entity information.

14. The system of claim 8, wherein the transformation instractions melude
an enrichment instruction to add one or more columns of data obtained from the knowledge

service based on the entity information.

15, A pon-transiiory computer readable storage medium including
instructions stored thereon which, when executed by a processor, cause the processor o

perform operations comprising:
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4 identifying, by a computer sysiem, pattems in data from one or more data

W

SOUNCCs,

<

matching the patterns 1o entity information from a knowledge service;

~

generating one or more fransformation seripts for the data based on the entity
8 information;
5 gonerating one or more recommendations corresponding to the one or more

10 transformation scripts;

i1 causing the one or more recommendations to be displayed in a user interface;
12 receiving transformation instructions based on the one or more
13 recommendations;

14 transtorming the data based on the transformation instructions; and
15 publishing the transformed data to one or more data targets based on the
16 transformation imstructions.

1 16. The non-transifory computer readable storage medinm of claim 15,

2 wherein the operations further coraprise:

3 receiving a selection of at least one colunmm of data from at least one of the one
4 or more data sources; and

5 causing a data profile of the at least one column of data to be dispiayed,

& wherein the data profile indicates a plurality of pattcrns identified in the at least one colunm

7 of data and at least one data visealization associated with the at least one colomn of data.

i 17, 'The non-transttory computer readable storage mediim of claim 15,

2 wherein the transformation tustructions inchude a transformation instruction to rename at least
3 one column of data bascd on the entity information.

i 18. The non-transitory computer readable storage medium of claim 17,

2 wherein the operations further comprise:

3 receiving a further transformation instraction to rename the at least one

4  column of data to a default name.

1 19. The non-transitory computer readable storage mediom of claim 15,

wherein the transformation instructions inchude:

[N
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a transformation instruction to reformat at least one column of data based on
the entity information; and
a further transformation nstruction to obfuscate at feast one column of data

based on the entity mformation.

20. The non-transitory computer readable storage mediam of claim 15,
wherein the transformation instructions include an enrichment instruction to add one or more

colummns of data obtained from the knowledge service based on the entity information.

i
o9



PCT/US2015/052228

WO 2016/049460

1/15

90T s128.e] eleq

}9OI4

GOT waisAg
23eJ01§ pa1nquaasia

S90IAISS
pNoIo JBYIO

Tdn 2dland — _
[euleixg

11 11 0]

ysiand youug aledald

ZOT 20IAJ3S JUBWYdLIUT e1e(

70T s=224nos ejeq

14N
dlqnd [eulsixg

I
I
I
I
I
I
I
I
I
I
I
Sa0INIBS I
PnOID Jaul0 "
I

I

I

I

I

I

I

I

I

I

I

(S0S0)
80IAI8G PNOID

abeloig 9|oBIO



PCT/US2015/052228

WO 2016/049460

2/15

¢ "Ol4

(S4AH/NYVASHedSayoedy) JBisn|D ejeq big

SJ0Jo2uUU0) ‘SAA

%

[ 257 4 2t \

737

s
NP 4
% 7 %
SN

Tt yslignd

(arn) svag ‘M14esD

i i

.\

T

G
S 2
4
?

)

\
%7

%,
Tty

N

SJ0Jo3UU0)D) ‘SHA ‘BNl

)

|

7
4

L
\“&“m§\x§\wg\
o
2

~

v\\\\\?%&&&

s P2 s %
M o 75 o

AN

¥—0T1¢



PCT/US2015/052228

3/15

0S¢ sjebie] eeqg .
— — — ) E |
8¢ee 5T vEe cee
90In0S BleQ abeioig abei01g
S92IMIS oM
paseq-gem / TN pnoI] 8jeAld pnoj dliqnd
OFE (5)801n0g aBpajmouy G0E weshg ebeio)g paynquisiq
A
. 4 4 ¥0¢
Z0E 92IAI8S JusWYOLUT Bleq SjuLID
30¢ «—> ¢
[ ESEERVE IS > auIbu3 uoyepUBLIIOISY S0BUB)U| JusiD YoIy L
abpajmouy 198 —
L0
TN < OIS
(743 —_ JusiD Uy | v1vqg IN3ITD
suibu3 UsIgNg «— 7Z¢ suibug wiojsuel | 97¢ auibu3g 9u0.1d
A
Yo
_ Z1€ suibug aledaid _
Jasmoug e
A
8¢ ouibu3 1sa9bu|
A
A
B0 $22.n0S eje(
11¢€ oIE (X3 11€
90In0S Eje(] abelo)g abeli0)g
$82IAI8S PNOID
Peseq-geM / 1N pNojQ 8jeAld pnoI dlignd

WO 2016/049460

—00¢




PCT/US2015/052228

WO 2016/049460

4/15

vv "Old

807y

n WA Suns e100 100 || I <0
G8-NON-OE ‘88-100-1T ‘£6-9NV-T ‘88-8NV-vT £8-024-/T ‘p/-Jdv-0€ ‘T6-d85-07 {S8-1eIN-97 ‘88-das-GT ‘68-dos-gz| Buins zroo 100 | £ 0 oMk WP oy omn oo
% “")Jep UWN|Od Joy Z S:W:H p-IN-AA se ajep jewaod ’_
€d0¥1A590209-43v8-£DTr-ASSY-¥18AA09 'dEAEIIV0CCIH0-0VS8-€4 A-26€3-99080VA ‘4346dD6TISED-€09d (% ee s5:WLLE L AAAA/PP/IA Se 1ep yooda Jewod C_
-4599-/002-v¥359€498Y '9v637A6Y.ADC-¥A¥9-9507-1£00-00A8L0VT ‘94G0VI6T6VIE-V88Y-6487-TV4D-¥I991STd
'622090V/T/25-6080-4/T4-00££-A9VI98T9 :£29124492093-¥2/8-3007-£ £ ¢6-TV¥T65D/9 :A795994A+T09-8004 %" uwinjod Joj AMA/PP/W N se 21ep Yaoda jewtioy C_
-1V¥P-9/A6-vVI649€ '7AISAVEVASIT-9ITV-49Zr-T0SY-/ TVAEELT DVIVA/SEVTS-1€9Y-YTTP-G/A4-90554¥8a | Sulns pixay _.. ULINO3 103 AAA/PP/INI SE 312p Yo0da Jeul0d
v
X3 ‘Au ful fed fuw el {1 ou fau )y | Suins a1els —_— 10} sUOlIlEpuUdWIIOID
#o#/\ IV 10} nep |
esn| Suins 6000 [0D
8110]4eyd ‘ooyem ‘o3ediyd ‘suiead usps ‘aj|Iasiaiuadied HJ0A mau ape sjoulwas ‘a|jlauosiapuay ‘sudoyimey | Sulis AD _ x Z0 1N 01 €900 (0D aweuay
TZT'9TT'9¢T 66 .ﬁm:._tmmbw_u:_\s 18U XWM _ * dioy mHool_ou Suweuay
-8JIMJe3 | ‘310°S3UIoWSBPAIIS W W02 ggSIIOW 7/ T'SHT TEZ 99 18U UOZUBA Jaurisamb (wod Ll f1auriseowod | Sus un _ x pIxay 01 TT00 |00 dweuay
LVSH STM “dLSH TAdM “SLAM M ‘aroM NATI TOM D9vM | Suins 9000 10D _ * 21835 01 0100 |0 dweudy
_ | * Aud 013000 100 2weusy
sAnowone !s121ndwod ‘sswed 'sJoopino 5|00l ‘uspJiedgswoy ‘sdeqpuey ‘sairow ‘uiyiop ‘ssoys| Suiis =& B  S000 [0D
“ x 14N 03 /000 (0D Pweuay
$9SLPTSSAN/PSSITTSSHS/ Wod awoe mmm//:d1y 8ZS9STSSAN/SITOBSGHS/ Wod swoe mmm//:d1ay _ x N 01 $000|0D) Aweuay
‘T8TELTSSAN/SITO8SSHS/Wod dwoe mmm//:d1y ‘8¥65/TSSAA/OFO06SSHS/ W0 swae mmm//:d1ay — =
190££TSSAN/SYSITTSSHS/ WO swoe mmm//:d11y {6698/ TSSAA/LE9/BSSTHS/ WO swoe mmm//:dny E €0 °ui 21EP 01 £000 |00 dwieuay
P9E0/TSSAN/SPSITTGSHS/ WO dwde Mmm//:dnY [STYerTSSAA/SPSITTIGSGHS/ WO awoe mmm//:dny _ % SWIT 1P 03 1000 [0 sweusy
‘EEP6LTSSAN/STSITTSSHS/ WO SWwoe MMM/ /:d1Y {26/ L TSSAN/SPSITTSGHS/ Wod swoe mmm//:diay | Suiis ] -
“ x SuUWN|0d €71 anoWdY
¥€:95:8T ST-€0-CT0OT 00:80:6T 90-£0-CTOT 9¥:GT:60 TT-£0-CTOT ‘6€:65:8T 90-£0-CTOT ‘L E:€0:61 N
—_ —_ x
90-£0-2107 (SE:05:80 ZT-€0-2T0T £ £1SE:60 TT-€0-CTOT 'S4 ¥'8T L0-€0-¢T0T 'SPT:60 ZT-€0-2T0C | @1ep 70 ewn~a1ep OV _A 1duios wioysues |

(o]

,\_Emmm_

907 _A

SUOIEPUBWIWIOIDY &. | opoy ¢ | OPUN N | 19534 4) | :mwtwm@ Lol I

][

1159} £L160v10Z ond | Sojeied>

:O_HNHCNE:UOGq

sapljod 5]

G

paeoquseasfafSoleics

i

92IAI3S pNo[) JUsWIYdLIUT eyeq

00t _A




PCT/US2015/052228

WO 2016/049460

5/15

Stz "M A

e LR A A b 3 S L CEYE O RS T IR A BT DTN

AL

£t Y %

£X0 D

- -2 TSI BT TRE-Ges R HE-ERn &

e mgud-2 T Nl -l OF

G F QE IFVOZ A DVE S EL A TAE B S0B0 Y 448G IR IGED-E0E0
WP FL 0 CDOBL0ET W4SIYTRILEIE YRR -SURP- IV YORISTE1Y
L AGT AT TRA-P G- A L AT YR ATEEFESA TR NIDE
h Tr-ior-ATVEAEG PAYE LR R TS Y DTS g 05S AR

147
M.

prix sy

- Ta g PV I R e A TR T

[=¥1=20

x O AL AR k) S ah T 1) I00h 3oeNgxy .m.,_

GO0

233 S35 s ,
B Tkean it b e psRIALIO |

Bl GYTTLEE G TR

B0 |50

Y 10 SUCITE PUSLLIUIDITY

74

kz: 3 wSHUT YT SUeua

¢

B9 T 1S BAagah TS e

PO [ LIs g ERE gl

HLENET SRR, 1:3?. ﬁ @qu .Tfn.u,h._; SOPGNS Lm,.m&euﬁ..mﬁ.
LY AT Qa{: BBIELL TGO LS RFGHG/ LA B
H ST wnﬁmuap?ﬁxm L mxmm&&.u&. e penn

A ags

(N D1 L0060 BUrBUBY

R 03 pO00 fu BmPeaY

70 owil 21Pp ClERDD [0 swEnay

e ki TmmsmE,ﬁ I ﬂ_my..w_ﬁ M.c,

@ep 03 PNy

ADT) B B“ﬂ..w&

FUALITNOT £ 1] BADUIGY

SIS UIDiSUESL ]

SUSIIPPU D WHALGITH HN_-

Y ot |

QR ‘ I

oS 1l




PCT/US2015/052228

6/15

WO 2016/049460

P S

]

o
i
=

Al =]

3 15z K WL

.(‘}
\»L
-
L~
faes
;
L
i
=<
£

- S By e B o

piloE] hﬁm
oy B

el T R R e it S TP FATUSIo

e Ay 15
}mm

um_.

J

pg=ris suanarividd "..mﬁ.l &Q Lm s..f_.\. %{.mmm ..l
unﬁ.odhuukrwu fnm r._ m«m.._uman O VR S R AT W R AN
SR IR LY VARE LS OVIVHL SR T e E SR 0B E4TR] | Buu

o G

-

Sy AYES
g b AUlas G000 307

§ BT

43 ) G ALY siasls s 5 14 .ﬁﬁ.mﬁr}b Huigs

LU5A 51 LT Ay SRR AR

SPgprse Eleprahaion Jssel Taaonping ooy uepaeiigewoy WBrapusy Semou | Bulas

5igs ng\..rb%.fm.,..,.&?p: Nmnw .n.e 2 f@.\wﬁ T V_En,..ﬁm
n.u..\\?ml SFLRead

GRS L .«%.?51&&;
G ST S e 2t
4 M B a1

[EE i T nm.vﬁ&,ﬁ_\ .ut.\
4, E&&té.aﬁ?{.&tx 2ulas

un m_u Nﬁ.nmqun,p HRp

| s _ y
SHOBEPUBLILNSSY 3 apay et ¢ OPUN 1850y 15843y _
,.\.._q.u | W | 4% 4 m.&w

L RO TTRDITOZ LR £ T 00-TT0E IS0 0 TON




PCT/US2015/052228

WO 2016/049460

7/15

ocr

arv "oid 357
V2991514 ‘600090 TLI5-6080-4£T4-00L£-A9VI98TY £ D9TI4492083-7DL8-I00V-LL T6-TVI6SDLE x sresA pimApuwnioo yuug  § _
[17109-8008-3vb-9/A6-YVIGI9E '7AISAVEVESIT-9DTY-49¢r-T0SH-LTVAEE/T “DVIVELSEVTSI-EaV-YeTh-6/a4-80554v8d | Suiis pixay X — Z0-owi-53ep w0y teah peng ._
X ‘Aufurled uw e outeuy | Suins \ 21e1s x ﬂ Z0 Wi ~a1ep Woyapenb pempg
esn | Suus K 6000 |02 X / 70 swn~aiep wod japenb e ._
X / 70 2Wn 21ep Woy Yuow penxy . _
— £95S0L ‘€S6€ ‘Y65898C ‘VSLTI ‘86C3€ TSEETVB ‘¢ThS VERBT ‘€€S8Y ‘9T/v8 | Buis [= M  uonejndod
x / 70 2wn a1ep woiaeah” Jo ™ Aep penxy ‘ _
— TSETTIY V8TV S8 Yy ‘TTTr 'L90y FT'TE ¥8 LT 679 ‘TeEE | Bulis 1e| K |IV 10} suolepUBWIWOIDY
£808-'79'96'89'L8- 'OV €6~ LTS VE'EL ¢V €S- 6L 78998 'SE'BTT- | Bulis eI A0 LTI AT ceg
3||InuD3uRdIed HIOA Mau {|ope ‘Djoulwas {9]jIAuosiapuay ‘dutoyimey | Sulns Ad x uopreindod Ao yum Aad uwn|od Yarug
TZT'9TT'9ZT 66 19U WeanspUIm * Aab 018000 [0 2uteuay
U XWM-sUIMIES]D B10'SSUIOWSSPADISW (WO qOSLIOW (ST TEZ 99 118U UOZIISA 13U°1ssmb (wod i Jsuriseowod | Suls un X Z0 1IN o1 £900 |00 sweusy _
LYSH STA ‘1SN {INdM ‘SLAM 490M ‘DM NATI ‘IOM Dgvm | Suins 9000 (0D x di 03 6100 |00 dwieuay |
_ x pixay 0} TT00 |00 dweuay _
anowolne ‘s1andwod sswed !sioopino !sj00) uspiedgawoy sSeqpuey ssinow Burpop ‘ssoys | Buiis S000 10D
x 21e1S 01 0TOQ |0D dweuay _
Y9SLTSSAA/FSSIC TSSHS/ WO awoe mmm//:dNy '82S9STSSAA/SITOBSSHS/ WD swde mmm/ /:diy x 14N 01 £000 |0 aweuay _
‘T8CELTSSAN/SITOBSSHS/ WO dWDe MMM //:dNY 8565/ TSSAN/O0F06SSHS/WOd awde mmm//:diy =
‘T90ELTSSAN/SYSIZTSSHS/ WO SWde MMM//:dNY ‘66982 TSSAN/LE9LBSSHS/WOD BWDE Mmm//:dny x HN 01 7000 0 deusy _
.\wwmoDmmn_>\mwmwNHmm_._m\ WodBWde MMM/ /:dny .\mﬁwmﬁmmn_>\mwmwmﬁmm_._m\ wodrswde Mmm/ /iy % Z0 s a1ep 03 £000 |00 sweusy _
‘EEY6LTSSAN/SPSITTSGHS/ WO BWE MMM/ /:ANY £ 26/ L TSSAN/SPSITTSSHS/Wod swde mmm//:dny | Sulis Mn
x awi"a1ep 03 TOOO |00 dweudy _
vE:95'8T ST-E0-CT0Z 00°80'6T 90-€0-CT0T 9¥ST60 CT-€0-CTOT ‘6€'65°8T 90-€0-CTOC ‘LEET6T _ _ 1dLoS wojsues)
90-£0-CTOT ‘SE:05'80 CT-€0-CT0T “TS65°80 CT-€0-CTOT ‘L €'SE'60 ZT-€0-CTOT ‘ST*LV*8T L0-€0-CTOT ‘SH*TT60 CT-€0-CTOC |  S1ep ¢0 dwn 3ep ] 4

P—

ko) _ yal mww_

suojepuaWIWod3y Q [ o_owmt | oPun ‘_ uwmme [

Saljo AJ
e il I

l —1

|92ue) _E

00t _A




PCT/US2015/052228

WO 2016/049460

/15

V¢ “OI4

k< k< gL > (suway 710 §-1) 4 jo [] obed
BpUO}; ‘Sexa) ‘eluIojed “Aasisl MU YIok MU ‘eloyepo gy ajels

eYodo} ‘obeip Ues ‘uys| piojuey sem Ao ‘BWIOYENO BUBJISID gy fio
LLI0'JX08U" YoalusLLE 8UrX00 ‘J8UISEaW0d JaU'[qofogs Jeu fjeams gy Zumouyun

08YM ‘08INM1:09Y 08y 0gy Jelseopeoiq”Jofew
LHMM NALM ATXH OTdM 08y Jeisedpeoiq (eao)

owojne ‘sairow ‘UspJeBgawuoy ‘Buiyiop ‘s500q ‘siejndwo ‘selossacte gy fiobsjen
BpUO}; ‘Sexa) ‘eluIojed “Aasisl MU YIok MU ‘eloyepo gy ale)s

eyadoy ‘obeIp Ues ‘ys| ‘piojey Jsam A0 ‘BLUCYENO ‘BuBdISIon gy Ao
LLI0'JX08U" YoalusLLE 8UrX00 ‘J8UISEaW0d JaU'[qofogs Jeu fjeams gy Zusmousiun

08YM ‘08INM1:09Y 08y 0gy Jelseopeoiq”Jofew
LHMM NALM ATXH OTdM 08y Jeisedpeoiq (eao)

Ivesp[] v Addy []

>

dlleuoieN uoneniound aAoLLISY
dlleuonen Uwnjod sAcLLiDY

>

900G .~ suonepuswwodny

Iy e (]

X smol fydwis 8jeipQ
X Iapes 0} ) MOJ SJ0WOId
X ! uo Kpayeadad yids yidg
X SMOJ oJul aunmau uo Kjpajeadal ejep Jids

o] iv]mein odx3 [ modwi ]
= #0G ~— SWiojsues]

oluojne ‘sainow ‘uspiebgaluioy ‘Buiyiol ‘sy00q ‘siendwos ‘seuossacde  Hgy fioBajeo
| 2802855Q///£078GGHS W00 wioe mwy/.dny ‘W0 awoe mww/dpy Ogy un |
-ZV0Z G1-65:02 ¥1-£0-210¢ €1:06:0¢ #1-£0-C10Z -85-8%-0Z ¥1-€0-210¢ 3LVA sl sjep
2001 M ‘FIMOM '(1'9 LN SMOpuim) 0'GeIIiZop 08y | umousiun
“Rlow Moys || e “ “ “ “ NN P
0 :spapy AoeALg sanjep ojdweg adA| uwnjo)
€9 -patjjusp| suwnjoy
g9 :Suwnjo? [e10 | ysoyod [ vesed [ oped [ opun 0 | wi
6€0°8Y Y -SMOY [€]0] . 905 . WeansyoNg
[ gq_SHNsou aloid @)

uonejuswnoog saolod [seomieg] swoy

00s —%




PCT/US2015/052228

WO 2016/049460

9/15

g5 "Bl

(ol

s 1l — ) ]
i | | g caany s saE “..uv\.ﬁmww_
s Saptsd st SR DL ACTEG OIS R . Fi g « Z3) AR SR SR
SR 7 U R TR A
SHOWES BT 5 s ..N\c.t.mm 2451 5
Zussis [] k..,nacwﬂ\\ hd \Eﬁéaumﬁnﬁw
s = SR R ey
. ~ [ S s amm oo i
5 wisrgery ol afeisny | = —
o7 HOTEPUR TR JET0L B ke SUMYRRL SRAGARY
1
I3 SHOEEBUSUILINING Y BT
5y SAEYg s 5507 | sy
Frg BTy RRLHSEELS -
) ;
SO DasEaiig s i
SULNY BOsaBms | :
ST} Dot
SN Jop | % 3 6] R 55T TST
SUARICTY = —
. « 30 O T T PO
i aeniry Rytiuieg oy B
G008 By PYEDHAnG |
Yit SFERG BIREEYE YUEELLY 2
[T T3E06Y Lty 3G | —
FRERIEN TR EITETT et _

755, 4 SR Al

AT

rY
£y
Iy

7, _ LSS

Pt nﬂu

]

REC It A CR Er K Al 4

_ swizges (=] 7 posairgysesy I

FTREGT FIRULS JAALI BIRCE




PCT/US2015/052228

10/15

WO 2016/049460

9% ‘Ol —y

2 2y

,WI By i

e

B

s

i3

1 g

BEEHET T T R E

¥R LAY T

Eptacion

acr el I

Ry Bey
IBLEY T
SENE £, PIED
Aaetnssy yosews |
ute ) Bragaie
Ay _
whhY POEIRGSN

XA sz o | .

A

# v I
[Atcvl ce il I
v QSR 123 YK ST NS

GLEEBIR L FIULYFELE - RIS L GI0 6 ARy

WETOCY Wi Sanie s, Fieandng _ —— *
RIETIACE LIt SRR, SIRIREICY Y %
ot} wang yum smoy | s T ) S

PR Yo say
g by seeuy eIl |
MGG

xRN SIS
R R O R R

% [Py

IR

BALIDY as A

: GG AT .
: » ., - s . x.‘.ﬂu .
_ i _ wrsun_ gnﬁmﬁﬁ“ﬁgaﬁ“m.ﬁ s R acth, SRR 2R .5 BRI o ot | -— | m-J-
o o 4 . o (53

VRIS _ — TR Ly e edt | Bnpreys

_ USF A R RLS R SR @

PrEr ey _JMI_ _ PR gy -—-m Bugores

%

BARKG FOGES FUBAREANE BY0LE




WO 2016/049460 PCT/US2015/052228

11/15

p 580

Profile Results

Total Rows: 103,000
Total Columns: 26 A 282
Columns Identified: 26
Privacy Alerts: 2

tampa

L

S
sl

cincin atlanta

salt|

newark nashvi

denver

minnes
oaklan

memph E sanj
Iittl louis

FIG. 5D



WO 2016/049460 PCT/US2015/052228

12/15

o

( )

IDENTIFY PATTERNS IN DATA FROM ONE OR MORE |~ 602
DATA SOURCES
MATCH THE PATTERNS TO ENTITY INFORMATION L~ 604
FROM A KNOWLEDGE SERVICE

'

GENERATE ONE OR MORE TRANSFORMATION SCRIPTS |~ 606
FOR THE DATA BASED ON THE ENTITY INFORMATION

v

GENERATE ONE OR MORE RECOMMENDATIONS
CORRESPONDING TO THE ONE OR MORE -~ 608
TRANSFORMATION SCRIPTS

'

CAUSE THE ONE OR MORE RECOMMENDATIONS TO BE
DISPLAYED

'

[ RECEIVE TRANSFORMATION INSTRUCTIONS BASED ON

~

— 610

THE ONE OR MORE RECOMMENDATIONS 612

!

TRANSFORM THE DATA BASED ON THE
TRANSFORMATION INSTRUCTIONS —~ 614

v

s ™)
PUBLISH THE TRANSFORMED DATA TO ONE OR MORE
DATA TARGETS BASED ON THE TRANSFORMATION L~ 416

INSTRUCTIONS

FIG. 6 END 618



WO 2016/049460 PCT/US2015/052228

13/15

DATABASE
716

DATABASE
714

COMPONENT COMPONENT
718 720
COMPONENT
22
SERVER
712

NETWORK(S)

FIG. 7



PCT/US2015/052228

WO 2016/049460

14/15

808

301A3Q INTITD

908

301A3Q INTITD

¥08

8 914
78
g = J0IAY3S
L SIDIAYIAS AFUVHS TYNUALN| d3dinodd /
( 0E8 <
{ SI0UNOSTY FANLONYLSYHAN| N— e
p — 1s3nN03Y F0IA3S
8¢8
L INTWIDYNY|N ALILNIQ
08 018
ONIYOLINOJ (S)HaomLIN
ANV INFWIDYNYI ¥3QH0
78
or8 .\% EOINEN
75 — Q3aINOYd /
NOILYHLSTHOHO ¥30H0 ONINOISIAOYd ¥3QHO <
8 M~ 68
0v8 .\% — 183ND3Y F0IA3S
— 818
Ue8 Isvavlvg ¥3ad0 8
INFNIDYNY ¥3QH0 ZORES
8¢ 9¢8 .\I» Q3aIN0Yd
918 253 718 - -y \
N anoo N ano1 N Ao 7£8 15INDIY I0INY3S
208
WILSAS FUNLONYLSYEANI ANOTY)

08—

301A3Q IN3IND




PCT/US2015/052228

WO 2016/049460

15/15

6 "OI4

AA

006

76 WILSASENS IDVHOLS

— 726 YIaap
916 3OVH0LS F1avavay
W3LSAS ONILYY3dO 31NN
w || = || = —
sawvadn | bswvauis| | sa3aq LY AVASON
INAT INIAT VLY@ d d
+ + + 6 076 ¥3avay viaap
SINYH90Ud NOILYOITddY JOVNOLG T1avavay
726 76 AYONI WILSAS d431Ndinog
W3LSASENS SNOILYOINNINNOD)
206 —_
— 906 1INN
806 NOILYNI1300Y
WALSASENS O/ ONISSIO0Nd 5 AT
LINN ONIss3004d | | LN ONIssT00ud
706
S TGS W3LSASENS ONISSIOONd




INTERNATIONAL SEARCH REPORT

International application No

PCT/US2015/052228

A. CLASSIFICATION OF SUBJECT MATTER

INV. GO6F17/30
ADD.

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

GO6F

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal, WPI Data

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category™

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

13 November 2008 (2008-11-13)
abstract; figures 1,6
paragraphs [0022] - [0032]

abstract; figure 2
paragraphs [0035] - [0042]

X US 2008/281820 Al (DO HONG-HAI [DE] ET AL) 1-20

X US 2007/112827 Al (DETTINGER RICHARD D 1-20
[US] ET AL) 17 May 2007 (2007-05-17)

D Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents :

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P" document published prior to the international filing date but later than
the priority date claimed

"T" later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

11 November 2015

Date of mailing of the international search report

18/11/2015

Name and mailing address of the ISA/

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040,

Fax: (+31-70) 340-3016

Authorized officer

Hackelbusch, Richard

Form PCT/ISA/210 (second sheet) (April 2005)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No

PCT/US2015/052228
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2008281820 Al 13-11-2008  EP 1990740 Al 12-11-2008
US 2008281820 Al 13-11-2008
US 2007112827 Al 17-05-2007  NONE

Form PCT/ISA/210 (patent family annex) (April 2005)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - description
	Page 39 - description
	Page 40 - description
	Page 41 - description
	Page 42 - description
	Page 43 - description
	Page 44 - description
	Page 45 - description
	Page 46 - description
	Page 47 - description
	Page 48 - description
	Page 49 - description
	Page 50 - description
	Page 51 - description
	Page 52 - description
	Page 53 - description
	Page 54 - description
	Page 55 - claims
	Page 56 - claims
	Page 57 - claims
	Page 58 - claims
	Page 59 - claims
	Page 60 - drawings
	Page 61 - drawings
	Page 62 - drawings
	Page 63 - drawings
	Page 64 - drawings
	Page 65 - drawings
	Page 66 - drawings
	Page 67 - drawings
	Page 68 - drawings
	Page 69 - drawings
	Page 70 - drawings
	Page 71 - drawings
	Page 72 - drawings
	Page 73 - drawings
	Page 74 - drawings
	Page 75 - wo-search-report
	Page 76 - wo-search-report

