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FIG. 13 
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FIG. 14 
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FIG. 15 
Coordinate evaluation process S27 

Compute area to which Coordinate Currently belongs S27 O 

Store computed area ID in "allocation area D" S271 

S272 

Pair COOrdinates for which initial area ID not set? 

Store Computed area ID in "initial area ID" S273 

Clear "coordinate status" for coordinates other than pair coordinates-S274 

S275 

Initial area D = allocation area ID for pair coordinates? 

COOrdinate status = no match 

COOrdinate Status F match 

END 

  

  

  

  

  

  



U.S. Patent May 21, 2013 Sheet 16 of 34 US 8.447,850 B2 

FIG. 16 
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FIG. 18 
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MANAGEMENT COMPUTER AND 
COMPUTER SYSTEM MANAGEMENT 

METHOD 

TECHNICAL FIELD 

The present invention relates to a management computer 
and a computer system management method. 

BACKGROUND ART 

In a computer system at a data center or the like, multiple 
work processes are executed by providing a large number of 
computers and a large number of storage apparatuses. When 
a computer system is initially built, the system administrator 
allocates a combination of a virtual machine and a logical 
Volume to a work process in accordance with the type of work 
process. For example, a high-performance computer and a 
high-performance logical volume inside the computer system 
are allocated to a work process that requires high-speed pro 
cessing. A low-performance computer and a low-perfor 
mance logical Volume inside the computer system are allo 
cated to a work process for which low-speed processing is 
sufficient. This makes effective use of the computer systems 
SOUCS. 

Furthermore, a method for efficiently operating multiple 
virtual machines on multiple servers is known (Patent Litera 
ture 1). 

CITATION LIST 

Patent Literature 

PTL 1) 
Japanese Patent Laid-open Application No. 2005-115653 

SUMMARY OF INVENTION 

Technical Problem 

The prior art for operating multiple virtual machines 
among multiple servers is merely a technique for simply 
distributing a load among multiple servers, and does not 
enable a determination to be made as to whether or not a 
combination of resources of the computer system is being 
appropriately utilized. In addition, in the prior art, it is also not 
possible to provide multiple work processes having different 
performance requirements with combinations of resources 
that are suited to these work processes. Therefore, a combi 
nation of resources with higher than needed performance is 
allocated to a work process for which low-speed performance 
is sufficient, resulting in a problem in which it is not possible 
to provide a high-performance resource combination to a 
work process requiring high-speed processing. 

With the foregoing in view, an object of the present inven 
tion is to provide a management computer and a computer 
system management method that makes it possible to auto 
matically determine whether or not a combination of a virtual 
computer and a logical Volume are being used appropriately. 
Another object of the present invention is to provide a man 
agement computer and a computer system management 
method that makes it possible to provide an appropriate com 
bination of a virtual computer and a logical Volume in accor 
dance with the type of work process. 

Solution to Problem 

A management computer in accordance with the present 
invention is for managing a computer system, and the man 
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2 
agement computer includes: a communication interface for 
communicating with multiple computers comprising one or 
more virtual computers, and one or more storage apparatuses 
comprising multiple logical Volumes; a storage device for 
storing a prescribed computer program; and a microprocessor 
for reading and executing the prescribed computer program 
from the storage device. The microprocessor executes the 
prescribed computer program to execute the following pro 
CCSSCS. 

The microprocessor configures a coordinate plane, which 
comprises a first axis denoting a virtual computer perfor 
mance value, which is a performance value that is determined 
relatively from among the virtual computers included in the 
computer system, and a second axis denoting a Volume per 
formance value, which is a performance value that is deter 
mined relatively from among the logical Volumes included in 
the computer system, disposes multiple areas in the coordi 
nate plane in accordance with a prescribed criterion, com 
putes the virtual computer performance value with respect to 
the virtual computers, computes the Volume performance 
value with respect to the logical Volumes, determines to 
which area of the areas a pair of a virtual computer and a 
logical Volume from among the virtual computers and the 
logical volumes belongs based on the virtual computer per 
formance value computed with respect to the virtual com 
puter comprising the pair and the Volume performance value 
computed with respect to the logical Volume comprising the 
pair, and stores the determined area as an initial area, respec 
tively recomputes at a prescribed time the virtual computer 
performance value with respect to the virtual computer com 
prising the pair and the Volume performance value with 
respect to the logical volume comprising the pair, redeter 
mines to which area of the areas the pair belongs based on the 
recomputed virtual computer performance value and Volume 
performance value, and stores the redetermined area as a 
latest area, determines whether or not the initial area and the 
latest area match, and outputs information to effect that there 
is no match in a case where the initial area and the latest area 
does not match. 
The prescribed criterion may be configured in accordance 

with performance requirements for each type of work. The 
microprocessor, in a case where the initial area and the latest 
area do not match, may create a migration plan for matching 
the latest area to the initial area. The migration plan can 
comprise at least one of a virtual computer migration plan for 
migrating the virtual computer comprising the pair to another 
virtual computer from among the virtual computers, and a 
Volume migration plan for migrating the logical Volume com 
prising the pair to another logical Volume from among the 
logical volumes. 
The present invention may be understood as a computer 

program. This computer program can be distributed via either 
a communication medium or a recording medium. 

BRIEF DESCRIPTION OF DRAWINGS 

FIG. 1 is an illustrative drawing showing an overview of the 
embodiment. 

FIG. 2 is a block diagram of computer system hardware. 
FIG.3 is an illustrative drawing showing virtual machines 

and logical Volumes. 
FIG. 4 is an illustrative drawing showing the storage con 

tents of a management server. 
FIG. 5 is a table for configuring system configuration coor 

dinates. 
FIG. 6 is a table for managing a partition policy for creating 

aaS. 
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FIG. 7 is a table for managing coordinates. 
FIG. 8 is an illustrative drawing of a state in which a table 

for managing virtual machines has been integrated with a 
table for managing virtual machine performance. 

FIG. 9 is an illustrative drawing of a state in which a table 
for managing logical Volumes has been integrated with a table 
for managing logical Volume performance. 

FIG. 10 is a table for determining a performance ranking in 
accordance with a drive type. 

FIG. 11 is an example of a screen for providing a user with 
system configuration coordinates and so forth. 

FIG. 12 is an example of a setting screen. 
FIG. 13 is a flowchart of processing for acquiring resource 

information. 
FIG. 14 is a flowchart of an evaluation process. 
FIG. 15 is a flowchart of processing for evaluating coordi 

nates. 
FIG. 16 is a flowchart of processing for migrating a 
SOUC. 

FIG. 17 is an illustrative drawing showing how to migrate 
a resource so as to increase the matching pairs in an area. 

FIG. 18 is a flowchart of processing for monitoring a 
resource migration. 

FIG. 19 is a schematic diagram showing how to create 
aaS. 

FIG. 20 is a schematic diagram showing how to add a 
resource to the computer system. 

FIG. 21 is a schematic diagram showing how to change the 
relative location of an existing resource as the result of a new 
resource having been added to the computer system. 

FIG. 22 is a schematic diagram showing how to return a 
resource pair to an original area. 

FIG. 23 is a virtual machine table and a virtual machine 
performance table at the time when a resource (virtual 
machine) has been added. 

FIG. 24 is a volume table and a volume performance table 
at the time when a resource (volume) has been added. 

FIG. 25 is a coordinates table at the time when a resource 
has been added. 

FIG. 26 is a coordinates table at the time when a resource 
migration has been completed. 

FIG. 27 is a virtual machine table and a virtual machine 
performance table at the time when a resource migration has 
been completed. 

FIG. 28 is a virtual machine table and a virtual machine 
performance table at the time when a performance index 
setting has been changed. 

FIG. 29 is a volume table and a volume performance table 
at the time when a performance index setting has been 
changed. 

FIG. 30 is a coordinates table at the time when a perfor 
mance index setting has been changed. 

FIG. 31 is a coordinates table at the time when a resource 
migration has been completed Subsequent to changing a per 
formance index setting. 

FIG. 32 is a virtual machine table and a virtual machine 
performance table at the time when a resource migration has 
been completed Subsequent to changing a performance index 
Setting. 

FIG. 33 is a flowchart of processing for proposing 
resources that will become a pair. 

FIG. 34 is an example of a screen for presenting resources 
that will become a pair. 

DESCRIPTION OF THE EMBODIMENT 

The embodiment of the present invention will be explained 
below based on the drawings. In this embodiment, as will be 
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4 
described below, relative performance values are respectively 
computed with respect to multiple system configurations (vir 
tual machine, logical Volume, virtual machine-logical Vol 
ume pair) of a computer system. In this embodiment, multiple 
system configurations are divided into multiple groups based 
on a relative performance value and a prescribed criterion. In 
the embodiment, these groups will be called performance 
areas. Furthermore, a relative performance value, for 
example, will be expressed as a percentile format. 
A new system configuration may be added oran old system 

removed while operating the computer system. In addition, 
when operating the computer system, performance data 
related to each system configuration is accumulated. Conse 
quently, a relative performance value is reviewed at a pre 
scribed time. As a result of this review, a system configura 
tion, which moves from a first group (initial area) to another 
group (latest area) may emerge. 

In this embodiment, in a case where a pair system configu 
ration (a virtual machine-logical Volume pair) moves from the 
first group to the other group, this change is displayed. In this 
embodiment, the system configuration will be changed so that 
the pair system configuration can return to the first group. 
That is, at least a portion of the system configuration of the 
pair system configuration is made into another system con 
figuration. 

FIG. 1 schematically shows the functions of a management 
server 3 for managing the computer system. The computer 
system, which is managed by the management server 3, com 
prises multiple virtual machines 1(1), 1(2) and multiple logi 
cal volumes 2(1), 202) as resources. The virtual machine 1 
corresponds to the “virtual computer. The virtual machine 
Lisa computer, which is created virtually using the resources 
(a processor and a memory) of a physical computer as will be 
described below. In a case where no particular distinction is 
made, the virtual machines 1(1) and 1(2) will be called the 
virtual machine 1, and the logical volumes 2(1) and 202) will 
be called the logical volume 2. 
The functions of the management server 3 will be 

explained. The management server 3, for example, comprises 
a performance area setting part 3A, a system configuration 
coordinates evaluation part 3B, a resource information man 
agement part 3C, a migration part 3D, a screen control part 
3E, and a proposal part 3F. 
The performance area setting part 3A is a function for 

configuring a performance area. For the sake of convenience, 
the performance area may be shortened to area. The perfor 
mance area is created based on a system configuration per 
formance value and a partition policy. 
As shown in Screen G1, a coordinate plane can be defined 

from a first performance axis (X axis) and a second perfor 
mance axis (Yaxis). The coordinate plane is partitioned into 
multiple areas 1 through 4 based on the partition policy. In 
FIG. 1, an example is given of a case in which the coordinate 
plane is partitioned into four areas, but the present invention 
is not limited to this, and the coordinate plane may be parti 
tioned into two, three or five or more areas. 
The areas are created so as to be able to satisfy the perfor 

mance requirements of each type of work. For example, area 
1, which uses a high-performance virtual machine and a 
high-performance logical Volume, can be configured to be 
able to be used in a database configuration or the like in which 
high-speed processing is required. Area 2, which uses a high 
performance virtual machine and a low-performance logical 
volume, for example, can be configured to be able to be used 
in Scientific calculations and other Such work processes. Area 
3, which uses a low-performance virtual machine and a high 
performance logical Volume, for example, can be configured 
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to be able to be used in backup processes and the like. Area 4, 
which uses a low-performance virtual machine and a low 
performance logical Volume, for example, can be configured 
to be able to be used in work processes related to electronic 
mail. 

Furthermore, high and low performance are determined 
relatively. In addition, in a case where a high-performance 
resource has been added, even a resource, which was high 
performance in the past, becomes low performance. Also, the 
user can use a combination of resources in each area to freely 
configure the area according to what kind of work process is 
to be executed. 

The first performance axis is the axis for performing a 
relative evaluation of a performance value (a volume perfor 
mance value) based on a prescribed Volume performance 
index. The Volume performance index is for measuring the 
performance of the logical volume 2. The volume perfor 
mance index, for example, can be divided into a static perfor 
mance index and a dynamic performance index. AS Volume 
static performance indices, for example, there are the type of 
storage device comprising the logical Volume, and the trans 
fer rate and the rotation rate of the storage device. As the 
Volume dynamic performance index, for example, there is 
TOPS (Input/Output Operations Per Second). The volume 
static performance index is equivalent to the “first volume 
performance index. The Volume dynamic performance 
index is equivalent to the “second Volume performance 
index. 
The second performance axis is an axis for relatively evalu 

ating a performance value (virtual machine performance 
value) based on a prescribed virtual machine performance 
index. The virtual machine performance index is for measur 
ing the performance of the virtual machine 1. The virtual 
machine performance index is also divided into a static per 
formance index and a dynamic performance index. As the 
virtual machine static performance indices, for example, 
there are the type of processor, the processor drive frequency, 
and the memory size. As the virtual machine dynamic perfor 
mance index, for example, there is a benchmark score at the 
time when a performance measurement program has been 
executed. The virtual machine Static performance index is 
equivalent to the “first virtual machine performance index”. 
The virtual machine dynamic performance index is equiva 
lent to the “second virtual machine performance index”. 
The system configuration coordinates evaluation part 3B is 

a function for evaluating the coordinates of a system configu 
ration. The system configuration denotes the resources and 
combinations of resources included in the computer system. 
Specifically, the virtual machine 1, the logical Volume 2, and 
the pair of the virtual machine 1 and the logical volume 2 are 
equivalent to system configurations. For the sake of conve 
nience, the system configuration coordinates evaluation part 
3B may be shortened to the evaluation part 3B. The evaluation 
part 3B evaluates the coordinates of the system configuration 
at a prescribed time. The prescribedtime, for example, can be 
given as a case in which the configuration of the computer 
system has changed, or a case in which the definition of the 
coordinate plane has changed (a case where the performance 
index has changed). 
The resource information management part 3C is a func 

tion for managing information related to each resource inside 
the computer system (for example, a virtual machine and a 
logical volume). 
The migration part 3D is a function for migrating one part 

of a pair system configuration (this will also be called a pair 
configuration) to another system configuration. The migra 
tion part 3D comprises a function for switching the virtual 
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6 
machine 1 of a pair configuration to another virtual machine, 
and a function for Switching the logical Volume 2 of a pair 
configuration to another logical Volume. 
The migration part 3D can create and present multiple 

migration plans to the user, and can execute the migration 
plan selected by the user. Or, the migration part 3D can also 
automatically select any one migration plan from among 
multiple migration plans based on a prescribed selection cri 
terion, and can execute this selected migration plan. 
The screen control part 3E is a function for creating various 

types of screens comprising the screen G1 and controlling 
these respective screens. The screen G1 shows a state in 
which the coordinates of each system in the computer system 
have been mapped on a coordinate plane defined using the 
first performance axis and the second performance axis. 
Coordinate Pc1 is the location of a single virtual machine 
1(2). A single virtual machine is a virtual machine for which 
an access path to the logical Volume 2 has not been config 
ured. Coordinate Pc3 is the location of a single logical volume 
2(2). A single logical Volume is a logical Volume for which an 
access path to a virtual machine has not been configured. 

Coordinates Po2 and Pc4 are pair configuration coordi 
nates. An explanation will be given using Pc4 as an example. 
The pair configuration coordinate Pc4 is determined by the 
performance value of the virtual machine 1(1) and the per 
formance value of the logical volume 2C1) included in this 
pair configuration. 
The performance value of the virtual machine 1 and the 

performance value of the logical Volume 2, for example, are 
determined relatively using a percentile. That is, in a case 
where the virtual machine 1(1) was high performance at the 
time when the computer system was initially built, but there 
after a higher performance virtual machine 1(2) was added to 
the computer system, the status (the position in relation to the 
computer system) of the virtual machine 1(1) declines. Simi 
larly, in a case where the logical Volume 2C1) was high per 
formance at the time when the computer system was initially 
built, but thereafter a higher performance logical volume 202) 
was added to the computer system, the status of the logical 
volume 2(1) declines. 

Therefore, the pair configuration, which was at the coordi 
nate Pc4 when the computer system was initially built, moves 
to coordinate Pc5 when a new virtual machine 1(2) and logi 
cal Volume 202) are added to the computer system. In accor 
dance with this, the area to which the pair configuration 
belongs changes from the initial area 1 to area 2. 

In a case where the area to which the pair configuration 
currently belongs does not match the initial area, the migra 
tion part 3D creates a migration plan for Solving this mis 
match. The migration part 3D creates a migration plan Such 
that the pair configuration coordinate is moved from the Pc5 
inside area 2 to Pc6 inside area 1. 
A point that needs to be noted here is that the migration 

plan is not a plan for returning the pair configuration to its 
original coordinate Pe4. The migration plan is created so that 
the latest area of the pair configuration matches the initial 
area. In a case where the pair configuration coordinate returns 
to the original area, the difference between the original coor 
dinate Pc4 and the post-migration coordinate Pc6 is not con 
sidered. 

In the example of FIG. 1, the logical volume comprising 
the pair configuration is Switched from the initial logical 
volume 2C1) to the newly added logical volume 2(2). That is, 
a migration is performed from the logical volume 2(1) to the 
logical volume 202). The virtual machine 1(1) in the pair 
configuration is maintained as-is, and is not migrated. An 
access path is configured between the virtual machine 1(1) 
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and the logical volume 2(2). Only the logical volume 2 needs 
to be migrated in order to return the pair configuration coor 
dinate to the original area (initial area). Consequently, the 
migration part 3D only performs a logical Volume migration. 
The proposal part 3F is a function for proposing to the 

system administrator byway of the screen G1 a virtual 
machine-logical Volume pair Suitable for the work process 
specified by the system. administrator. The proposal part 3F 
will be explained further below using a second example. The 
proposal part 3F is not necessary in the first example. 

In a case where a new work process is to be executed on the 
computer system, the system administrator specifies the area 
on the screen G1 that is suited to this work process. The 
proposal part 3F retrieves and displays a virtual machine 
logical volume pair that Suits the specified work process. 

Configuring this embodiment like this makes it possible to 
automatically determine whether or not the resource combi 
nations in the computer system, which comprises multiple 
resources (system configurations), are being utilized appro 
priately, and to output the determination result. 

In addition, in this embodiment, it is possible to provide a 
combination of resources Suited to each type of work process 
having different performance requirements even in a case 
where the configuration of the computer system has changed. 
In particular, a combination of a virtual machine and a logical 
Volume corresponding to the performance requirements of a 
work process can be allocated to the work process even in a 
case where the configuration has changed in a large-scale 
computer system comprising a large number of virtual 
machines 1 and a large number of logical Volumes 2. 

That is, in this embodiment, in a large-scale computer 
system where a configuration change occurs frequently, a 
resource Suited to each work process can be allocated either 
automatically, semi-automatically, or manually in response to 
this configuration change. As a result of this, the system 
administrator can be spared the trouble of changing resource 
allocations, thereby enhancing usability. In addition, it is 
possible to make effective use of the computer system 
SOUCS. 

EXAMPLE1 

A first example will be explained by referring to FIGS. 2 
through 32. FIG. 2 shows the hardware configuration of the 
computer system. The computer system, for example, com 
prises multiple virtualization servers 10, multiple storage 
apparatuses 20, and at least one management server 30. In 
addition, a client server 40 for operating the management 
server 30 may also be disposed in the computer system. 
The virtualization server 10 is equivalent to the “com 

puter. The virtualization server 10 corresponds to the com 
puter 1 of FIG.1. The virtualization server 10 is a computer 
that is able to run a virtual machine 100 (will be explained 
further below using FIG. 3) 
The virtualization server 10, for example, comprises a 

microprocessor (hereinafter CPU) 11, a memory 12, an aux 
iliary storage device 13, a NIC (Network Interface Card) 14, 
and a HBA (Host Bus Adapter) 15. The memory 12 stores a 
computer programs and so forth for controlling virtualiza 
tion. The CPU 11 is a physical CPU, and comprises multiple 
processor cores. One CPU 11 is shown in the drawing, but 
actually the virtualization server 10 can comprise multiple 
multi-core CPUs. Furthermore, in a case where the size of the 
memory 12 is sufficiently large, the auxiliary storage device 
13 may be eliminated. 
The virtualization server 10 communicates with the man 

agement server 30 via the NIC 14 and a management com 
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8 
munication network CN2. The virtualization server 10 com 
municates with the storage apparatus 20 via the HBA 15 and 
a data input/output communication network CN1. 
The data input/output communication network CN1, for 

example, is configured as an IP-SAN (Storage Area Net 
work). The management communication network CN2, for 
example, is configured as a LAN (Local Area Network). The 
data input/output communication network CN1 and the man 
agement communication network CN2 may be consolidated 
into a single communication network. 
The storage apparatus 20, for example, comprises multiple 

channel adapters (CHA in the drawing) 21, at least one con 
troller 22, and multiple storage devices 23. 
The channel adapter 21 is a communication control circuit 

for communicating with the virtualization server 10 via the 
data input/output communication network CN1. Each chan 
nel adapter 21 comprises multiple communication ports. 
The controller 22 controls the operation of the storage 

apparatus 20. The controller 22, for example, comprises a 
CPU 221, a memory 222, a disk adapter (DKA in the draw 
ing) 223, and a NIC 224. Multiple controllers 22 may be 
provided to give the storage apparatus 20 redundancy. 
The memory 222, for example, stores a command process 

ing program for interpreting and executing various types of 
commands issued from the server 10, and a RAID (Redun 
dant Array of Independent Disks) control program. 
The disk adapter 223 is a communication control circuit for 

communicating with the respective storage devices 23. The 
NIC 224 is a communication interface circuit for communi 
cating with the management server 30 via the management 
communication network CN2. 

Various devices capable of reading and writing data, Such 
as a hard disk device, a semiconductor memory device, and an 
optical disk device, for example, can be used as the storage 
device 23. 

In a case where a hard disk device is used as the storage 
device, for example, it is possible to use a FC (Fibre Channel) 
disk, a SCSI (Small Computer System Interface) disk, a 
SATA disk, a ATA (AT Attachment) disk, or a SAS (Serial 
Attached SCSI) disk. 

In addition, devices such as a flash memory, a FeRAM 
(Ferroelectric Random Access Memory), a MRAM (Magne 
toresistive Random Access Memory), an Ovonic Unified 
Memory, and a RRAM (Resistance RAM), for example, may 
also be used as the storage device. Different types of storage 
devices, like a flash memory and a hard disk drive, can also be 
intermixed inside the same storage apparatus. The storage 
structure of the storage apparatus 20 will be described further 
below using FIG. 3. 
The management server 30 manages the respective virtu 

alization servers 10 and the respective storage apparatuses 20 
included in the computer system. The management server 30, 
for example, comprises a CPU 31, a memory 32, an auxiliary 
storage device 33, and a NIC 34. The computer program and 
so forth of the management server 30 will be described further 
below using FIG. 4. The management server 30 is not limited 
to comprising one computer, but rather may comprise mul 
tiple computers. 
The client server 40 issues instructions to the management 

server 30 and fetches information from the management 
server 30. The client server 40, for example, comprises a CPU 
41, a memory 42, an auxiliary storage device 43, and a NIC 
44. The client server 40 is coupled to the management server 
30 via the NIC 44 and the communication network CN2. 
Furthermore, the configuration may be such that communi 
cations with the management server 30 are carried out using 
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an operating terminal, which is coupled to the management 
computer 30, instead of using the client server 40. 

FIG.3 schematically shows virtual machines 100 and logi 
cal volumes 232. Multiple virtual machines 100 can be dis 
posed in the virtualization server 10. A virtual processor 11V 
and a memory 12V can be obtained by virtualizing and par 
titioning the physical resources (CPU, memory) of the physi 
cal server 10. Each virtual machine 100 uses the virtual pro 
cessor 11V and the memory 12V to independently operate the 
operating system and so forth. 
Look at the storage apparatus 20. Physical storage areas 

each comprising multiple storage devices 23 can be consoli 
dated into a single RAID group 231. A logical volume 232 is 
created by logically partitioning the storage area of the RAID 
group 231. The logical Volume 232 is a logical storage area. A 
LUN (Logical Unit Number) is associated with the logical 
volume 232, and provided to each virtual machine 100 of the 
virtualization server 10 as a LU 233. 

FIG. 4 schematically shows the storage contents of the 
management server 30. Computer programs and manage 
ment tables are stored in the auxiliary storage device 33 that 
serves as the 'storage device'. The computer programs, for 
example, include a configuration management program P30 
and a machine information collection program P31. The man 
agement tables, for example, include a coordinates setting 
table T30, a partition policy table T31, a coordinates table 
T32, a virtual machine table T33, a volume table T34, a virtual 
machine performance table T35, and a volume performance 
table T36. 

The configuration management program P30 manages the 
respective resources (system configuration) of the computer 
system. Details will be explained further below, but the con 
figuration management program P30 relatively evaluates the 
performance values of the virtual machines 100 and the logi 
cal volumes 232, and performs classification and manage 
ment based on the performance values. The configuration 
management program P30 executes a migration when the 
area to which a pair of the virtual machine 100 and the logical 
volume 232 belongs does not match the initial area. The 
machine information collection program P31 collects and 
manages information of the respective virtual machines 100. 
The coordinates setting table T30 manages information for 

configuring a prescribed coordinate plane (system configura 
tion coordinate plane). The partition policy table T31 man 
ages information for creating multiple performance areas in 
the coordinate plane. The coordinates table T32 manages 
virtual machine 100 coordinates, logical volume 232 coordi 
nates, and the coordinates of a system configuration compris 
ing a pair of a virtual machine 100 and a logical volume 232. 
The virtual machine table T33 manages the respective virtual 
machines 100 registered in the configuration management 
program P30. The volume table T34 manages the respective 
logical volumes 232 registered in the configuration manage 
ment program P30. The virtual machine performance table 
T35 manages the performance of the respective virtual 
machines 100 registered in the configuration management 
program P30. The volume performance table T36 manages 
the performance of the respective logical Volumes 232 regis 
tered in the configuration management program P30. 

Either a computer program or a management table other 
than the respective computer programs and respective man 
agement tables described above may be stored in the storage 
device 33. In a case where the memory size is sufficiently 
large, either all or a portion of the above-mentioned computer 
programs and management tables may be stored inside the 
memory 32 instead of in the auxiliary storage device 33. In 
addition, at least a portion of each of the above-mentioned 
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10 
management tables may be partitioned into multiple tables, or 
multiple management tables may be consolidated into a 
single table. 

FIG. 5 shows an example of the configuration of the table 
T30 for configuring the coordinates of the system configura 
tion. The coordinates setting table T30, for example, corre 
spondingly manages types of evaluation-target performance 
data C300 and C301, and a performance data ranking method 
C302. 
The virtual machine performance value definition C300 

defines the performance value of the virtual machine 100. 
That is, types and weights of elements for evaluating the 
performance of the virtual machine 100 are configured in the 
virtual machine performance value definition C300. The vol 
ume performance value definition C301 defines the perfor 
mance value of the logical volume 232. Types and weights of 
elements for evaluating the performance of the logical Vol 
ume 232 are configured in the volume performance value 
definition C301. 
A performance-based ranking method is configured in the 

ranking method C302. For example, a percentile or the like 
can be used as the ranking method. The ranking method may 
be a method other than a percentile in a case where it is 
possible to realize a relative position within the respective 
virtual machines and a relative position within the respective 
logical volumes. 
The system administrator can change the information of 

the coordinates setting table T30 while the computer system 
is operating. The coordinates setting table T30A shown at the 
bottom of FIG. 5 denotes a post-setting change state. The 
virtual machine performance value definition C300 and the 
volume performance value definition C301 in the coordinates 
setting table T30A have been changed. 

In the pre-change coordinates setting table T30, the perfor 
mance of the virtual machine 100 is evaluated based on the 
number of physical CPUs and the number of virtual proces 
sors. The performance of the logical volume 232 is evaluated 
based on the drive type. That is, in the pre-change coordinates 
setting table T30, performance is evaluated based on static 
performance. When the computer system is initially built, 
resource performance is evaluated by focusing on static per 
formance like catalog specifications, which do not change 
before and after operation. 
By contrast, in the post-change coordinates setting table 

T30A, the performance of the virtual machine 100 is evalu 
ated based on the result of a benchmark measurement pro 
gram. The performance of the logical volume 232 is evaluated 
based on TOPS. In a case where the operation of the computer 
system has commenced and performance data has been accu 
mulated, resource performance can be evaluated by focusing 
on dynamic performance, which changes in accordance with 
the situation at different times. 

Switching the method for evaluating performance at com 
puter system construction and Subsequent to the computer 
system being operated makes it possible to properly manage 
the virtual machine 100 and the logical volume 232 by con 
forming more to the actual conditions. Furthermore, when 
changing the coordinates setting table T30, the coordinates of 
the respective resources (virtual machine, logical Volume, 
and virtual machine-logical Volume pair) are recomputed as 
described further below. 

FIG. 6 shows an example of the configuration of the parti 
tion policy table T31. The partition policy table T31 of FIG. 6 
shows the state at the time of the initial setting. The partition 
policy is information for partitioning and managing the coor 
dinate plane defined by the coordinates setting table T30 in 
multiple performance areas (may be shortened to area). 
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The partition policy table T31, for example, comprises an 
area ID C310, an area name C311, a virtual machine perfor 
mance lower limit C312, a virtual machine performance 
upper limit C313, a volume performance lower limit C314, 
and a volume performance upper limit C315. 
The area ID C310 is information for identifying each area. 

The area name C311 is the name configured in each area, and 
can be freely configured by the system administrator. The 
system administrator, for example, can configure an area 
name in accordance with the type of the work process to be 
executed in the computer system. 

For example, the area name "database configuration' is 
configured in an area, which the system administrator deems 
Suited to database operations. The area name “scientific cal 
culation' is configured in an area, which the system admin 
istrator deems suitable for scientific calculations. The area 
name "backup' is configured in an area, which the system 
administrator deems suitable for a backup process. In addi 
tion, for example, the area name "e-mail is configured in an 
area, which the system administrator deems suitable for an 
electronic mail process. The examples are limited to “data 
base configuration”, “scientific calculation”, “backup' and 
“e-mail, but other names besides these may be configured in 
the respective areas. A name denoting the performance char 
acteristics of each area (for example, high-speed, high-per 
formance area, low-speed, low-performance area, and so 
forth) may be used. 
The virtual machine lower limit C312 denotes the lower 

limit of the performance value of the virtual machine belong 
ing to this area. The virtual machine upper limit C313 denotes 
the upper limit of the performance value of the virtual 
machine belonging to this area. That is, only a virtual machine 
100 comprising performance from the lower limit C312 to the 
upper limit C313 belongs to this area. The volume perfor 
mance lower limit C314 denotes the lower limit of the per 
formance value of the logical Volume belonging to this area. 
The volume performance upper limit C315 denotes the upper 
limit of the performance value of the logical volume belong 
ing to this area. Only a logical Volume 232 comprising per 
formance from the lower limit C314 to the upper limit C315 
belongs to this area. 

In this example, a performance value is evaluated relatively 
using a percentile. For example, in a case where 100 virtual 
machines are registered in the configuration management 
program P30, the virtual machines arearranged in order from 
the smallest performance value. A virtual machine with a 
performance value of 50% will be the 50" virtual machine 
counting from the Smallest performance value. 

Therefore, when a virtual machine with higher perfor 
mance is added to the computer system, the virtual machine, 
which was positioned at 50% prior to the addition, is relegated 
to a position of less than 50%. Alternatively, when a low 
performance virtual machine is removed from the computer 
system, the virtual machine, which was positioned at 50% 
prior to the removal, moves to a position that is higher than 
50%. 

FIG. 7 shows an example of the configuration of the coor 
dinates table T32. The coordinates table T32 of FIG. 7 
denotes the state at the time of the initial setting. The coordi 
nates table T32 is updated in a case where the coordinate 
setting method has been changed or a performance value has 
been evaluated. 

The coordinates table T32, for example, comprises a coor 
dinate ID C320, a coordinate name C321, a virtual machine 
ID C322, a volume ID C323, an initial area ID C324, an 
allocation area ID C325, and a coordinate status C326. 
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The coordinate ID C320 is information for identifying each 

coordinate. The coordinate name C321 is a system adminis 
trator-configurable name. The virtual machine ID C322 is 
information for identifying the virtual machine 100 associ 
ated with the coordinate. The volume ID C323 is information 
for identifying the logical volume 232 associated with the 
coordinate. 
The initial area ID C324 is information for identifying the 

area to which the computed coordinate first belonged. The 
allocation area ID C325 is information for identifying the 
area to which the current coordinate belongs. The allocation 
area is equivalent to the “latest area'. The coordinate status 
C326 is information denoting the status of the coordinate. The 
coordinate status can be “match”, “no match' or “migration 
in-progress'. In a case where the initial area ID and the 
allocation area ID are a match, “match’ is configured in the 
coordinate status C326. In a case where the initial area ID and 
the allocation area ID are not a match, “no match’ is config 
ured in the coordinate status C326. In a case where either a 
virtual machine 100 or a logical volume 232, which comprise 
a pair, is in the process of being migrated, “migration-in 
progress” is configured in the coordinate status C326. In the 
case of the coordinate of either a virtual machine 100 or a 
logical Volume 232, which does not comprise a pair, nothing 
is configured in the coordinate status C326. 

FIG. 8 shows the virtual machine table T33 and the virtual 
machine performance table T35 at the time of the initial 
setting. FIG. 8 shows a state in which the virtual machine 
table T33 and the virtual machine performance table T35 have 
been integrated. 
The virtual machine table T33 manages the respective vir 

tual machines 100 registered in the configuration manage 
ment program P30. The virtual machine table T33, for 
example, comprises a virtual machine ID C330, a virtual 
machine name C331, and a virtualization server name C332. 
The virtual machine ID C330 is information for identifying 
each virtual machine 100. The virtual machine name C331 is 
the name of a virtual machine displayed on the coordinate 
plane. The virtualization server name C332 is a name for 
identifying the virtualization server 10 in which either a vir 
tual machine or an empty virtual machine is stored. 

In this example, in addition to a virtual machine 100 that 
has actually been created, an empty virtual machine that does 
not actually exist is also managed as a resource. The empty 
virtual machine is a virtual machine configured in a surplus 
portion of the physical resources (CPU, memory) of the vir 
tualization server 10. When an empty virtual machine is 
selected, a virtual machine 100 is created using the surplus 
physical resources. For example, an explanation will be given 
using as an example a case in which the virtualization server 
10 comprises four virtual processors, and virtual machines 
100 have been created using three of these processors. In this 
case, the one remaining virtual processor is registered in the 
configuration management program P30 as an empty virtual 
machine. This makes it possible to manage a virtual machine, 
which has not been created yet, but which can be created 
when the need arises as a resource in this example. 
The virtual machine performance table T35 manages vir 

tual machine performance information. The virtual machine 
performance table T35, for example, comprises a virtual 
machine ID C350, a number of CPU clocks C351, a number 
of processors C352, a benchmark score C353, a static perfor 
mance value C354, and a dynamic performance value C355. 
The virtual machine ID C350 is shared in common with the 

virtual machine ID C330 of the virtual machine table T33. 
The number of CPU clocks C351 is the number of clocks of 
the CPU 11 used by the virtual machine 100. The benchmark 
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score C352 shows the measurement result of a benchmark 
measurement program. The static performance value C354 is 
a static performance value, which has been computed using 
the definition configured in the virtual machine performance 
value definition C300 of the coordinates setting table T30. 
The dynamic performance value C355 is a dynamic perfor 
mance value, which has been computed using the definition 
configured in the virtual machine performance value defini 
tion C300. 

FIG.9 shows the Volume table T34 and the volume perfor 
mance table T36 at the time of the initial setting. FIG.9 shows 
a state in which the volume table T34 and the volume perfor 
mance table T36 have been integrated. 
The volume table T34 manages the logical volumes 232 

registered in the configuration management program P30. 
The volume table T34, for example, comprises a volume ID 
C340, a LDEVID C341, and a storage name C342. 
The volume ID C340 is information for identifying each 

logical Volume 232, and is configured by the configuration 
management program P30. The LDEVID C341 is identifi 
cation information of a logical Volume 232 displayed on the 
coordinate plane. The storage name C342 is a name for iden 
tifying the storage apparatus 20 in which the logical volume 
232 is stored. 
The volume performance table T36 manages the perfor 

mance information of the logical volume 232. The volume 
performance table T36, for example, comprises a volume ID 
C360, a drive type C361, a IOPS C362, a static performance 
value C363, and a dynamic performance value C364. 
The volume IDC360 is shared in common with the volume 

ID C340 of the volume table T34. The drive type C361 
denotes the type of storage device 23 comprising the logical 
volume 232. The IOPS C362 is the IOPS of the logical vol 
ume 232. The static performance value C363 is a static per 
formance value, which has been computed using the defini 
tion configured in the Volume performance value definition 
C301 of the coordinates setting table T30. Similarly, the 
dynamic performance value C364 is a dynamic performance 
value, which has been computed in accordance with the defi 
nition of the volume performance value definition C301. Fur 
thermore, a disk rotation rate, transfer rate, and so forth may 
be managed by the volume performance table T36 either 
instead of or in addition to the drive type. 

FIG. 10 is a table T360 for ranking performance in accor 
dance with the drive type. The ranking table T360 corre 
spondingly manages a drive type C3600 and a performance 
ranking C3601. 

For example, four types, i.e., SSD (a flash memory device) 
FC/SAS, SATA, and Unknown are shown in FIG. 10 as the 
drive type C3600. The SSD performance ranking is config 
ured the highest. The FC/SAS performance ranking is con 
figured the second highest. The SATA performance ranking is 
configured the third highest. The performance ranking of the 
unknown storage device is configured the lowest at fourth 
place. 

FIG. 11 is an example of the screen G10, which displays 
the coordinates of the system configuration (resources and 
resource pairs). The coordinate display screen G10, for 
example, comprises a coordinate display part GP11 shown on 
the left side of FIG. 11, a summary display part GP12 shown 
in the upper right of FIG. 11, and a management information 
display part GP13 shown in the lower right of FIG. 11. 
The coordinate display part GP11 displays the coordinate 

of each system configuration on the coordinate plane created 
based on information registered in the coordinates setting 
table T30. The coordinate plane, for example, is partitioned 
into four areas. The black dots denote the coordinates of pair 
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14 
configurations. The white circles denote the coordinates of 
single system configurations. In the drawing, virtual machine 
is abbreviated as “VM, and logical volume is abbreviated as 
“Vol. For convenience sake, the IDs of the areas in the 
coordinate plane are denoted using reference signs 1 through 
4. In the summary and so forth, the IDs of the respective areas 
are denoted using reference signs A1 through A4. 
The summary display part G12 shows an overview of the 

coordinate plane displayed in GP11. In the summary display 
part GP12, for example, a virtual machine performance defi 
nition, a Volume performance definition, a ranking method 
(these three are the contents of the coordinates setting table 
T30), a number of areas, a number of virtual machines, a 
number of Volumes, and a number of pairs are displayed. The 
number of pairs is displayed for each coordinate status. That 
is, the number of pairs for which the initial area and the 
allocation area are a match, the number of pairs for which the 
initial area and the allocation area are not a match, and the 
number of pairs in the process of being migrated are dis 
played. 
The management information display part GP13, for 

example, comprises a tab for displaying the contents of the 
partition policy table T31, and a tab for displaying the con 
tents of the coordinates table T32. In FIG. 11, the partition 
policy is being displayed. 
The system administrator issues an instruction to the man 

agement server 30 to display the coordinate display Screen 
G10 on the client server 40. The system administrator can 
readily confirm the current state of the computer system by 
looking at the coordinate display screen G10. 

FIG. 12 is a creation screen G20 for creating the plane 
showing the coordinates of the system configurations. The 
creation screen G20, for example, comprises a system con 
figuration coordinates plan GP21, a basic settings part GP22. 
and a partition policy setting part GP23. 
The plan GP21 displays a plan for how the coordinate plane 

will be configured. FIG. 12 shows a state in which the second 
area has been configured. Information (the contents of the 
coordinates setting table T30) for configuring the coordinate 
plane is configured in the basic settings part GP22. A partition 
policy (the contents of the partition policy table T31) for 
creating the areas is configured in the partition policy setting 
part GP23. 
The system administrator issues an instruction via the cli 

ent server 40 to the management server 30 to display the 
creation screen G20 on the client server 40. The system. 
administrator defines the coordinate plane and configures 
multiple areas via the creation screen G20. The coordinate 
setting table T30 and the partition policy table T31 are created 
in accordance with this work. 
The operation of the management server 30 will be 

explained by referring to FIGS. 13 through 18. The respective 
processes described below are realized by the microprocessor 
31 reading and executing the configuration management pro 
gram P30. Therefore, the doer of the action in the respective 
processes hereinbelow may be the configuration management 
program P30 or the microprocessor. Or, an explanation can 
also be given having the management server as the doer of the 
action in the respective processes hereinbelow. In this 
example, the explanation will be given using the management 
server as the doer of the action. Furthermore, a step will be 
abbreviated as “S”. 

FIG. 13 is a flowchart showing the processing for acquiring 
resource information. The management server 30 (specifi 
cally, the configuration management program P30 of the 
management server 30) creates a list of resources for which 
resource information is to be acquired (S10). In a case where 
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a resource is added to the computer system, the management 
server 30 creates the list based on resource addition informa 
tion inputted by the user. In all other cases, the management 
server 30 creates the list based on registered resource infor 
mation. 
The management server 30 connects to each resource cited 

in the list and acquires the resource information (S.11). The 
management server 30 stores the acquired resource informa 
tion in a prescribed management table (displayed as DB in the 
drawing) (S12). 

In the case of the virtual machine 100, the resource infor 
mation may include a virtual machine name, a virtualization 
server name, a number of CPU clocks, and a number of 
processors. The virtual machine name and the virtualization 
server name are stored in the virtual machine table T33. The 
number of CPU clocks and the number of processors allo 
cated to the virtual machine 100 are stored in the virtual 
machine performance table T35. 
The virtual machine name and the virtual machine ID are 

automatically configured so that the configuration manage 
ment program P30 becomes unique inside the computer sys 
tem. The virtual machine name, for example, can be created 
by adding a serial number to the virtualization server name. In 
a case where the virtual machine ID has already been regis 
tered, the information is overwritten. 

In the case of a logical volume 232, the resource informa 
tion may include a LDEV ID, a storage name, and a drive 
type. The LDEV ID and the storage name are stored in the 
volume table T34. The drive type is stored in the volume 
performance table T36. The volume ID is automatically con 
figured by the configuration management program P30. In a 
case where the volume ID has already been registered, the 
information is overwritten. 
The management server 30 computes the system configu 

ration coordinates based on the resource information, and 
stores the computed coordinates in the coordinates table T32 
(S13). Specifically, the configuration management program. 
P30 of the management server 30 uses the resource informa 
tion to create an entry in the coordinates table T32, and 
registers either the virtual machine ID or the volume ID in this 
entry. In the case of a resource that constitutes a pair, the 
resource ID is added to the same entry. 
The specifics of the processing of FIG. 13 will be explained 

by giving the virtual machine as an example. 
(1) The system administrator inputs the virtualization server 

10 IP address, and a username and a password. 
(2) The program (the configuration management program 

P30 and/or the machine information collection program 
P31) temporarily store the inputted IP address in memory. 

(3) The program attempts to connect to the virtualization 
server using the inputted information. 

(4) The program, after confirming that a proper connection 
was possible, acquires the virtualization server name, the 
host name of the virtual machine, and the virtual machine 
performance. The program stores this information in the 
virtual machine table together with the IP address. 

(5) When storage in the database is complete, the program 
destroys the information that was stored temporarily. 

(6) In accordance with the above procedure, the virtual 
machine name and so forth are displayed on the GUI 
(Graphical User Interface) the next time. For example, in a 
case where the system administrator wishes to acquire the 
latest performance information on the virtual machine, the 
system administrator uses the IP address stored in the data 
base to connect to the virtual machine. 
FIG. 14 is a flowchart showing the process for evaluating a 

resource. The management server 30 (the configuration man 
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agement program P30 of the management server 30) com 
putes the virtual machine performance values (S21) with 
respect to all the virtual machines 100 under management 
(S20). 
The performance value is computed in accordance with the 

contents configured in the virtual machine performance value 
definition C300 of the coordinates setting table T30. In a case 
where the static performance value has been defined, the 
static performance value of the virtual machine 100 is com 
puted. In a case where the dynamic performance value has 
been defined, the dynamic performance value is computed. 
The management server 30 stores the computed performance 
value in the virtual machine performance table T35 (S22). 
The management server 30 computes the performance 

value of the logical volume (S24) for all of the logical vol 
umes 232 under management (S23). The management server 
30 stores the computed performance value in the volume 
performance table T36 (S25). The same as was described in 
S21, the management server 30 computes the volume perfor 
mance value inaccordance with the contents configured in the 
volume performance value definition C301 of the coordinates 
setting table T30. 
The management server 30 evaluates (S27) all of the coor 

dinates under management (S26). Coordinate evaluation will 
be explained using FIG. 15. 

FIG. 15 is a flowchart showing the details of the processing 
(S27) for evaluating a coordinate. The management server 30 
(the configuration management program P30 of the manage 
ment server 30) computes the ID of the area to which the 
system configuration coordinate belongs based on the perfor 
mance values computed in S21 and S24 and the partition 
policy (S270). The management server 30 stores the com 
puted area ID in the allocation area ID C325 of the coordi 
nates table T32 (S271). 
The management server 30 determines whether or not 

there is a pair configuration coordinate (a pair coordinate) for 
which the initial area ID has not been configured (S272). In a 
case where there is a pair coordinate for which the initial area 
ID has not been configured (S272: YES), the management 
server 30 stores the area ID computed in S270 in the initial 
area ID C324 of the coordinates table T32 (S273). In a case 
where a pair coordinate for which the initial area ID has not 
been configured does not exist (S272: NO), the management 
server 30 skips S273. 
The management server 30 configures the coordinate sta 

tus C326 entries other than that for the pair coordinate of the 
coordinate status C326 of the coordinates table T32 to null 
“ ” in the drawing) (S274). The management server 30 
determines whether or not the initial area ID and the alloca 
tion area ID are a match with respect to the pair coordinate 
(S275). In a case where the initial area ID and the allocation 
area ID of the pair coordinate match (S275: YES), the man 
agement server 30 configures “match” in the coordinate sta 
tus C326 of the coordinates table T32 (S276). In a case where 
the initial area ID and the allocation area ID of the pair 
coordinate do not match (S275: NO), the management server 
30 configures “no match” in the coordinate status C326 
(S277). 

FIG. 16 is a flowchart showing the process for migrating a 
resource. The management server 30 (the configuration man 
agement program P30 of the management server 30) acquires 
a list of pair coordinates for which “no match’ has been 
configured in the coordinate status C326 of the coordinates 
table T32 (S30). 
The management server 30 creates at least one or more 

migration plans (S31). The management server 30 outputs the 
migration plan(s) to the GUI (S32). The system administrator 
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can select any one of the presented migration plans and 
instruct execution (S33: YES). The management server 30 
executes the migration plan by issuing an instruction to the 
virtualization server 10 and/or the storage apparatus 20 based 
on the migration plan (S34). 

Furthermore, instead of a configuration in which the sys 
tem administrator manually selects a migration plan from 
among candidate migration plans, the configuration may be 
Such that the management server 30 makes an automatic 
selection in accordance with a prescribed selection criterion. 

There are multiple methods for creating a migration plan. 
For example, the management server 30 can create a migra 
tion plan based on a preconfigured priority. For example, 
priorities are configured for unused logical Volumes, and a 
migration plan is created so that these unused logical Volumes 
are used in descending order from the one having the highest 
priority. Similarly, priorities are configured for the empty 
virtual machines, and a migration plan is created so that these 
empty virtual machines are used in descending order from the 
one having the highest priority. 
As another method, the management server 30 can also 

create a migration plan so as to minimize Suspension of the 
work process. For example, in a case where virtual machine 
performance is to be raised, a method for migrating a higher 
performance virtual machine, and a method for increasing the 
number of virtual processors allocated to a virtual machine 
are conceivable. 

In the case of the former, a migration from a migration 
Source virtual machine to a migration-destination virtual 
machine is completed by simply sending the required data 
from the migration-source virtual machine to the migration 
destination virtual machine beforehand, booting the migra 
tion-destination virtual machine and Suspending the migra 
tion-source virtual machine. The migration is completed 
without Suspending the work process being executed by this 
virtual machine. 

In the case of the latter, a virtual machine is suspended 
temporarily, and a virtual processor is added to this virtual 
machine. Therefore, work processing is halted. Therefore, the 
management server 30 selects a migration between virtual 
machines from the standpoint of not Suspending work process 
operations. 
As yet another method, the management server 30 can also 

create a migration plan so as to maximize the number of pair 
coordinates for which the initial area ID and the allocation 
area ID match. This method will be explained by referring to 
FIG. 17. 

FIG. 17 is an illustrative drawing showing that results will 
differ in accordance with the order in which the migration 
steps are executed. For convenience of explanation, a case 
where virtual machine performance is to be raised in a state in 
which three areas have been created will be explained. 

FIG. 17(a) shows a pre-migration state. A single empty 
virtual machine EM1 exists in area 1. An empty virtual 
machine EM2 and a pair coordinate Pc10 exist in area 2. It 
will be supposed that the pair coordinate Pc10 originally 
belonged to area 1. A pair coordinate Pc11 and a pair coordi 
nate Pc12 exist in area 3. It will be supposed that the respec 
tive pair coordinates Pc11 and Pc12 originally belonged to 
area 2. 

FIG. 17(b) shows a first migration plan. In the first migra 
tion plan, first of all, a migration takes place from the virtual 
machine of coordinate Pc10 in area 2 to the empty virtual 
machine EM1 of area 1. The post-migration coordinate is 
shown as Pc13. When the migration from Pe10 to Pc13 takes 
place, a new empty virtual machine EM3 comes into exist 
ence in area 2. Consequently, the virtual machines of the 
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respective coordinates Pc11 and Pc12 of area 3 migrate to the 
empty virtual machines EM2 and EM3 of area 2. As a result 
of this, in the first migration plan, the virtual machines of the 
three coordinates Pc10, Pc11 and Pc12 each return to their 
original areas (initial areas). 

FIG. 17(c) shows a second migration plan. In the second 
migration plan, a virtual processor corresponding to the 
empty virtual machine EM2 of area 2 is added to the virtual 
machine of coordinate Pc10 to increase the performance of 
the virtual machine. In this case, the empty virtual machine 
EM2 and the virtual machine of the coordinate Pe10 must 
reside in the same virtualization server 10. 
Adding the virtual processor to the virtual machine of 

coordinate Pc10 causes the coordinate Pc10 virtual machine 
to migrate to coordinate Pc14 inside area 1. The virtual 
machines of the respective coordinates Pc11 and Pc12 of area 
3 are not able to return to area 2. This is because a usable 
empty virtual machine does not exist in area 2. Therefore, in 
the second migration plan, only one of the virtual machines is 
able to return to its original area. Furthermore, because the 
virtual processor is added to the virtual machine in the second 
migration plan, work processing is halted temporarily. 
As shown in FIG. 17, the management server 30 can select, 

from among multiple migration plans (migration plan candi 
dates), a migration plan for increasing the number of pair 
coordinates for which the initial area ID and the allocation 
area ID are a match. 

FIG. 18 is a flowchart showing the process for monitoring 
the migration plan. The management server 30 (the configu 
ration management program P30 of the management server 
30) monitors the migration status of a resource (S40) to deter 
mine whether or not the migration has been completed (S41). 

In a case in which the migration has been completed (S41: 
YES), the management server 30 executes the coordinate 
evaluation process (S27) described using FIG. 15. In addi 
tion, the management server 30 executes the next migration 
included in the migration plan (S42). In this way, the man 
agement server 30 executes multiple migration steps included 
in the migration plan in a prescribed order. 

Furthermore, it was explained that the management server 
30 automatically creates a migration plan in a case where a 
pair coordinate for which the initial area ID and the allocation 
area ID do not match is detected. Instead of this, the configu 
ration may also be such that the management server 30 simply 
notifies the system administrator of the existence of a pair 
coordinate for which the initial area ID and the allocation area 
ID do not match. However, in this case, the system adminis 
trator must create the migration plan and manually execute 
this migration plan. 

Consequently, the configuration may also be such that the 
management server 30 does not only notify the system admin 
istrator of the existence of a pair coordinate for which the 
initial area ID and the allocation area ID do not match, but 
also presents the system administrator with a migration plan 
for solving this mismatch. In this case, the system adminis 
trator manually executes the migration plan. 

This example will be explained more specifically below by 
referring to FIGS. 19 through 32. FIG. 19 shows how to define 
the coordinate plane of the system configurations. 

FIG. 20 shows how to map the system configurations (re 
Source (S) and resource pair(s)) of the computer system on the 
coordinate plane. There are multiple methods for computing 
a coordinate location, and, for example, a coordinate can be 
computed using the following method. A percentile will be 
used as the ranking method. Ranking may also be done using 
another method. 
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As a prerequisite, it is Supposed that the coordinates of the 
coordinate plane are (0, 0) through (100, 100). In addition, it 
is also supposed that the Y coordinates represent virtual 
machine performance, and the X coordinates represent Vol 
ume performance (may also be the opposite). In addition, it is 
Supposed that the number of virtual machines registered in the 
configuration management program P30 is n (where n>1). In 
addition, the virtual machine performance ranking will be 
computed based on the virtual machine performance value 
definition C300. For example, rankings will be assigned from 
the CPU with the largest number of clocks. The preceding are 
the prerequisites. 

The management server 30 configures the lowest-ranking 
virtual machine performance value to 0, and configures the 
highest-ranking virtual machine performance value (y max) 
to 100. 

Next, the management server 30 finds the virtual machine 
performance value interval (y intvl) in accordance with For 
mula 1. 

y intvily max(n-1) (Formula 1) 

The management server 30 makes the allocation target 
ranking (Rankings are allocated from #1). 
The management server 30 uses Formula 2 to compute the 

y coordinate of rankingii exclusive of the lowest ranking and 
the highest ranking. 

y(i)=y intvl(n-i) (Formula 2) 

The management server 30 also computes the coordinate 
for a logical Volume the same as above. 

FIG.21 shows how to add a new virtual machine and a new 
logical volume to the computer system. The relative perfor 
mance of the added virtual machine is high, namely 100%, 
and the relative performance of the added logical volume is 
also high, namely 100%. For this reason, the performance of 
the existing system configurations is reduced in relative 
terms. The initial area of coordinate P was area 1, but subse 
quent to the addition of the virtual machine and logical Vol 
ume, coordinate P belongs to area 2. Therefore, the coordi 
nate status of coordinate P becomes “no match'. 
Alternatively, since coordinate Q and coordinate R have 
moved within the same area, the coordinate statuses for these 
coordinates is “match'. 

FIG. 22 shows a case in which a migration plan has been 
executed. Or, shows how to present a migration plan to the 
system administrator. To make the area (allocation area) to 
which the coordinate P belongs match the initial area, the 
logical Volume comprising the coordinate P is migrated to a 
high-performance logical Volume. 

The migration-destination logical Volume is an unused 
logical volume that will make it possible for the area to which 
the coordinate P belongs to match the initial area, and, in 
addition, is selected from among logical Volumes that satisfy 
a prescribed volume condition. The prescribed volume con 
dition, for example, may be that the migration-source logical 
Volume and the migration-destination logical Volume be the 
same emulation type, or that the size of the migration-source 
logical Volume and the size of the migration-destination logi 
cal Volume match (in certain cases, the size of the migration 
destination Volume may be larger than the size of the migra 
tion-source Volume). 

Examples of changes to the management tables will be 
explained by referring to FIGS. 23 through 32. FIG.23 shows 
the virtual machine table T33 and the virtual machine perfor 
mance table T35 in a case where a virtual machine has been 
added to the computer system. 
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Compared to FIG. 8, a total of four virtual machines indi 

cated by virtual machine IDs (H9) through (H12) have been 
added in FIG. 23. The three virtual machines of virtual 
machine IDs (H10) through (H12) are empty virtual 
machines, as denoted in the virtual machine name C331. For 
the sake of convenience, the virtual machine 100 of virtual 
machine ID (H9) may be expressed as virtual machine (H9). 
The same holds true for the logical volume. 
The one virtual machine (H9) is actually created using the 

physical CPU and physical memory of the virtualization 
server 10 (VServer D). In addition, three virtual machines are 
capable of being created using the remaining portions of this 
physical CPU and this physical memory. Consequently, in 
this example, the virtual machines (H10) through (H12), 
which are capable of being created using these Surplus physi 
cal resources, are registered in advance in the tables T33 and 
T35. 

FIG. 24 shows the volume table T34 and the volume per 
formance table T36 in a case where a logical volume has been 
added to the computer system. Compared to FIG.9, a total of 
four logical volumes denoted by the volume IDs (V5) through 
(V8) have been added in FIG. 24. 

FIG. 25 shows the coordinates table T32 in a case where a 
resource has been added to the computer system. Compared 
to FIG. 7, a total of seven coordinates denoted by the coordi 
nate IDs (C9) through (C15) have been added in FIG. 25. Of 
these, the coordinate ID (C9) is a pair coordinate comprising 
a pair made up of virtual machine (H9) and logical volume 
(V8). 
The pair coordinate, as described hereinabove, is con 

trolled so that the area to which this pair coordinate belongs 
(the area to which it is currently allocated) matches the initial 
area. Therefore, initial area ID (A1) and allocation area ID 
(A1) are configured with respect to the coordinate ID (C9). 
The other coordinate IDs (C10) through (C15) are either 

single virtual machines (C10, C11, C12) or single logical 
volumes (C13, C14, C15). The coordinate IDs (C10) through 
(C15) are not pair coordinates, but rather single coordinates 
denoting single system configurations. The area to which a 
single coordinate belongs does not have to match the initial 
area. Therefore, values have not been configured in the initial 
area ID C324 for the coordinate IDs (C10) through (C15). 
The initial area IDs and the allocation area IDs of the 

coordinate IDs (C3), (C4) and (C7) do not match. Therefore, 
“no match’ is configured in the coordinate status C326 with 
respect to the coordinate IDs (C3), (C4) and (C7). 

FIG. 26 shows the coordinates table T32 in a case where a 
resource for configuring a pair has been migrated in order to 
match the allocation area to the initial area. 
The coordinate IDs (C3), (C4) and (C7) for which the 

coordinate status “no match’ has been configured in FIG. 25 
will be the focus. In FIG. 26, the coordinate status C326 of the 
coordinate IDs (C3), (C4) and (C7) changes to “match'. 
The coordinate ID (C3) of FIG. 25 had denoted a pair 

configuration comprising the virtual machine (H3) and the 
logical volume (V2). In FIG. 26, the coordinate ID (C3) has 
changed to a coordinate denoting a pair comprising the virtual 
machine (H10) and the logical volume (V5). This indicates 
that a migration was carried out from the virtual machine (H3) 
to the virtual machine (H10), and that a migration was carried 
out from the logical volume (V2) to the logical volume (V5). 
The coordinate ID (C4) of FIG. 25 had denoted a pair 

comprising the virtual machine (H4) and the logical Volume 
(V3). In FIG. 26, the coordinate ID (C4) has changed to a 
coordinate denoting a pair comprising the virtual machine 
(H11) and the logical volume (V3). This indicates that a 
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migration was carried out from the virtual machine (H4) to 
the virtual machine (H11). The logical volume was not 
migrated. 
The coordinate ID (C7) of FIG. 25 was a coordinate denot 

ing a pair comprising the virtual machine (H7) and the logical 
volume (V4). The coordinate ID (C7) of FIG. 26 has changed 
to a coordinate denoting a pair comprising the virtual 
machine (H7) and the logical volume (V6). This indicates that 
a migration was carried out from the logical Volume (V4) to 
the logical volume (V6). The virtual machine was not 
migrated. 
The virtual machines (H10) and (H11), which were added 

as the coordinate IDs (C10) and (C11) at the bottom of FIG. 
25, were used to configure portions of pairs in the coordinate 
IDs (C3) and (C4) of FIG. 26. Therefore, the coordinate IDs 
(C10) and (C11) of FIG. 25 have been deleted in FIG. 26. 
Similarly, the logical volumes (V5) and (V6), which were 
added as the coordinate IDs (C13) and (C14) at the bottom of 
FIG. 25, were used to configure portions of pairs in the coor 
dinate IDs (C3) and (C7) of FIG. 26. Therefore, the coordi 
nate IDs (C13) and (C14) of FIG.25have been deleted in FIG. 
26. 
By contrast, the virtual machines (H3) and (H4) and the 

logical volumes (V2) and (V4), which were used as portions 
of the pairs in the coordinate IDs (C3), (C4) and (C7) of FIG. 
25, were separated from the pairs and transitioned to single 
system configurations in accordance with the completion of 
the resource migrations. Therefore, in FIG. 26, the virtual 
machines (H3) and (H4) and the logical volumes (V2) and 
(V4) are displayed as coordinate IDs (C16) through (C19) 
denoting single system configurations. 

FIG.27 shows the virtual machine table T33 and the virtual 
machine performance table T35 in a case where a resource 
migration has been completed. Comparing FIG. 23 to FIG. 
27, the virtual machine IDs (H3) and (H4) of FIG. 23 were 
actual virtual machines, but the virtual machines (H3) and 
(H4) of FIG. 27 have transitioned to empty virtual machines. 
As was described using FIG. 26, this is because the virtual 
machines of virtual machine IDs (H3) and (H4) were sepa 
rated from the pair configurations and returned to the unused 
State. 

In this example, an unneeded virtual machine is elimi 
nated. This is so the physical resources of the virtualization 
server 10 can be used effectively. The virtual machine is 
eliminated, but is registered in the tables T33 and T35 as an 
empty virtual machine so that it can be used at any time. 

In FIG. 23, the virtual machine IDs (H10) and (H11) are 
empty virtual machines. Alternatively, in FIG. 27, the virtual 
machine IDs (H10) and (H11) have become actual virtual 
machines. As was described using FIG. 26, this is because the 
virtual machines of the virtual machine IDs (H10) and (H11) 
were used as portions of pair configurations. Managing empty 
virtual machines in this way makes it possible to immediately 
create a virtual machine at the time of a resource migration for 
use as a portion of a pair. 

FIG.28 shows the virtual machine table T33 and the virtual 
machine performance table T35 in a case where the definition 
of the virtual machine performance value has changed. FIG. 
29 shows the volume table T34 and the volume performance 
table T36 in a case where the definition of the logical volume 
performance value has changed. 
As was described using FIG. 5, the index for evaluating the 

performance of the virtual machine and the performance of 
the logical Volume can be changed as needed by the system 
administrator. 

For example, the system administrator is able to switch 
from a static performance index (the number of CPU clocks, 
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the drive type, and so forth) to a dynamic performance index 
(a benchmark score, IOPS, and so forth). In certain cases, the 
system administrator can change either all or a portion of the 
static performance index and continue to use the static per 
formance index, or change either all or a portion of the 
dynamic performance index and continue to use the dynamic 
performance index. 

In a case where the computer system has only been in 
operation for a short time, Sufficient performance data has yet 
to be accumulated on the basis of the dynamic performance 
index. Therefore, the system administrator manages the 
resources of the computer system (the virtual machines and 
logical Volumes) based on the static performance index. 
Then, when Sufficient performance data has been accumu 
lated on the basis of the dynamic performance index, the 
system administrator Switches from the static performance 
index to the dynamic performance index. This makes it pos 
sible to efficiently manage the resources inline with the actual 
state of the computer system. Furthermore, the virtual 
machines may be managed using the dynamic performance 
index, and the logical Volumes may be managed using the 
static performance index, and conversely, the virtual 
machines may be managed using the static performance 
index, and the logical Volumes may be managed using the 
dynamic performance index. 

FIG.30 shows the coordinatestable T32 in a case where the 
definition of the performance value has been changed. When 
the performance value definition of the coordinates setting 
table T30 is changed, the management server 30 re-evaluates 
the respective coordinates. There may be cases in which the 
coordinate status changes from “match' to “no match as a 
result of this re-evaluation. Comparing FIG. 26 to FIG.30, the 
coordinate status C326 of the coordinate IDs (C1), (C7) and 
(C9) changes from “match' to “no match'. 
FIG.31 shows the coordinates table T32 in a case where a 

resource has been migrated Subsequent to the performance 
value definition being changed. Comparing FIG. 30 to FIG. 
31, the coordinate status C326 of the coordinate IDs (C1). 
(C7) and (C9) changes from “no match' to “match'. 
FIG.32 shows the virtual machine table T33 and the virtual 

machine performance table T35 in a case where a resource 
has been migrated Subsequent to the performance value defi 
nition being changed. 

Configuring this example like this makes it possible to 
automatically determine whether or not resource combina 
tions in a computer system comprising multiple resources are 
being used appropriately, and to output the result of this 
determination. 

In addition, in this example, it is possible to provide a 
combination of resources Suited to each type of work process 
having different performance requirements even in a case 
where the configuration of the computer system has changed. 
In particular, a combination of a virtual machine and a logical 
Volume corresponding to the performance requirements of a 
work process can be allocated to the work process even in a 
case where the configuration has changed in a large-scale 
computer system comprising a large number of virtual 
machines and a large number of logical Volumes. 

EXAMPLE 2 

A second example will be explained by referring to FIGS. 
33 and 34. This example is a variation of the first example. 
Therefore, the following explanation will focus on the differ 
ences with the first example. 

FIG. 33 is a flowchart of a process for proposing a pair 
configuration to the system administrator. The system admin 
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istrator requests that the management server 30 create a sys 
tem configuration constituting a pair (S50). This request 
includes information for identifying a system administrator 
specified area. 
The management server 30 detects an unused logical Vol 

ume 232 and an empty virtual machine 100 belonging to the 
specified area (S51). The management server 30 displays the 
coordinate denoting the pair comprising the detected unused 
logical volume 232 and empty virtual machine 100 on the 
coordinate plane as shown in FIG. 34 (S52). When the user 
has confirmed and approved the pair coordinate, the manage 
ment server 30 configures the approved pair (S53). That is, the 
management server 30 changes the empty virtual machine 
approved by the user into an actual virtual machine, and 
configures a communication path between this virtual 
machine and the unused logical Volume 232. 

FIG.34 shows a case in which the system administrator has 
specified “area 2. When the system administrator specifies 
area 2, the management server 30 creates and presents a pair 
candidate from among the unused logical Volume(s) and 
empty virtual machine(s) belonging to area 2. 

There are multiple methods for presenting the pair configu 
ration candidate. For example, only the one highest perfor 
mance pairin the specified area may be presented, or all of the 
pairs that are capable of being created in the specified area 
may be presented, or only a prescribed number of all the pairs 
beginning with that having the highest performance may be 
presented. 

Configuring this example like this achieves the same effect 
as the first example. In addition, in this example, in a case 
where a new work process is to be executed on the computer 
system, the system administrator is able to obtain a virtual 
machine-logical Volume pair well Suited to this work process 
by simply specifying an area Suited to this work process. 
Therefore, this saves the system administrator time and effort, 
thereby enhancing usability. 

Furthermore, the present invention is not limited to the 
embodiment described hereinabove. A person with ordinary 
skill in the art will be able to make various additions and 
changes without departing from the scope of the present 
invention. 

For example, the above-described embodiment can also be 
understood as a management program for managing a com 
puter system as follows. 

A computer program, which runs on a computer that man 
ages a computer system comprising multiple computers, 
which comprise one or more virtual computers, and one or 
more storage apparatuses, which comprise multiple logical 
Volumes, the computer program causing the computer to 
operate to: 
configure a coordinate plane, which comprises a first axis 

denoting a virtual computer performance value, which is a 
performance value that is determined relatively from 
among the virtual computers included in the computer 
system, and a second axis denoting a Volume performance 
value, which is a performance value that is determined 
relatively from among the logical Volumes included in the 
computer system; 

dispose multiple areas in the coordinate plane in accordance 
with a prescribed criterion; 

compute the virtual computer performance value with respect 
to the virtual computers; 

compute the volume performance value with respect to the 
logical volumes; 

determine to which area of the areas a pair of a virtual com 
puter and a logical Volume from among the virtual com 
puters and the logical Volumes belong based on the virtual 
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computer performance value computed with respect to the 
virtual computer comprising the pair and the Volume per 
formance value computed with respect to the logical Vol 
ume comprising the pair, and store the determined area as 
an initial area; 

respectively recompute at a prescribed time the virtual com 
puter performance value with respect to the virtual com 
puter comprising the pair and the Volume performance 
value with respect to the logical Volume comprising the 
pair; 

redetermine to which area of the areas the pair belongs based 
on the recomputed virtual computer performance value 
and Volume performance value, and store the redetermined 
area as a latest area; 

determine whether or not the initial area and the latest area 
match; and 

output information to effect that there is no match in a case 
where the initial area and the latest area do not match.” 
In the above-mentioned embodiment, a virtual machine 

and a logical Volume were given as examples of computer 
system resources. In addition, a Switch may also be managed 
as a resource. In a case where a Switch is also managed, for 
example, it is possible to either configure a coordinate plane 
from the virtual machine performance and the switch perfor 
mance, or to configure a coordinate plane from the logical 
Volume performance and the Switch performance. As the 
Switch performance, for example, pps (packets per second) 
can be used as the index. The pps is the number of frames that 
the Switch is able to process per second. 
The switch comprises multiple (for example 64) ports. The 

management server 30 manages the resource in Switch port 
units. For example, the management server 30 manages 
resources in port units such as a pair of the virtual machine 
and the switch SW1 first port and another pair of the virtual 
machine and the switch SW1 second port. A case in which the 
virtual machine-switch pair moves to an area that differs from 
the initial area as the result of a new switch having been 
introduced into the computer system will be considered. In 
this case, the system administrator can make a proposal Such 
that the port of the switch to which the virtual machine is 
connected be switched to another switch port. 
A case was given in which the management server of this 

embodiment manages the virtual machine and the logical 
Volume, but the management server 30 can also manage a 
resource other than these. A configuration like this, for 
example, is expressed as follows. 
"A management computer, which manages a computer 

system comprising multiple first resources and multiple sec 
ond resources, comprising: 
a communication interface for communicating with the first 

resources and the second resources; 
a storage device for storing a prescribed computer program; 
and 

a microprocessor for reading and executing the prescribed 
computer program from the storage device, 

wherein the microprocessor, by executing the prescribed 
computer program: 

configures a coordinate plane, which comprises a first axis 
denoting a first resource performance value, which is a 
performance value that is determined relatively from 
among the first resources included in the computer system, 
and a second axis denoting a second resource performance 
value, which is a performance value that is determined 
relatively from among the second resources included in the 
computer system; 

disposes multiple areas in the coordinate plane in accordance 
with a prescribed criterion; 
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computes the first resource performance value with respect to 
the first resources; 

computes the second resource performance value with 
respect to the second resources; 

determines to which area of the areas a pair of a first resource 
and a second resource from among the first resources and 
the second resources belongs based on the first resource 
performance value computed with respect to the first 
resource comprising the pair and the second resource per 
formance value computed with respect to the second 
resource comprising the pair, and stores the determined 
area as an initial area; 

respectively recomputes at a prescribedtime the first resource 
performance value with respect to the first resource com 
prising the pair and the second resource performance value 
with respect to the second resource comprising the pair; 

redetermines to which area of the areas the pair belongs based 
on the recomputed first resource performance value and 
second resource performance value, and stores the deter 
mined area as a latest area; 

determines whether or not the initial area and the latest area 
match; and 

outputs information to effect that there is no match in a case 
where the initial area and the latest area do not match.” 
Furthermore, in the above-mentioned embodiment, the 
explanation gave as an example a case in which a virtual 
machine was managed, but the configuration may be such 
that a physical computer is managed. 

REFERENCE SIGNS LIST 

1 Virtual machine 
2 Logical Volume 
3 Management server 
10 Virtualization server 
20 Storage apparatus 
30 Management server 
40 Client server 
The invention claimed is: 
1. A management computer for managing a computer sys 

tem, the management computer comprising: 
a communication interface for communicating with mul 

tiple computers comprising one or more virtual comput 
ers, and one or more storage apparatuses comprising 
multiple logical volumes; 

a storage device for storing a prescribed computer pro 
gram; and 

a microprocessor for reading and executing the prescribed 
computer program from the storage device, 

wherein the microprocessor, by executing the prescribed 
computer program: 

configures a coordinate plane, which comprises a first axis 
denoting a virtual computer performance value, which is 
a performance value that is determined relatively from 
among the virtual computers included in the computer 
system, and a second axis denoting a Volume perfor 
mance value, which is a performance value that is deter 
mined relatively from among the logical Volumes 
included in the computer system; 

disposes multiple areas in the coordinate plane in accor 
dance with a prescribed criterion: 

computes the virtual computer performance value with 
respect to the virtual computers; 

computes the Volume performance value with respect to 
the logical volumes; 

determines to which area of the areas a pair of a virtual 
computer and a logical volume from among the virtual 
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computers and the logical Volumes belongs based on the 
virtual computer performance value computed with 
respect to the virtual computer comprising the pair and 
the Volume performance value computed with respect to 
the logical Volume comprising the pair, and stores the 
determined area as an initial area; 

respectively recomputes at a prescribed time the virtual 
computer performance value with respect to the virtual 
computer comprising the pair and the Volume perfor 
mance value with respect to the logical Volume compris 
ing the pair; 

redetermines to which area of the areas the pair belongs 
based on the recomputed virtual computer performance 
value and Volume performance value, and stores the 
redetermined area as a latest area; 

determines whether or not the initial area and the latest area 
match; and 

outputs information to effect that there is no matchina case 
where the initial area and the latest area do not match. 

2. A management computer according to claim 1, wherein 
the prescribed criterion is configured in accordance with per 
formance requirements of each type of work, 

the microprocessor, in a case where the initial area and the 
latest area do not match, creates a migration plan for 
matching the latest area to the initial area, and 

the migration plan comprises at least one of a virtual com 
puter migration plan for migrating the virtual computer 
comprising the pair to another virtual computer among 
the virtual computers, and a Volume migration plan for 
migrating the logical Volume comprising the pair to 
another logical Volume among the logical Volumes. 

3. A management computer according to claim 2, wherein 
the virtual computer performance value is selected from one 
of a virtual computer performance value based on a first 
virtual computer performance index, and a virtual computer 
performance value based on a second virtual computer per 
formance index, and 

the volume performance value is selected from one of a 
Volume performance value based on a first volume per 
formance index, or a Volume performance value based 
on a second Volume performance index. 

4. A management computer according to claim3, wherein 
the prescribed time includes a case in which the first virtual 
computer performance index and the second virtual computer 
performance index are Switched, and a case in which the first 
Volume performance index and the second Volume perfor 
mance index are Switched. 

5. A management computer according to claim 4, wherein 
the first virtual computer performance index is a static index 
determined at a time when the virtual computer is created, 

the second virtual computer performance index is a 
dynamic index, which changes inaccordance with use of 
the virtual computer, 

the first volume performance index is a static index deter 
mined at a time when the logical volume is created, and 

the second Volume performance index is a dynamic index, 
which changes in accordance with use of the logical 
Volume. 

6. A management computer according to claim3, wherein 
the prescribed time includes a time when a configuration of 
the computer system is changed. 

7. A management computer according to claim 2, wherein 
the microprocessor executes the migration plan by issuing an 
instruction based on the migration plan to at least one of the 
computers or the storage apparatuses. 

8. A management computer according to claim 2, wherein 
the pair is provided in plurality, and 
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the microprocessor creates the migration plan so as to 
maximize the number of pairs for which the initial area 
and the latest area match. 

9. A management computer according to claim 2, wherein 
the microprocessor executes the migration plan while con 
tinuing a work process utilizing the virtual computer and the 
logical volume, which comprise the pair. 

10. A management computer according to claim 2, wherein 
the microprocessor creates and displays the multiple migra 
tion plans. 

11. A management computer according to claim 2, wherein 
the microprocessor configures, from among the virtual com 
puters, a location on the first axis of a single virtual computer, 
which does not comprise the pair, and configures, from 
among the logical Volumes, a location on the second axis of a 
single logical Volume, which does not comprise the pair, and 

the microprocessor displays a location of the pair, the loca 
tion of the single virtual computer, and the location of 
the single logical volume on the coordinate plane. 

12. A management computer according to claim 11, 
wherein the microprocessor outputs at least one combination 
of the single virtual computer and the single logical volume 
included in a specified area from among the areas. 

13. A management computer according to claim 2, wherein 
the prescribed criterion can be configured in accordance with 
performance required by a work process suited to each of the 
aCaS. 

14. A management computer according to claim 2, wherein 
the virtual computer performance value and the volume per 
formance value are expressed using a percentile format. 

15. A management method for managing a computer sys 
tem, 

the computer system including multiple computers com 
prising one or more virtual computers, one or more 
storage apparatuses comprising multiple logical vol 
umes, and a management computer, 

the management method comprising: 
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the management computer configuring a coordinate plane, 

which comprises a first axis denoting a virtual computer 
performance value, which is a performance value that is 
determined relatively from among the virtual computers 
included in the computer system, and a second axis 
denoting a volume performance value, which is a per 
formance value that is determined relatively from 
among the logical volumes included in the computer 
System; 

disposing multiple areas in the coordinate plane in accor 
dance with a prescribed criterion; 

computing the virtual computer performance value with 
respect to the virtual computers: 

computing the Volume performance value with respect to 
the logical volumes; 

determining to which area of the areas a pair of a virtual 
computer and a logical volume from among the virtual 
computers and the logical volumes belongs based on the 
Virtual computer performance value computed with 
respect to the virtual computer comprising the pair and 
the Volume performance value computed with respect to 
the logical volume comprising the pair, and stores the 
determined area as an initial area; 

respectively recomputing at a prescribed time the virtual 
computer performance value with respect to the virtual 
computer comprising the pair and the volume perfor 
mance value with respect to the logical volume compris 
ing the pair; 

redetermining to which area of the areas the pair belongs 
based on the recomputed virtual computer performance 
value and Volume performance value, and storing the 
redetermined area as a latest area; 

determining whether or not the initial area and the latest 
area match; and 

outputting information to effect that there is no match in a 
case where the initial area and the latest area does not 
match. 
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