NL C 2010463

Aanvraagnummer; 2010463

® O

Aanvraag ingediend: 15.03.2013

Octrooicentrum @
Nederland

2010463

(2C OCTROOI

D)

Int.CI.:
GO03B 37/04 (2006.01)

Aanvraag gepubliceerd:

®

Octrooi verleend:
16.09.2014

® &

Octrooischrift uitgegeven:
24.09.2014

@)

Octrooihouder(s):
Cyclomedia Technology B.V. te Zaltbommel.

Uitvinder(s):
Bart Johannes Beers te RUMPT.
Peter Joosten te Rotterdam.

Gemachtigde:
Ir. A A.G. Land c.s. te DEN HAAG.

® 6

panoramabeeld.

Werkwijze voor het genereren van een panoramabeeld.

De onderhavige uitvinding heeft betrekking op een werkwijze voor het genereren van een

De werkwijze volgens de uitvinding omvat de stappen van het verschaffen van een 3D puntenmodel van
een omgeving rondom een virtuele standpunt, het verkrijgen van een veelvoud aan beelden van de
omgeving van het virtuele standpunt, het projecteren van de verkregen beelden op het

3D puntenmodel en het genereren van het panoramabeeld met behulp van het zo verkregen 3D

puntenmodel van de omgeving.

Dit octrooi is verleend ongeacht het bijgevoegde resultaat van het onderzoek naar de stand van de techniek en
schriftelijke opinie. Het octrooischrift komt overeen met de oorspronkelijk ingediende stukken.
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Werkwijze voor het genereren van een panoramabeeld

De onderhavige uitvinding heeft betrekking op een
werkwijze voor het genereren van een panoramabeeld.

Binnen de context van de onderhavige uitvinding wordt
onder panoramabeeld verstaan een beeld welke verkregen kan
worden door middel van meerdere optische camera’s waarvan de
afzonderlijk beelden worden gecombineerd tot het
panoramabeeld en waarbij het gezichtsveld dat wordt
weergegeven door het panoramabeeld groter is dan de
gezichtsvelden behorende bij de optische camera’s waarmee de
afzonderlijke beelden zijn verkregen. Hierbij wordt onder
gezichtsveld verstaan dat deel van de omgeving dat gezien
vanuit een bepaalde positie en oriéntatie kan worden
waargenomen door een optische camera of kan worden
weergegeven door het panoramabeeld.

Panoramabeelden kunnen bijvoorbeeld informatie
verstrekken over infrastructuur welke gebruikt kan worden
door onder andere overheden, vastgoedmakelaars,
nutsbedrijven, banken en verzekeringsmaatschappijen teneinde
lokale situaties te beoordelen, bijvoorbeeld de ligging wvan
vastgoedobjecten, de toestand van infrastructurele objecten
en lokale verkeerssituaties.

Gezien bovenstaande toepassing is een belangrijke eis
voor panoramabeelden dat de maten van de elementen in het
beeld, zoals de hoogte of breedte van een gebouw of weg,
voldoende nauwkeurig zijn.

Er bestaat tevens een continue wens om de resolutie van
de panoramabeelden te verhogen. Omdat de resolutie van de
optische camera’s niet toereikend is, dient een veelvoud aan
optische camera’s gebruikt te worden.

Een verdere eis is dat de afzondelijke beelden welke

gebruikt worden voor het genereren van het panoramabeeld
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verkregen kunnen worden door middel van een systeem dat op
of aan een bewegend voertuig is bevestigd en dat de optische
camera’s de beelden kunnen vastleggen terwijl het voertuig
zich beweegt. Indien dit niet het geval zou zijn wordt het
moeilijker een afdoende hoeveelheid beelden te verzamelen
voor een groot gebied zoals een regio, streek of land.

Een bekend probleem bij het combineren van meerdere
beelden is dat deze beelden doorgaans niet vanuit eenzelfde
positie met eenzelfde optische camera zijn verkregen.
Hierdoor zullen parallax fouten optreden. Om deze fouten te
voorkomen zijn een aantal technieken bekend.

In een eerste techniek wordt gebruik gemaakt van een
optische camera welke draaibaar is bevestigd. Door de camera
niet te verplaatsen maar enkel te roteren kunnen meerdere
beelden verkregen worden vanuit min of meer dezelfde
positie. Een nadeel van deze techniek is dat deze zich niet
leent voor het verkrijgen van beelden vanuit een rijdend
voertuig.

Een verder bekende techniek is bekend uit US
2002/0089765 Al en betreft het plaatsen van optische
camera’s en spiegels in een frame zodanig dat licht dat
invalt op een spiegel wordt gereflecteerd naar een optische
camera en wel op een zodanig manier dat de schijnbare
intreepupil behorende bij deze optische camera dezelfde is
als bij de andere camera’s in het frame. Hierdoor wordt
bereikt dat alle camera’s schijnbaar vanuit dezelfde positie
beelden waarnemen ondanks het feit dat de camera’s allemaal
een verschillende oriéntatie hebben. Een nadeel van deze
techniek is dat het verkrijgen van een identieke schijnbare
intreepupil voor alle camera’s eisen stelt aan de plaatsing
van de camera’s waardoor deze aanpak zich minder leent voor

het verhogen van het aantal camera’s en in het bijzonder
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omdat de gewenste plaatsing soms onmogelijk is vanwege de
fysieke afmetingen van de camera’s.

Een andere techniek is bekend uit EP 1 903 534 Al en
betreft een tweetal optische camera’s welke op een lengteas
van een voertuig achter elkaar op het dak van dat voertuig
zijn geplaatst. Doordat het voertuig beweegt kan door middel
van een geschikte aansturing van de camera’s voor het
vastleggen van een beeld bereikt worden dat ten tijde van
het vastleggen van het beeld elke camera zich op dezelfde
positie ten opzichte van de omgeving bevindt. Een nadeel wvan
de techniek is dat het zich beperkt tot camera’s welke in de
lengterichting van het voertuig achter elkaar zijn
geplaatst. Hierdoor is het verhogen van het aantal camera’s
beperkt te noemen. Een ander nadeel is dat bij het nemen van
bochten er toch parallax fouten kunnen optreden.

Het is een doel van de onderhavige uitvinding een
werkwijze te verschaffen voor het genereren van een
panoramabeeld van een omgeving van een virtueel standpunt
gezien vanuit het virtuele standpunt en overeenkomend met
een vooraf bepaald gezichtsveld gebruikmakend van een
veelvoud aan beelden, welk panoramabeeld geen tot weinig
parallax fouten vertoont en waarbij bovenstaande nadelen
zich niet tot nauwelijks voordoen.

Dit doel is bereikt met de werkwijze uit conclusie 1.
Volgens de uitvinding omvat de werkwijze het verschaffen van
een driedimensionaal (3D) puntenmodel van een omgeving
rondom het virtuele standpunt, waarbij het 3D puntenmodel
punten omvat met positie informatie en/of hierdoor gevormd
wordt en/of hieruit bestaat, welke punten overeenkomen met
één of meerdere elementen rondom het virtuele standpunt op
een positie overeenkomend met de positie informatie. Het
panoramabeeld komt overeen met een beeld dat verkregen zou

worden indien een optische camera gebruikt zou worden op het
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virtuele standpunt welke het gezichtsveld vastlegt behorende
bij het panoramabeeld. Doorgaans bestaat een dergelijke
camera met de gewenste resolutie en het gewenste
gezichtsveld niet waardoor meerdere beelden gebruikt moeten
worden.

Een punt in het 3D puntenmodel komt bij voorkeur
overeen met de aanwezigheid van een omtrekstructuur van een
voorwerp op een plek in de ruimte welke overeenkomt met de
positie informatie van dat punt. Een voorbeeld hiervan is
een verzameling punten in het 3D puntenmodel welke
overeenkomen met een buitenwand of gevel van een gebouw.

De punten uit het 3D puntenmodel komen overeen met één
of meerdere elementen rondom het virtuele standpunt. Hiertoe
wordt bij voorkeur in hoofdzaak de gehele omgeving rondom
het virtuele standpunt afgetast voor het verzamelen van de
punten voor het 3D puntenmodel. Het aftasten zelf hoeft
hierbij niet wvanuit het virtuele standpunt te geschieden.
Echter, het 3D puntenmodel is bij voorkeur in die mate
volledig dat een waarheidsgetrouw panoramabeeld verschaft
kan worden behorende bij het virtuele standpunt en bij
voorkeur met een willekeurig gezichtsveld en in het
bijzonder met een gezichtsveld van 360 graden.

De werkwijze omvat verder het verkrijgen van een
veelvoud aan beelden van de omgeving van het virtuele
standpunt, elke beeld verkregen vanuit een bekende positie
en met een bekende oriéntatie, waarbij de beelden
kleurinformatie omvatten over ten minste een deel van de één
of meerdere elementen. De beelden komen hierbij doorgaans
overeen met digitale kleurenfoto’s.

Voorts omvat de werkwijze het projecteren van de
verkregen beelden op het 3D puntenmodel voor het verkrijgen
van een 3D puntenmodel met kleurinformatie per punt. In deze

stap wordt door middel van correlatie tussen punten uit het
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3D puntenmodel en het verkregen beeld, meer in het bijzonder
elementen uit dat beeld, de kleur bepaald van het punt in
het 3D puntenmodel. Een voorbeeld hiervan is dat een punt in
het 3D puntenmodel dat overeenkomt met een plek op een
betonnen wand van een gebouw gecorreleerd wordt met
diezelfde plek in de digitale foto van de wand of het
gebouw. De kleur in de digitale foto van die plek wordt
gebruik als basis voor het toekennen van een kleur aan het
punt uit het 3D puntenmodel. Doorgaans zal de kleur
gecorrigeerd worden om rekening te houden met
omgevingsfactoren zoals andere veranderende lichtcondities.

Als laatste stap omvat de werkwijze het genereren van
het panoramabeeld met behulp van het zo verkregen 3D
puntenmodel van de omgeving. Het 3D puntenmodel omvat
positie informatie en kleuren informatie. Daarom is het
mogelijk te berekenen wat het panoramabeeld moet zijn gezien
vanuit het virtuele standpunt en met een gegeven
gezichtsveld.

Uit “Towards a 3D true colored space by the fusion of
laser scanner point cloud and digital photos”, by A.
Abdelhafiz et al., ISPRS XXXVI-5/W17, 1is een techniek bekend
voor het berekenen van een 3D model van een object. Deze
techniek omvat eveneens het verschaffen van een 3D
puntenmodel en het nemen van een veelvoud aan beelden voor
het toekennen van kleur aan punten in het 3D puntenmodel.
Echter, deze techniek is gericht op het bepalen van een
kleuren 3D puntenmodel. Met een dergelijk model kan een
aanzicht van het object gegenereerd worden. Dit document
heeft niet als doel het verschaffen van panoramabeelden. In
tegenstelling tot de onderhavige uitvinding wordt in dit
document niet een 3D puntenmodel verkregen waarvan punten
overeenkomen met één of meerdere elementen rondom het

virtuele standpunt op een positie overeenkomend met de
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positie informatie. Eenzelfde overweging geldt voor het
verkrijgen van de beelden. Dit geschiedt niet vanuit een
positie welke in het 3D puntenmodel valt, maar enkel
daarbuiten.

Volgens de uitvinding bevindt het virtueel standpunt
zich bij voorkeur op of in de kleinste omhullende bol,
ellipsoide, balk, of doos welke alle punten uit het 3D
puntenmodel omsluit. Dit houdt in dat het virtuele standpunt
zich bij voorkeur in het 3D puntenmodel bevindt.

Het 3D puntenmodel volgens de uitvinding verschaft bij
voorkeur informatie over de aanwezigheid van de één of
meerdere elementen in richtingen overeenkomend met een
gezichtshoek in het horizontale vlak, gezien vanuit het
virtuele standpunt, van 180 graden of meer, bij voorkeur wvan
ten minste 270 graden, en meer bij voorkeur van 360 graden.
In aanvulling hierop of in plaats hiervan verschaft het 3D
puntenmodel volgens de uitvinding bij voorkeur informatie
over de aanwezigheid van de één of meerdere elementen in
richtingen overeenkomend met een gezichtshoek in het
verticale vlak, gezien vanuit het virtuele standpunt, wvan
ten minste 120 graden, bij voorkeur van ten minste 150
graden, en meer bij voorkeur van 180 graden. Zo kan
bijvoorbeeld een eenheid gebruikt worden voor het aftasten
van de omgeving welke op het virtuele standpunt is geplaatst
en welke ronddraait. Echter, het is voor de onderhavige
uitvinding niet noodzakelijk dat de informatie behorende bij
de verschillende richtingen wordt verkregen vanuit één en
dezelfde positie.

Het verschaffen van een 3D puntenmodel omvat bij
voorkeur het met een afstandbepalingseenheid aftasten van de
omgeving rondom het virtuele standpunt vanuit één of
meerdere bekende posities voor het bepalen van een afstand

tussen de één of meerdere bekende posities en de één of
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meerdere elementen. Het bepalen van afstand is hierbij een
voorbeeld van het aftasten van de omgeving. Andere
technieken waarbij het aftasten informatie verschaft over de
aanwezigheid van een object maar waarbij afstand niet direct
wordt gemeten maar indirect kan worden afgeleid worden
hierbij niet uitgesloten. Overigens wordt het gebruik van
meerdere afstandbepalingseenheden niet uitgesloten.
Dergelijke eenheden kunnen simultaan of sequentieel gebruikt
worden.

Het verschaffen van het 3D puntenmodel omvat bij
voorkeur het combineren van meerdere afstandbepalingen
betreffende hetzelfde element vanuit verschillende bekende
posities. Het wordt hierdoor bijvoorbeeld mogelijk
informatie te verkrijgen over kenmerken van een element,
zoals een wand, welke vanuit het virtuele standpunt niet
zichtbaar zijn.

Het verschaffen van het 3D puntenmodel omvat bij
voorkeur het langs een baan bewegen van een voertuig waarop
de afstandbepalingseenheid is bevestigd, waarbij het
voertuig stilstaat of beweegt tijdens het afstand bepalen.
Doordat het voertuig beweegt vindt de afstandbepaling niet
plaats op het virtuele standpunt. Echter, de omgeving van
dit standpunt kan afdoende wordt afgetast. Het moge de
vakman duidelijk zijn dat de snelheid van het voertuig en/of
de snelheid van het aftasten eventueel aangepast dient te
worden indien er veel elementen rondom het virtuele
standpunt zijn om eventuele obstructie van het aftasten door
een element te voorkomen.

Het voertuig kan meerdere eenheden omvatten welke
gericht staan onder verschillende hoeken. Dit is met name
voordelig indien de afstandbepalingseenheid een beperkt

gezichtsveld heeft.
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Om te voorkomen dat de omgeving van het virtuele
standpunt onjuist wordt weergegeven op het panoramabeeld
doordat elementen zich bevinden tussen het virtuele
standpunt en één of meerdere posities van waaruit de
omgeving is afgetast, kan de kortste afstand tussen de baan
waarlangs bewogen wordt en het virtuele standpunt kleiner
genomen worden dan een vooraf bepaalde waarde.

De afstandbepalingseenheid omvat bij voorkeur een Light
Detection And Ranging (LIDAR) eenheid.

Het gezichtsveld van het panoramabeeld is in het
horizontale vlak bij voorkeur gelijk aan of meer dan 180
graden, meer bij voorkeur ten minste 270 graden en nog meer
bij voorkeur 360 graden. Het gezichtsveld van het
panoramabeeld is in het verticale vlak bij voorkeur gelijk
aan of meer dan 120 graden, meer bij voorkeur ten minste 150
graden en nog meer bij voorkeur 180 graden. Echter, de
werkwijze volgens de onderhavige uitvinding staat toe dat
een willekeurig gezichtsveld genomen wordt. Immers, bij
voorkeur is een volledig 3D model van de omgeving voorzien
van kleureninformatie beschikbaar.

De positie informatie omvat bij voorkeur
driedimensionale positie informatie relatief tot een vooraf
bepaalde oorsprong. Tijdens het aftasten wordt doorgaans een
afstand verkregen tussen een waargenomen element en de
positie van waaruit gedetecteerd wordt. Echter, deze laatste
positie kan variabel zijn. Door nu alle positie informatie
te relateren aan eenzelfde oorsprong kan de informatie
gemakkelijker in een model verwerkt worden.

Het veelvoud aan beelden bestrijkt bij voorkeur in
hoofdzaak de gehele omgeving zoals gezien vanuit het
virtuele standpunt. Indien een panoramabeeld een beperkt
gezichtsveld kent, bijvoorbeeld 100 graden in het

horizontale vlak, is het voor het panoramabeeld niet
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noodzakelijk dat er beelden van de gehele omgeving genomen
zijn. Echter, het geniet de voorkeur indien het gezichtsveld
en het virtuele standpunt door een gebruiker instelbaar
zijn. Door nu de gehele omgeving te bestrijken met beelden
kan aan deze behoefte voldaan worden.

Ten minste één van de verkregen beelden heeft bij
voorkeur minder beeldelementen in zich dan het gegenereerde
panoramabeeld. Hierbij kan een beeldelement refereren aan
een object in het beeld maar ook aan een pixel van een
digitale foto. De resolutie van het panoramabeeld,
bijvoorbeeld gemeten in het totaal aantal pixels per foto,
kan verhoogd worden door gebruik te maken van meerdere
beelden welke elk met hoge resolutie verkregen zijn maar
welke slechts een deel van de omgeving betreffen. Als gevolg
hiervan zal een beeld vaak minder elementen in zich hebben
dan het resulterende panoramabeeld.

Het verkrijgen van een veelvoud aan beelden van de
omgeving van het virtuele standpunt omvat bij voorkeur het
nemen van digitale foto’s elk vanuit een bekende positie en
elk met een bekend gezichtsveld. Hierbij betreffen de
digitale foto’s elk bij voorkeur een segment van de omgeving
van het virtuele standpunt. Tevens is het gezichtsveld
behorende bij ten minste twee van de digitale foto’s niet
overlappend en/of is de positie van waaruit de foto is
genomen verschillend bij ten minste twee digitale foto’s.
Hierdoor wordt de omgeving eigenlijk afgedekt door een
veelvoud aan digitale foto’s welke als een mozaiek dienen.

Het verkrijgen van het veelvoud aan beelden van de
omgeving van het virtuele standpunt omvat bij voorkeur het
langs een baan bewegen van een voertuig waarop de optische
camera 1is bevestigd, waarbij het voertuig stilstaat of
beweegt tijdens het verkrijgen van het veelvoud aan beelden.

Hierbij kan de kortste afstand tussen de baan waarlangs
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bewogen wordt en het virtuele standpunt kleiner zijn dan een
vooraf bepaalde waarde.

Het wordt niet uitgesloten dat het voertuig voor de
afstandsbepaling en het voertuig voor het verkrijgen van de
beelden hetzelfde voertuig betreft. Indien het twee
voertuigen betreft geniet het de voorkeur indien beide
voertuigen dezelfde baan afleggen.

De afstand tussen het virtuele standpunt en elk van de
bekende posities van waaruit het veelvoud aan beelden is
verkregen is bij voorkeur kleiner dan een vooraf bepaalde
waarde. Dit sluit overigens niet uit dat er meerdere foto’s
genomen worden van de omgevingen van meerdere virtuele
standpunten. Het geniet echter de voorkeur de foto’s welke
dienen als kleurinformatie van een omgeving van een gegeven
virtueel standpunt te groeperen en te waarborgen dat de
posities van waaruit die foto’s genomen zijn niet te ver
liggen van het virtuele standpunt zelf.

De positie van waaruit een beeld van het veelvoud aan
beelden wordt verkregen of de bekende positie(s) voor de
afstandbepaling worden bij voorkeur bepaald door middel van
een positioneringsysteem zoals Global Positioning System
GPS.

Het projecteren van een beeld uit het veelvoud aan
beelden op het 3D puntenmodel omvat bij voorkeur het
toekennen van een kleur aan een punt in het 3D puntenmodel,
welke kleur gebaseerd is op een kleur van een overeenkomstig
punt in het beeld, rekening houdend met de positie
informatie van dat punt in het 3D puntenmodel, de positie
van waaruilt het beeld is verkregen en het gezichtsveld
horende bij het beeld. Hierbij kan gewerkt worden met
fictieve projectielijnen welke zich uitstrekken vanuit de
positie van waaruit het beeld is verkregen, meestal

overeenkomend met de intreepupil van een optische camera,
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door het beeld naar een punt of een fictief punt in het 3D
puntenmodel welke overeenkomt met een punt in het beeld door
welke de projectielijn loopt. Hierbij wordt de positie van
het beeld tussen het 3D puntenmodel en de positie wvan
waaruit het beeld is verkregen bepaald door onder andere de
gebruikte vergroting en/of het gezichtsveld en/of de afstand
tussen een element in het 3D puntenmodel en de positie wvan
waaruit het beeld is verkregen.

De toegekende kleur van een punt in het 3D puntenmodel
is gebaseerd op de kleur van een overeenkomstig punt in het
beeld. Hierbij kan gecorrigeerd worden voor de
lichtintensiteit en/of licht samenstelling.

Meer in het bijzonder kan het projecteren van een beeld
uit het veelvoud aan beelden op het 3D puntenmodel de
stappen omvatten van a) het voor een punt uit het beeld
bepalen van een overeenkomstig punt in het 3D puntenmodel
dat het dichtst ligt bij de bekende positie van waaruit het
beeld is verkregen en welke minder dan een vooraf bepaalde
afstand gelegen is van een projectielijn welke door het punt
uit het beeld en de bekende positie loopt, en b) het
toekennen van een kleur aan het in stap a) gevonden punt in
het 3D puntenmodel, waarbij de kleur afgeleid wordt van de
kleur van het overeenkomstige punt uit het beeld.

De werkwijze kan het verbeteren van het 3D puntenmodel
omvatten op basis van het bestaande 3D puntenmodel en een
beeld uit het veelvoud aan beelden. Tevens kan het
verbeterde 3D puntenmodel gebruikt worden bij het genereren
van het panoramabeeld.

Een voorbeeld van het verbeteren van het 3D puntenmodel
omvat de stappen van a) het voor een punt uit het beeld
bepalen van een veelvoud aan overeenkomstige punten in het
3D puntenmodel welke het dichtst liggen bij de bekende

positie van waaruit het beeld is verkregen en welke minder
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dan een vooraf bepaalde afstand gelegen zijn van een
projectielijn welke door het punt uit het beeld en de
bekende positie loopt, b) het toevoegen van een punt aan het
3D puntenmodel, welke toegevoegd punt positie informatie
krijgt toegekend overeenkomend met een interpolatie van de
positie informatie van het genoemde veelvoud aan
overeenkomstige punten, en c¢) het toekennen van een kleur
aan het bij stap b) toegevoegde punt, waarbij de kleur
afgeleid wordt van de kleur van het overeenkomstige punt uit
het beeld. Door deze werkwijze kan het aantal punten in het
3D puntenmodel verhoogd worden.

Naast het zoeken van overeenkomstige punten tussen een
beeld en het 3D puntenmodel kan de werkwijze volgens de
onderhavige uitvinding verder de stappen omvatten van het
extraheren van een eerste objectkenmerk uit het 3D
puntenmodel en het extraheren van een tweede objectkenmerk
uit een beeld uit het veelvoud aan beelden welke
correspondeert met het eerste objectkenmerk. Vervolgens kan
het projecteren van een beeld uit het veelvoud aan beelden
op het 3D puntenmodel mede gebaseerd zijn op een
overeenkomst in het eerste en tweede objectkenmerk. Als
voorbeeld kan de werkwijze het bepalen omvatten van een
relatieve positiefout tussen het beeld en het 3D puntenmodel
door de afstand te bepalen tussen de positie van het eerste
objectkenmerk en het tweede objectmerk. Hierbij kan de
positie informatie van een punt in het 3D puntenmodel, de
bekende positie en/of de oriéntatie van waaruit het beeld
verkregen is gecorrigeerd worden met behulp van de relatieve
positiefout. Hierbij kan gebruik gemaakt worden van een
weging welke gerelateerd is aan nauwkeurigheidsinformatie.
Zo kan een correctie van de bekende positie groter zijn naar
mate de nauwkeurigheid van deze positie minder wordt ten

opzichte van de oriéntatie en/of de positie informatie wvan
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een punt in het 3D puntenmodel. Overigens kan het bepalen
van de relatieve positiefout ook geschieden na het
projecteren van het beeld op het 3D puntenmodel. Zo kan de
projectie van een rand van een gebouw op een 3D puntenmodel
niet overlappen met de overeenkomstige rand in het 3D
puntenmodel waardoor een relatieve positiefout afleidbaar
is.

In het hiernavolgende zal de uitvinding in meer detail
worden besproken onder verwijzing naar de bijgevoegde
figuren, waarbij:

Figuur 1A twee voertuigen toont voor het uitvoeren van
enkele stappen van een werkwijze volgens de onderhavige
uitvinding;

Figuur 1B een detailweergave toont van een van de
voertuigen van figuur 1A;

Figuur 2 een schematische weergave toont van een foto
voor gebruik in een werkwijze volgens de onderhavige
uitvinding;

Figuur 3 een driedimensionaal model toont voor gebruik
in een werkwijze volgens de onderhavige uitvinding;

Figuur 4 een stroomdiagram toont van een werkwijze
volgens onderhavige uitvinding;

Figuur 5 een stroomdiagram toont van een meer
specifieke werkwijze volgens de onderhavige uitvinding;

Figuur 6 een schematisch, axonometrisch aanzicht toont
van de werkwijze volgens de onderhavige uitvinding.

Voor de uitvinding maakt het op zich niet uit hoe de
benodigde foto’s verkregen worden en in welke richting zij
gemaakt zijn. Zolang er voor een te genereren panoramabeeld
maar voldoende beeldinformatie uit de beelden voorradig is
voor het toekennen van kleur aan de punten in het 3D

puntenmodel, kan een tweedimensionaal aanzicht van het 3D
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puntenmodel verkregen worden die de indruk wekt een
panoramabeeld in de vorm van een foto te zijn.

Een doel van de onderhavige uitvinding is om
uiteindelijk panoramabeelden van de omgeving te genereren
met een groot aantal beeldelementen, zodat de omgeving in
groot detail weergegeven wordt, groter dan met een enkele
opname door een conventionele camera mogelijk is. Voor dit
voorbeeld wordt voor de beeldvorming en ter vergelijking met
de stand der techniek daarom uitgegaan van een enkel
voertuig 110 (figuur 1A) met daarop twee camera’s 112 en 114
gemonteerd die niet exact dezelfde oriéntatie hebben, maar
een enigszins overlappend zichtveld hebben. Volgens de stand
der techniek zouden de opnamen van deze camera’s 112 en 114
door stitching verenigd kunnen worden tot een enkel beeld
met een groter aantal beeldelementen. Door de afstand tussen
de intreepupillen van de camera’s 112 en 114 zal dit echter
een beeld met parallaxfouten opleveren.

Verder wordt een driedimensionaal model gemaakt van de
omgeving door een voertuig 120 voorzien van een tweetal
Lidarinrichtingen 122 en 124 (figuren 1A en 1B). Deze
Lidarinrichtingen 122 en 124 hebben een roterende
laserstraal waarmee de omgeving afgetast wordt. De roterende
laserstralen definiéren elk een vlak 132 respectievelijk 134
waarin objecten 162, 164, 166, en 168 in de omgeving
waargenomen worden. De Lidarinrichtingen 122 en 124 tasten
slechts in een vlak 132, 134, maar doordat het voertuig 120
zich voortbeweegt over een weg 150, wordt de hele omgeving
afgetast. De Lidarinrichtingen 122 en 124 zenden een
laserbundel uit. Aan de hand van de tijd die een reflectie
er over doet om terug te keren bij de Lidarinrichting 122,
124 kan de afstand van de Lidarinrichting tot een object
vastgesteld worden. Aangezien ook bekend is in welke

richting de laserbundel uitgezonden is, is de relatieve
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positie van het object waarop de laserbundel gereflecteerd
is ten opzichte van de Lidarinrichting bekend. Door ook de
positie van de Lidarinrichting 122, 124, bijvoorbeeld
bepaald door middel van GPS, steeds op te slaan is aldus de
absolute positie van de reflecties bekend.

Figuur 2 toont een voorbeeld van een opname 200 gemaakt
door een van de camera’s 112, 114. In de opname 200 is een
weergave te zien van de weg 150 en de objecten 162, 164, 166
en 168 in de omgeving. De opname 200 wordt bij voorkeur met
een digitale camera 112, 114 gemaakt met hoge resolutie.

Met behulp van de Lidarinrichtingen 122, 124 wordt een
driedimensionaal model 300 (figuur 3) van de omgeving
gemaakt. De objecten 162, 164, 166 en 168 worden in het 3D
puntenmodel gedefinieerd door respectievelijk puntenclusters
362, 3064, 366 en 368. De weg 150 wordt eveneens gedefinieerd
door een puntencluster 370. Hetzelfde geldt voor de grond.
De punten in het 3D puntenmodel komen dus overeen met punten
waar licht gereflecteerd werd door de aanwezigheid wvan een
materiéle structuur. Figuur 3 toont een weergave van het 3D
puntenmodel 300 vanuit hetzelfde standpunt als waarin foto
200 is genomen.

Een voorbeeldwerkwijze 400 (figuur 4) volgens de
onderhavige uitvinding omvat het volgende: de werkwijze gaat
uit van een aantal foto’s 200 die verkregen dienen te worden
408 en een 3D puntenmodel 300 (verkregen in stap 404) van de
omgeving waar de foto’s 200 genomen zijn. Het 3D puntenmodel
300 zou bijvoorbeeld een driedimensionale CAD-tekening
kunnen zijn van de omgeving. Vaak zijn dergelijke tekeningen
echter niet beschikbaar, bijvoorbeeld in oudere buurten. In
nieuwere buurten zijn wellicht CAD-tekeningen beschikbaar
van individuele gebouwen. Tekeningen van complete buurten
zijn uitzonderlijk. Bovendien zijn deze tekeningen vaak nog

niet voorzien van absolute positiegegevens. In de praktijk
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heeft het daarom de voorkeur om het 3D puntenmodel 300 te
verkrijgen met behulp van een Lidarinrichting 122, 124.
Zonder verdere bewerking levert dit puntenclusters op in een
driedimensionale ruimte welke puntenclusters de buitenste
oppervlakken van objecten in de omgeving representeren.
Nadat het 3D puntenmodel 300 en de foto’s 200 verkregen
zijn, worden de foto’s 200 in het 3D puntenmodel 300
geprojecteerd 414. De individuele beeldelementen uit de
foto’s 200, bijvoorbeeld in de vorm van pixels, worden
geprojecteerd door langs de projectielijn het punt in het 3D
puntenmodel 300 te zoeken dat binnen een gestelde afstand
van de projectielijn ligt en het dichtst bij het standpunt
gelegen 1s waarvandaan de foto 200 genomen is. Hierbij
strekt de projectielijn zich uit vanuit de intreepupil door
de foto naar het 3D puntenmodel, zie figuur 6. De kleur van
de pixel wordt vervolgens toegekend aan dit overeenkomstige
punt in het 3D puntenmodel 300, waarbij de kleur eventueel
aangepast wordt. Op deze wijze wordt het 3D puntenmodel 300
ingekleurd met de foto’s 200. Overigens hoeft de
bovengenoemde gestelde afstand niet een vaste afstand te
zijn. Zo zal een 3D puntenmodel 300 dat verkregen is door
Lidarinrichtingen 122, 124 op een auto te monteren die door
het gebied rijdt over het algemeen puntenwolken opleveren
die op grotere hoogte boven de grond minder dicht zijn dan
vlak bij de grond, aangezien de Lidarinrichting 122, 124
tijdens het roteren met een vaste hoek aftast en de afstand
tussen de individuele aftastlijnen (de richtingen waarin de
laserstraal verzonden wordt) divergeert met toenemende
afstand van de Lidarinrichting 122, 124. In dergelijke
situaties is het voordelig om de gestelde afstand
afhankelijk te maken van bijvoorbeeld de hoogte boven de
grond en/of de afstand tot het standpunt waarvandaan de foto

genomen 1is.
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Vervolgens wordt een standpunt bepaald 416 behorende
bij het te genereren panoramabeeld, alsmede een bijbehorende
oriéntatie, ofwel kijkrichting, en een gezichtsveld, om in
de volgende stap, stap 418, het 3D puntenmodel 300 te
gebruiken om het panoramabeeld te genereren, waarmee de
werkwijze eindigt 420.

In een verdere uitvoeringsvorm (figuur 5) worden
additionele stappen ondernomen om te kans te verkleinen dat
delen van foto’s 200 op de verkeerde objecten in het 3D
puntenmodel 300 worden geprojecteerd. Deze werkwijze 500
begint 502 en voert in eerste instantie de reeds hierboven
besproken stappen uit van het verkrijgen 504 wvan het 3D
puntenmodel 300 en het verkrijgen 508 wvan de foto’s 200.

Na het verkrijgen 504 van het 3D puntenmodel 300 worden
uit het 3D puntenmodel 300 objectkenmerken geéxtraheerd 5060.
Uit de foto’s 200 worden eveneens objectkenmerken
geéxtraheerd 510. Bij objectkenmerken moet gedacht worden
aan kenmerken van objecten die zowel in het 3D puntenmodel
300, als in de foto’s 200 relatief gemakkelijk te
identificeren zijn, zoals randen en hoeken van objecten die
scherp contrasteren met de achtergrond.

Nadat uit zowel het 3D puntenmodel 300 als uit de
foto’s 200 objectkenmerken geéxtraheerd zijn, worden
corresponderende paren van objectkenmerken gezocht 512 in
enerzijds het 3D puntenmodel 300 en anderzijds de foto’s
200. Vervolgens worden wederom de foto’s 200 geprojecteerd
514 in het 3D puntenmodel 300, echter nu wordt bij de
projectie rekening gehouden met de corresponderende
objectkenmerk paren. Dit wordt gedaan door in het
projectieproces de corresponderende objectkenmerken met
elkaar uit te lijnen, zodat bijvoorbeeld beeldpunten die bij
voorgrondobjecten horen op de voorgrondobjecten

geprojecteerd worden en beeldpunten die bij
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achtergrondobjecten behoren op achtergrondobjecten
geprojecteerd worden. Vervolgens wordt, net als in de
werkwijze van figuur 4, een virtueel standpunt bepaald 516
met oriéntatie en gezichtsveld, waarna het panoramabeeld
wordt gegenereerd, waarmee de procedure eindigt 520.

Bovenstaande wordt verduidelijkt aan de hand van figuur
6. Hierin wordt een 3D model 300 getoond van een kerkgebouw,
waarbij het kerkgebouw door een puntencluster wordt
voorgesteld omvattende punten 310, zoals deze door een
Lidarinrichting 122, 124 verkregen zou kunnen zijn. Ter
verduidelijking van de figuur zijn de randen van de vlakken
in het 3D puntenmodel 300 weergegeven met gestippelde
lijnen. In het daadwerkelijke 3D puntenmodel 300 zijn de
punten 310 op of nabij de randen echter niet zonder meer te
onderscheiden van de andere punten 310 die zich bijvoorbeeld
midden in een vlak bevinden.

Ten minste één foto 200 wordt geprojecteerd op het 3D
puntenmodel 300 volgens de projectielijnen 620. De
projectielijnen 620 worden bepaald door de geometrie van het
optische systeem van de camera waarmee de foto 200 verkregen
is en strekken zich uit vanuit de positie 621 van de
intreepupil ten tijde van het nemen van foto 200 door de
foto 200 richting het 3D puntenmodel. Het 3D puntenmodel kan
meerdere punten omvatten die in de buurt liggen wvan
projectielijn 620. Doorgaans zal dat punt gekozen worden
welke het dichtst bij positie 621 en de projectielijn 620
ligt. Deze projectie volgens de projectielijnen 620 kent
kleuren toe aan de punten 310 in het 3D puntenmodel 300.
Optioneel worden extra punten 310 toegevoegd aan het 3D
puntenmodel 300.

Vervolgens wordt het (eventueel gedeeltelijk)
ingekleurde 3D puntenmodel 300 gebruikt om een panoramabeeld

600 te genereren. Dit kan wederom geschieden door middel van
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projectie echter nu vanuit 3D puntenmodel 300 richting een
virtueel standpunt 622. Hiertoe wordt gebruik gemaakt van
projectielijnen 630 welke zich vanuit de punten wvan 3D
puntenmodel 300 uitstrekken naar virtueel standpunt 622.

Het moge de vakman duidelijk zijn dat het in figuur 6
getoonde voorbeeld enkel dient ter illustratie. In de
praktijk wordt deze werkwijze gebruikt voor het genereren
van panoramabeelden welke een beeld verschaffen van een
omgeving van virtueel standpunt 622 en niet een enkel object
zoals in figuur 6. In een dergelijk geval omvat het 3D
puntenmodel punten rondom virtueel standpunt 622. Virtueel
standpunt 622 bevindt zich als het ware in het 3D
puntenmodel en niet, zoals uit figuur 6 zou kunnen worden
geconcludeerd, buiten het 3D puntenmodel.

De hier beschreven en in de figuren getoonde
uitvoeringsvormen zijn slechts voorbeelduitvoeringsvormen
die slecht opgenomen zijn ter illustratie van de uitvinding.
Deze uitvoeringsvormen dienen derhalve niet opgevat te
worden als beperkend. Het zal voor de vakman duidelijk zijn
dat velerlei aanpassingen en alternatieven mogelijk zijn
binnen de uitvinding. Zo kunnen bijvoorbeeld aspecten van
verschillende uitvoeringsvormen gecombineerd worden tot
nieuwe uitvoeringsvormen. De gevraagde bescherming wordt

slechts beperkt door de nu navolgende conclusies.
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Conclusies

1. Werkwijze voor het genereren van een panoramabeeld
van een omgeving van een virtueel standpunt gezien vanuit
het virtuele standpunt en overeenkomend met een vooraf
bepaald gezichtsveld;

het verschaffen van een 3D puntenmodel van een omgeving
rondom het virtuele standpunt, waarbij het 3D puntenmodel
punten omvat met positie informatie, welke punten
overeenkomen met één of meerdere elementen rondom het
virtuele standpunt op een positie overeenkomend met de
positie informatie;

het verkrijgen van een veelvoud aan beelden van de
omgeving van het virtuele standpunt, elk beeld verkregen
vanuit een bekende positie en met een bekende oriéntatie,
waarbij de beelden kleurinformatie omvatten over ten minste
een deel van de één of meerdere elementen;

het projecteren van de verkregen beelden op het 3D
puntenmodel voor het verkrijgen van een 3D puntenmodel met
kleurinformatie per punt;

het genereren van het panoramabeeld met behulp van het

zo verkregen 3D puntenmodel van de omgeving.

2. Werkwijze volgens conclusie 1, waarbij het
virtueel standpunt zich bevindt op of in de kleinste
omhullende bol, ellipsoide, balk, of doos welke alle punten

uit het 3D puntenmodel omsluit.

3. Werkwijze volgens conclusie 1 of 2, waarbij het 3D
puntenmodel informatie verschaft over de aanwezigheid wvan de
één of meerdere elementen in richtingen overeenkomend met
een gezichtshoek in het horizontale vlak, gezien vanuit het

virtuele standpunt, van 180 graden of meer, bij voorkeur van
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ten minste 270 graden en meer bij voorkeur van 360 graden;
en/of

waarbij het 3D puntenmodel informatie verschaft over de
aanwezigheid van de één of meerdere elementen in richtingen
overeenkomend met een gezichtshoek in het verticale vlak,
gezien vanuit het virtuele standpunt, van ten minste 120
graden, bij voorkeur van ten minste 150 graden, en meer bij

voorkeur van 180 graden.

4, Werkwijze volgens een van de voorgaande
conclusies, waarbij het verschaffen van een 3D puntenmodel
het met een afstandbepalingseenheid aftasten van de omgeving
rondom het virtuele standpunt vanuit één of meerdere bekende
posities omvat voor het bepalen van een afstand tussen de
één of meerdere bekende posities en de één of meerdere

elementen.

5. Werkwijze volgens conclusie 4, waarbij het
verschaffen van het 3D puntenmodel het combineren omvat van
meerdere afstandbepalingen betreffende hetzelfde element

vanuit verschillende bekende posities.

6. Werkwijze volgens conclusie 4 of 5, waarbij het
verschaffen van het 3D puntenmodel het langs een baan
bewegen omvat van een voertuig waarop de
afstandbepalingseenheid is bevestigd, waarbij het voertuig

stilstaat of beweegt tijdens het afstand bepalen.

7. Werkwijze volgens conclusie 6, waarbij het
voertuig meerdere eenheden omvat welke gericht staan onder

verschillende hoeken.
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8. Werkwijze volgens conclusie 7 of 8, waarbij de
kortste afstand tussen de baan waarlangs bewogen wordt en
het virtuele standpunt kleiner is dan een vooraf bepaalde

waarde.

9. Werkwijze volgens een van de conclusies 4-8,

waarbij de afstandbepalingseenheid een LIDAR eenheid omvat.

10. Werkwijze volgens een van de voorgaande
conclusies, waarbij het gezichtsveld van het panoramabeeld
in het horizontale vlak bij voorkeur gelijk aan of meer dan
180 graden, meer bij voorkeur ten minste 270 graden en nog
meer bij voorkeur 360 graden is; en/of

waarbij het gezichtsveld van het panoramabeeld in het
verticale vlak bij voorkeur gelijk aan of meer dan 120
graden, meer bij voorkeur ten minste 150 graden en nog meer

bij voorkeur 180 graden is.

11. Werkwijze volgens een van de voorgaande
conclusies, waarbij de positie informatie driedimensionale
positie informatie omvat relatief tot een vooraf bepaalde

oorsprong.

12. Werkwijze volgens een van de voorgaande
conclusies, waarbij het veelvoud aan beelden in hoofdzaak de
gehele omgeving bestrijkt zoals gezien vanuit het virtuele

standpunt.

13. Werkwijze volgens een van de voorgaande
conclusies, waarbij ten minste één van de verkregen beelden
minder beeldelementen in zich heeft dan het gegenereerde

panoramabeeld.
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14. Werkwijze volgens een van de voorgaande
conclusies, waarbij het verkrijgen van een veelvoud aan
beelden van de omgeving van het virtuele standpunt het nemen
van digitale foto’s omvat elk vanuit een bekende positie en

elk met een bekend gezichtsveld.

15. Werkwijze volgens conclusie 14, waarbij de
digitale foto’s elk een segment van de omgeving van het

virtuele standpunt betreffen.

16. Werkwijze volgens conclusie 14 of 15, waarbij het
gezichtsveld behorende bij ten minste twee van de digitale
foto’s niet overlappend is en/of waarbij de positie van
waaruit de foto is genomen verschillend is bij ten minste

twee digitale foto’s.

17. Werkwijze volgens een van de conclusies 14-16¢6,
waarbij het verkrijgen van een veelvoud aan beelden van de
omgeving van het virtuele standpunt het langs een baan
bewegen omvat van een voertuig waarop één of meerdere
optische camera(s) is/zijn bevestigd, waarbij het voertuig
stilstaat of beweegt tijdens het verkrijgen van het veelvoud

aan beelden.

18. Werkwijze volgens conclusie 17, waarbij de kortste
afstand tussen de baan waarlangs bewogen wordt en het
virtuele standpunt kleiner is dan een vooraf bepaalde

waarde.

19. Werkwijze volgens een van de voorgaande
conclusies, waarbij de afstand tussen het virtuele standpunt

en elk van de bekende posities van waaruit het veelvoud aan
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beelden wordt verkregen kleiner is dan een vooraf bepaalde

waarde.

20. Werkwijze volgens een van de voorgaande
conclusies, waarbij de positie van waaruit een beeld van het
veelvoud aan beelden wordt verkregen of de bekende
positie(s) voor de afstandbepaling wordt bepaald door middel

van een positioneringsysteem zoals GPS.

21. Werkwijze volgens een van de voorgaande
conclusies, waarbij het projecteren van een beeld uit het
veelvoud aan beelden op het 3D puntenmodel het toekennen
omvat van een kleur aan een punt in het 3D puntenmodel,
welke kleur gebaseerd is op een kleur van een overeenkomstig
punt in het beeld, rekening houdend met de positie
informatie van dat punt in het 3D puntenmodel, de positie
van waaruit het beeld is verkregen en het gezichtsveld

horende bij het beeld.

22. Werkwijze volgens conclusie 21, waarbij het
projecteren van een beeld uit het veelvoud aan beelden op
het 3D puntenmodel omvat:

a) het voor een punt uit het beeld bepalen van een
overeenkomstig punt in het 3D puntenmodel dat het dichtst
ligt bij de bekende positie van waaruit het beeld is
verkregen en welke minder dan een vooraf bepaalde afstand
gelegen 1s van een projectielijn welke door het punt uit het
beeld en de bekende positie loopt:;

b) het toekennen van een kleur aan het in stap a)
gevonden punt in het 3D puntenmodel, waarbij de kleur
afgeleid wordt van de kleur van het overeenkomstige punt uit

het beeld.
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23. Werkwijze volgens een van de voorgaande
conclusies, verder omvattende het verbeteren wvan het 3D
puntenmodel op basis van het bestaande 3D puntenmodel en een

beeld uit het veelvoud aan beelden.

24. Werkwijze volgens conclusie 23, waarbij het
genereren van het panoramabeeld met behulp van het =zo
verkregen 3D model van de omgeving het genereren omvat met

behulp van het verbeterde 3D puntenmodel.

25. Werkwijze volgens conclusie 23 of 24, waarbij het
verbeteren van het 3D puntenmodel omvat:

a) het voor een punt uit het beeld bepalen van een
veelvoud aan overeenkomstige punten in het 3D puntenmodel
welke het dichtst liggen bij de bekende positie van waaruit
het beeld is verkregen en welke minder dan een vooraf
bepaalde afstand gelegen zijn van een projectielijn welke
door het punt uit het beeld en de bekende positie loopt:;

b) het toevoegen van een punt aan het 3D puntenmodel,
welke toegevoegd punt positie informatie krijgt toegekend
overeenkomend met een interpolatie van de positie informatie
van het genoemde veelvoud aan overeenkomstige punten;

c) het toekennen van een kleur aan het bij stap b)
toegevoegde punt, waarbij de kleur afgeleid wordt van de

kleur van het overeenkomstige punt uit het beeld.

26. Werkwijze volgens een van de voorgaande
conclusies, verder omvattende de stappen van:

het extraheren van een eerste objectkenmerk uit het 3D
puntenmodel;

het extraheren van een tweede objectkenmerk uit een
beeld uit het veelvoud aan beelden dat correspondeert met

het eerste objectkenmerk;
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waarbij het projecteren van een beeld uit het veelvoud
aan beelden op het 3D puntenmodel mede gebaseerd is op een

overeenkomst in het eerste en tweede objectkenmerk.

27. Werkwijze volgens conclusie 26, verder omvattende
de stappen van:

het bepalen van een relatieve positiefout tussen het
beeld en het 3D puntenmodel door de afstand te bepalen
tussen de positie van het eerste objectkenmerk en het tweede
objectmerk;

het corrigeren van de positie informatie van een punt
in het 3D puntenmodel en/of het corrigeren van de bekende
positie en/of de oriéntatie van waaruit het beeld verkregen

is.
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Il. ONDERZOCHTE GEBIEDEN VAN DE TECHNIEK

Onderzochte minimumdocumentatie

Classificatiesysteem Classificatiesymbolen

iPC G03B

Onderzochte andere documentatie dan de minimum documentatie, voor zover dergelijke documenten in de onderzochte gebieden zijn
opgenomen

1. GEEN ONDERZOEK MOGELIJK VOOR BEPAALDE CONCLUSIES  (opmerkingen op aanvullingsblad)

iv. GEBREK AAN EENHEID VAN UITVINDING (opmerkingen op aanvullingsblad)

Form PCT/ISA 201 A (11/2000)
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A. CLASSIFICATIE VAN HET ONDERWERP

INV. GO3B37/04
ADD.

Volgens de Internationale Classificatie van octrooien (IPC) of zowel volgens de nationale classificatie als volgens de IPC.

B. ONDERZOCHTE GEBIEDEN VAN DE TECHNIEK

Onderzochte miminum documentatie (classificatie gevolgd door classificatiesymbolen)

GO38B

Onderzochte andere documentatie dan de mimimum documentatie, voor dergelijke documenten, voor zover dergelijke documenten in de onderzochte
gebieden zijn opgenomen

Tijdens het onderzoek geraadpleegde elektronische gegevensbestanden (naam van de gegevensbestanden en, waar uitvoerbaar, gebruikte trefwoorden)

EPO-Internal, WPI Data

C. VAN BELANG GEACHTE DOCUMENTEN

Categorie ° | Geciteerde documenten, eventueel met aanduiding van speciaal van belang zijnde passages Van belang voor
conclusie nr.

X Tp-Link: "TL-SC3130 / TL-SC3130G MSN View 1-27
Guide",

20 augustus 2011 (2011-08-20), hladzijden
1-6, XP055023266,

Gevonden op het Internet:
URL:http://www.tp-1ink.com/download/ipcame
ra/MSN_View_Guide.pdf

[gevonden op 2012-03-28]

* method for generating coloured three
dimensional panorama images;

het gehele document *

Verdere documenten worden vermeld in het vervolg van vak C. Leden van dezelfde octrooifamilie zijn vermeld in een bijlage

° Speciale categarieén van aangehaalde documenten “T* nade indieningsdatum of de voorrangsdatum gepubliceerde

literatuur die niet bezwarend is voor de octrooiaanvrage,
maar wordt vermeld ter verheldering van de theorie of
het principe dat ten grondslag ligt aan de uitvinding

"A* niet tot de categorie X of Y behorende literatuur die de stand van de
techniek beschrijft
"D" in de octrooiaanvrage vermeld
"X" de conclusie wordt als niet nieuw of niet inventief beschouwd

*E" eerdere octrogi{aanvrage), gepubliceerd op of na de indieningsdatum, ten opzichte van deze literatuur
waarin dezelfcse uitvingin)g%ng'dt beschre\?en ¢ P

*Y* de conclusie wordt als niet inventief beschouwd ten opzichte
van de combinatie van deze literatuur met andere geciteerde
literatuur van dezelfde categorie, waarbij de combinatie voor
de vakman voor de hand liggend wordt geacht

"P* tussen de voorrangsdatum en de indieningsdatum gepubliceerde literatuur *&" lid van dezelfde octrooifamilie of overeenkomstige octrooipublicatie

“L" om andere redenen vermelde literatuur

*O* niet-schriftelijke stand van de techniek

Datum waarop het onderzoek naar de stand van de techniek van Verzenddatum van het rapport van het onderzoek naar de stand van
intemationaal type werd voltooid de techniek van intemationaal type

19 juni 2013
Naam en adres van de instantie De bevoegde ambtenaar

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040, . .
Fav (+31-70) 340-3018 Tomezzoli, Giancario

Formulier PCT/ISA/201 (tweede blad) (Januari 2004)

btadzijde 1 van 2
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C.(Vervolg). VAN BELANG.GEACHTE DOCUMENTEN

Categorie °{ Geciteerde documenten, eventueel met aanduiding van speciaal van belang zijnde passages

Van belang voor
conclusie nr.

X WO 2005/081191 Al (MARZELL LAURENCE [GB];
MURAD SIMON WILLIAM [GB] MARZELL LAURENCE
[GB];) 1 september 2005 (2005-09-01)

* method for generating coloured three
dimensional panorama images;

bladzijde 6, regel 22 - bladzijde 31,
regel 15; figuren 1-5 *

X WO 2011/153264 A2 (ZTE USA INC [US]; ZHANG
WENFENG [US] ZTE CORP [CN]; ZHANG WENFENG
[US]) 8 december 2011 (2011-12-08)

* method for generating coloured three
dimensional panorama images;

alinea [0064] - alinea [0243]; figuren
1-52 *

A SUDIPTA N. SINHA ET AL: "Interactive 3D
architectural modeling from unordered
photo collections",

ACM TRANSACTIONS ON GRAPHICS,

deel 27, nr. 5,

1 december 2008 (2008-12-01), bladzijde 1,
XP055008808,

ISSN: 0730-0301, DOI:
10.1145/1409060.1409112

* method for generating coloured three
dimensional panorama images;

het gehele document *

1-27

1-27

1-27

Formulier PCT/ISA/201 (vervolg tweede blad) (Januari 2004)

bladzijde 2 van 2
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Basis of the opinion
Priority

Non-establishment of opinion with regard to novelty, inventive step and industrial applicability

Lack of unity of invention

Reasoned statement with regard to novelty, inventive step or industrial
applicability; citations and explanations supporting such statement
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Certain defects in the application
Certain observations on the application
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Tomezzoli, Giancarlo

Form NL237A (Dekblad) (July 2006)




Application number

WRITTEN OPINION NL2010463

Box No.l Basis of this opinion

1. This opinion has been established on the basis of the latest set of claims filed before the start of the search.

2. With regard to any nucleotide and/or amino acid sequence disclosed in the application and necessary to the
claimed invention, this opinion has been established on the basis of:

a. type of material:
O asequence listing
O table(s) related to the sequence listing
b. format of material:
[0 on paper
O in electronic form
c. time of filingfurnishing:
[ contained in the application as filed.
O filed together with the application in electronic form.
O furnished subsequently for the purposes of search.

3. O In addition, in the case that more than one version or copy of a sequence listing and/or table relating thereto
has been filed or furnished, the required statements that the information in the subsequent or additional
copies is identical to that in the application as filed or does not go beyond the application as filed, as
appropriate, were furnished.

4. Additional comments:

Box No.V Reasoned statement with regard to novelty, inventive step or industrial applicability;
citations and explanations supporting such statement

1. Statement

Novelty Yes: Claims 2-27
No: Claims 1
Inventive step Yes: Claims

No: Claims 1-27

Industrial applicability Yes: Claims 1-27
No: Claims

2. Citations and explanations

see separate sheet

NL237B (July 2006)
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Item V.

The following documents are referred to in this Written Opinion; the
numbering will be adhered to in the rest of the procedure:

D1 Tp-Link: "TL-SC3130 / TL-SC3130G MSN View Guide",
, 20 augustus 2011 (2011-08-20), bladzijden 1-6, XP055023266,
Gevonden op het Internet:
URL:http://www.tp-link.com/download/ipcamera/
MSN_View_Guide.pdf
[gevonden op 2012-03-28];

D2 WO 2005/081191 A1 (MARZELL LAURENCE [GB]; MURAD
SIMON WILLIAM [GB] MARZELL LAURENCE [GB];) 1 september
2005 (2005-09-01);

D3 WO 2011/153264 A2 (ZTE USA INC [US]; ZHANG WENFENG
[US] ZTE CORP [CN]; ZHANG WENFENG [US]) 8 december 2011
(2011-12-08).

Due to its broad wording, independent Claim 1 is not novel.

In fact, D1 (cf. fig. 1 and the corresponding description portion), which at
present seems to represent the closest state of the art for this application, al-
ready discloses:

[A] Method of generating a panorama image of the surroundings (cf. fig. 1,
lower image) of a virtual standpoint (not shown) seen from the virtual
standpoint and corresponding with a view which has been determined before
(cf. fig. 1, upper image); [comprising the steps of:]

- creating (by means of laser scanning - cf. para. 3.1.2) a 3D point model (cf.
fig. 1, right side, third image - point cloud) of a surrounding around the virtual
stand point whereby the 3D point model comprises points with position
information (cf. para. 3.1.2) and these points corresponds with one or more
elements (cf. fig. 1, upper image) around the virtual stand point on the position
corresponding with the position information ;

- obtaining (cf. fig. 1, left side, third image) a plurality of image of the
surrounding of the virtual stand point, whereby each image has been obtained
from a known position and a known orientation, whereby the images disclose
colour information of at least a part of said one or more elements;

Form NL237-3 (separate sheet} (July 20086) (sheet 1)
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- projecting the obtained images on the 3D point model (cf. fig. 1, last but one
image) to obtain a 3D point model with colour information for each point;

- generating of the panorama imagé (cf. fig. 1, lower image) with aid of such
obtained 3D point model of the surrounding.

3 Due to its broad wording, independent Claim 1 is not novel also in the light of
the disclosure of D2 (cf. fig. 2 and page 8, 1st para) and D3 (cf. figs. 1-3 and
paras 175-178).

4 Dependent Claims 2-27 do not appear to contain any additional subject-matter
which, in combination with the subject-matter of any claim to which they
refers, result in an inventive step because their limitations on the method of
Claim 1 appear well within the normal knowledge and capability of a person
skilled in the art.

5 ' The industrial applicability of the subject-matter of Claims 1-5 is not objected
to.
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