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Beschreibung

[0001] Die vorliegende Anmeldung betrifft die Kamerakalibrierung. Insbesondere betrifft sie ein Verfahren zum
Bestimmen extrinsischer Kalibrierungsparameter einer Kamera.

[0002] Eine Digitalkamera weist eine optische Linse und einen eine Mehrzahl von Pixelsensoren umfassen-
den Bildsensor auf. Die optische Linse wird zum Empfangen von Lichtstrahlen von einem vor der Kamera
angeordneten Objekt verwendet. Die optische Linse |asst die Lichtstrahlen die optische Linse passieren, damit
diese zu dem Bildsensor weitergehen.

[0003] Es werden Kalibrierungsparameter verwendet, um Eigenschaften der Kamera zu beschreiben. Diese
Kalibrierungsparameter umfassen intrinsische Parameter und extrinsische Parameter.

[0004] Die extrinsischen Parameter werden verwendet, um eine Translation und eine Rotation eines Bezugs-
rahmens der Kamera zum In-Ubereinstimmung-Bringen der Position und der Ausrichtung des Kamera-Be-
zugsrahmens mit der Position und der Ausrichtung eines bekannten Bezugsrahmens der Welt zu definieren.
Bei der Welt handelt es sich um einen Bereich, in dem die Kamera sich befindet. Die Werte der extrinsischen
Parameter &ndern sich entsprechend einer Verwendung oder Anwendung der Kamera.

[0005] Was die intrinsischen Parameter anbelangt, wirken sie dahingehend, Pixelkoordinaten eines Bildes
des Bildsensors mit entsprechenden Koordinaten des Kamera-Bezugsrahmens zu verknipfen oder diesen
zuzuordnen. Bei den Koordinaten handelt es sich haufig um einen Satz von Zahlen zum Beschreiben einer
Position. Faktisch setzen die intrinsischen Parameter Koordinaten von Lichtstrahlen an der optischen Linse
mit entsprechenden Koordinaten eines Pixelsensors des Bildsensors in Beziehung.

[0006] Allgemein handelt es sich bei den Lichtstrahlen um elektromagnetische Strahlung, die sichtbar oder
unsichtbar sein kann. Ein Beispiel der unsichtbaren Lichtstrahlen sind Infrarotlichtstrahlen.

[0007] Dieses Zuordnen zwischen den Pixelkoordinaten des Sensorbildes und den Koordinaten des Kamera-
Bezugsrahmens, das durch die intrinsischen Parameter definiert wird, ist, wenn die optische Linse der Kamera
in Form einer Weitwinkellinse vorgesehen ist, hdufig nicht linear. Die Weitwinkellinse wird auch als Fischau-
genlinse bezeichnet. Die intrinsischen Parameter, die in einem Werk definiert werden, in dem die Kamera her-
gestellt wurde, weisen haufig feste Werte auf, die in einer Speichereinheit der Kamera gespeichert sind.

[0008] Die intrinsischen und extrinsischen Parameter werden zusammen verwendet, um eine Koordinate ei-
nes Punkts in der Welt mit einer Koordinate eines entsprechenden Punkts im Bildsensor der Kamera in Be-
Ziehung zu setzen.

[0009] Nachstehend wird ein Verfahren zum Bestimmen extrinsischer Parameter einer Kamera beschrieben.
Das Verfahren umfasst einen Schritt des Erkennens eines Bildes eines Kalibrierungsziels durch einen Bildsen-
sor der Kamera. Das Ziel weist Uiblicherweise eine vorgegebene Geometrie auf, was eine leichtere Erkennung
des Ziels ermdglicht. Das Ziel kann unter Verwendung von Modellanpassungstechniken aus dem Bild erkannt
werden.

[0010] Andere Vorgehensweisen zum Bestimmen der extrinsischen Kameraparameter umfassen ein Einan-
derzuordnen von Merkmalen mehrerer Bilder von verschiedenen Kameras oder Einanderzuordnen von Merk-
malen mehrerer Bilder von einer sich bewegenden Kamera.

[0011] Nachstehend werden mehrere Verdffentlichungen zum Thema Kamerakalibrierung beschrieben.

[0012] Die Beschreibung umfasst eine Kennzeichnung durch eine in einem Paar Klammern eingeschlossene
Kennziffer. Ein derartiges Referenzdokument kann beispielsweise durch die Formulierung ,Referenzdokument
[1]¢ oder einfach durch ,[1]* angegeben sein. Mehrere Referenzdokumente werden durch ein Paar Klammern
angegeben, das mehr als eine Kennziffer umschlie3t, beispielsweise ,[2, 4]“. Eine Auflistung der jeder Kenn-
ziffer entsprechenden Veréffentlichungen findet sich am Ende der Beschreibung der Veréffentlichungen.
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[0013] Barreto [1] definiert eine vereinheitlichende geometrische Darstellung fiir Projektionssysteme mit einer
einzigen wirksamen Perspektive, darunter Kombinationen aus Spiegeln und Linsen (katadioptrische) sowie
nur aus Linsen mit oder ohne radiale Verzerrung (dioptrische Systeme).

[0014] Andalé et al. [2] stellen einen wirksamen Fluchtpunktdetektor vor, der ein einziges Bild verwendet.
Das Verfahren wird fur eine Architekturumgebung angewendet und ermittelt unter Verwendung eines automa-
tischen Segment-Clustering die vertikale Richtung der Szene und die Fluchtlinie fiir die Bodenebene.

[0015] Lutton et al. [3] erkennen orthogonale Richtungen der Szene und lokale Fluchtpunkte. Der Algorithmus
basiert auf zwei aufeinanderfolgenden Hough-Transformationen.

[0016] Palmer et al. [4] zeigen eine Erkennung von Liniensegmenten in der Szene unter Verwendung eines
klassischen Hough-Transformations-Algorithmus. Die Fluchtpunkte in dem Bild werden unter Verwendung ei-
nes glatten Voting-Kerns bei der Akkumulation aus den Linienschnittpunkten bestimmt, und es ist ein nachfol-
gender Prozess vorgesehen, um Abtastfehler in dem Fluchtpunktakkumulator zu bereinigen.

[0017] Barreto et al. [5] stellen ein Beispiel eines Verfahrens zum Kalibrieren von Uber einen weiten Bereich
verteilten Kameras vor. Die Entsprechungen zwischen Perspektiven sind Punkte, die durch Bewegen einer
LED in verschiedene Positionen vor den Kameras erhalten werden Das Verfahren ermittelt iber mehrere Per-
spektiven hinweg gleichzeitig die Projektionsmatrixen und die radiale Verzerrung.

[0018] Es ist eine Aufgabe dieser Anmeldung, ein verbessertes Verfahren zum Bestimmen von Kalibrierungs-
parametern einer Kamera bereitzustellen.

[0019] Diese Kalibrierungsparameter umfassen intrinsische Parameter und extrinsische Parameter, und sie
werden verwendet, um Eigenschaften der Kamera zu beschreiben.

[0020] Die Anmeldung stellt ein Verfahren zum Kalibrieren von wenigstens zwei Kameras eines Fahrzeugs
bereit. Das Fahrzeug wird zum Transportieren von Personen oder Gitern verwendet. Was die Kameras anbe-
langt, sind sie an Teilen des Fahrzeugs befestigt. Allgemein kdnnen sie an einer Front, Seiten oder einem Heck
des Fahrzeugs angebracht sein. Die Kameras sind auch auf eine Szene eines Bereichs gerichtet, wobei das
Fahrzeug derart angeordnet ist, dass durch die Kameras aufgenommene Bilder oder Aufnahmen gemeinsame
Objekte aufweisen. Mit anderen Worten, die Bilder der Kameras tberlappen sich.

[0021] Das Verfahren umfasst einen Schritt, in dem jede Kamera ein Bild einer Szene aufnimmt. Dieses Ver-
fahren bendtigt im Unterschied zu anderen Verfahren lediglich ein Kamerabild, um zu funktionieren.

[0022] Dann wird anhand von Merkmalen des Kamerabildes eine Bodenebene des Fahrzeugs bestimmt. Bei
der Bodenebene handelt es sich um den Boden, auf dem das Fahrzeug steht. Der Boden trégt das Fahrzeug.

[0023] Dann wird ein Ursprungspunkt eines Bezugsrahmens des Fahrzeugs als auf der bestimmten Boden-

ebene befindlich definiert. Der Fahrzeug-Bezugsrahmen kann drei orthogonale Achsen mit einem Schnittpunkt
umfassen, wobei der Ursprungspunkt an dem Schnittpunkt angeordnet ist.
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[0024] Allgemein wird der Bezugsrahmen auch als Bezug bezeichnet. Der Fahrzeug-Bezugsrahmen be-
schreibt eine Position und eine Ausrichtung des Fahrzeugs. Der Bezugsrahmen wird Ublicherweise in Form
eines Koordinatensystems bereitgestellt.

[0025] Danach wird eine Translation eines Bezugsrahmens der Kamera zum In-Ubereinstimmung-Bringen
einer Position des Kamera-Bezugsrahmens mit einer entsprechenden Position des Fahrzeug-Bezugsrahmens
bestimmt. In einem Beispiel wirkt die Translation dahingehend, einen Ursprungspunkt des Kamera-Bezugs-
rahmens mit einem Ursprungspunkt des Fahrzeug-Bezugsrahmens in Ubereinstimmung zu bringen.

[0026] Diese Bestimmung der Translation des Kamera-Bezugsrahmens wird dann anhand eines Bildes eines
Kalibrierungsziels der Kamera und eines Bildes des Kalibrierungsziels einer oder mehrerer anderer Kameras
durchgefiihrt. Diese anderen Kameras sind in der Nahe der ersten Kamera vorgesehen.

[0027] Die anfanglichen oder friiheren Positionen der Kamera in dem Fahrzeug sind h&ufig bekannt.
[0028] Dieses Verfahren stellt verschiedene Vorteile bereit.

[0029] Dieses Verfahren bendtigt nur ein einziges Einzelbild eines Bildes der Szene von jeder Kamera, um die
extrinsischen Kameraparameter zu bestimmen oder zu berechnen. Dies ist anders als bei anderen Verfahren,
die mehrere Bilder von einer Kamera verwenden, um von diesen mehreren Bildern Kamerakalibrierungspa-
rameter abzuleiten, was kompliziert ist. Es mag noch praktikabel sein, aus diesen mehreren Bildern Kamera-
positionsinformationen zu bestimmen, aber es ist schwierig, aus diesen Bildern Informationen bezlglich des
Kameraskalierungsfaktors zu bestimmen.

[0030] Dieses Verfahren kann auch in Echtzeit funktionieren, da es nur ein einziges Einzelbild benétigt. Die
Informationen bezlglich des Kameraskalierungsfaktors kénnen durch die Kenntnis der Kameraposition in ei-
nem Rundumsichtsystem bereitgestellt werden.

[0031] Dieses Verfahren wirkt auch dahingehend, eine Verschiebung der Kamera zu korrigieren. Mit anderen
Worten, dieses Verfahren wird durch Anderungen oder Verschiebungen der Kameraposition nicht beeinflusst.
Die Kameraposition kann sich aufgrund von Faktoren, wie etwa Verschleiy des Kameragehauses und niedriger
Fahrzeugreifendruck, &ndern. Wenn die Kamera in einem Stof3fanger eines Autos eingebettet ist, kann sich die
Kameraposition durch eine Kollision des Autos mit einem anderen Fahrzeug verschieben. Hingegen werden
andere Verfahren, die feste Kalibrierungsziele verwenden, durch Anderungen von Kamerapositionen beein-
flusst. Derartige Verfahren werden auch durch Anderungen von Positionen der Kalibrierungsziele beeinflusst.
Selbst die Position eines Kalibrierungsziels, das durch Projizieren mittels eines Lasers bereitgestellt wird, kann
sich im Laufe der Zeit andern. Diese anderen Verfahren missen dann in vorgegebenen Abstinden erneut
durchgefiihrt werden, um Anderungen der Kameraposition und Anderungen von Zielpositionen auszugleichen,
und beanspruchen dadurch zusatzliche Ressourcen.

[0032] Allgemein kann dieses Verfahren auf ein Video oder Bildfolgen ausgeweitet werden.

[0033] Allgemein kann das Merkmal ein Pixel oder einen Punkt, eine Kante und/oder eine Linie des Bildes
umfassen.

[0034] In &hnlicher Weise kann das Kalibrierungsziel ebenfalls ein Pixel oder einen Punkt, eine Kante und/
oder eine Linie des Bildes umfassen.

[0035] Die Bestimmung der Bodenebene des Fahrzeugs kann einen Schritt des Bestimmens einer Héhe der
Bodenebene umfassen. Da die Bodenebene Ublicherweise horizontal ist, reicht die Hohe der Bodenebene aus,
um die Bodenebene zu definieren.

[0036] Die Bestimmung der Bodenebene des Fahrzeugs kann unter Verwendung eines Hough-Akkumulator-
Algorithmus erfolgen.

[0037] Der Hough-Akkumulator-Algorithmus kann einen Schritt des Auswéhlens einer Spitze eines Hough-

Akkumulators und eines kleinsten Winkels zwischen einem Normalenvektor und einer Achse der Kamera um-
fassen.
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[0038] Der Schritt des Bestimmens der Translation des Kamera-Bezugsrahmens kann einen Schritt des Ein-
anderzuordnens der Bilder des Kalibrierungsziels von den Kameras unter Verwendung eines skalen- und rota-
tionsinvarianten Zuordnungsalgorithmus und einen Schritt des Verwendens einer Fehlzuordnung im Rahmen
des Einanderzuordnens der Kalibrierungsziele zum Bestimmen der aktuellen Position der Kamera umfassen.

[0039] Das \(garfahren kann auch einen Schritt des Bestimmens einer Rotation eines Bezugsrahmens der Ka-
mera zum In-Ubereinstimmung-Bringen einer Ausrichtung des Kamera-Bezugsrahmens mit einer Ausrichtung
des Fahrzeug-Bezugsrahmens umfassen.

[0040] Diese Bestimmung der Rotation des Kamera-Bezugsrahmens wird haufig von einer anféanglichen ex-
trinsischen Kalibrierung der Kameras des Fahrzeugs abgeleitet. Die anfangliche extrinsische Kamerakalibrie-
rung kann in einem Werk erfolgen, in dem das Fahrzeug mit den Kameras hergestellt wurde.

[0041] Die Anmeldung stellt auch ein Computerprogrammprodukt bereit. Das Computerprogrammprodukt um-
fasst ein computerlesbares Speichermedium, in dem computerausflihrbare Programmcodeanweisungen ge-
speichert sind.

[0042] Die computerausfliihrbaren Programmcodeanweisungen definieren einen Programmcode zum Emp-
fangen eines Kamerabildes, zum Bestimmen einer Bodenebene eines Fahrzeugs anhand von Merkmalen des
Kamerabildes, zum Definieren eines Ursprungspunkts eines Bezugsrahmens des Fahrzeugs als auf der be-
stimmten Bodenebene befindlich und zum Bestimmen einer Translation eines Bezugsrahmens der Kamera
zum In-Ubereinstimmung-Bringen einer Position des Kamera-Bezugsrahmens mit einer entsprechenden Po-
sition des Fahrzeug-Bezugsrahmens.

[0043] Die Anmeldung stellt auch eine Kamerasteuereinheit bereit. Die Kamerasteuereinheit umfasst zwei
oder mehr Kameraschnittstellen und einen Digitalprozessor.

[0044] Insbesondere ist jede Kameraschnittstelle zum Verbinden mit einer entsprechenden Kamera eines
Fahrzeugs vorgesehen. Das Fahrzeug wird zum Transportieren von Personen oder Gutern verwendet. Die
Kamera ist zum Aufnehmen wenigstens eines Bildes einer Szene vorgesehen.

[0045] Der Prozessor ist zum Verbinden mit den Kameraschnittstellen vorgesehen, um Bilddaten von den
Kameraschnittstellen zu empfangen.

[0046] Bei Verwendung sind die Kameraschnittstellen zum Empfangen von Daten eines Bildes einer vor den
Kameras befindlichen Szene ausgelegt oder ausgestaltet.

[0047] Der Prozessor ist zum Bestimmen einer Bodenebene des Fahrzeugs anhand von Merkmalen von Da-
ten eines oder mehrerer Bilder einer Szene von der jeweiligen Kameraschnittstelle ausgelegt. Bei den Merk-
malen kann es sich um einen Punkt, ein Pixel oder eine Linie des Kamerabildes handeln.

[0048] Der Prozessor definiert dann einen Ursprungspunkt eines Bezugsrahmens des Fahrzeugs als auf der
bestimmten Bodenebene befindlich. Der Boden stellt eine im Wesentlichen stabile und gleichbleibende Be-
zugsbasis fur den Fahrzeug-Bezugsrahmen bereit, der stabiler oder gleichbleibender ist als das Fahrzeug.
Das Fahrzeug kann sich beispielsweise aufgrund von Anderungen des Fahrzeugreifendrucks verschieben.

[0049] Der Prozessor bestimmt__spéter eine Translation eines Bezugsrahmens einer Kamera, welche die Bild-
daten bereitgestellt hat, zum In-Ubereinstimmung-Bringen einer Position des Kamera-Bezugsrahmens mit ei-
ner entsprechenden Position des Fahrzeug-Bezugsrahmens.

[0050] Die Bestimmung der Translation des Kamera-Bezugsrahmens wird anhand von Bilddaten eines Ka-
librierungsziels von einer Kameraschnittstelle und anderen Bilddaten des Kalibrierungsziels von einer ande-
ren Kameraschnittstelle durchgefiihrt. Jede Kameraschnittstelle ist mit einer Kamera verbunden, die an einem
Fahrzeug installiert ist.

[0051] Nachstehend werden unterschiedliche Aspekte der Anmeldungen bereitgestellt.

[0052] Bei dem Merkmal kann es sich um ein oder mehrere Objekte handeln, die aus einer Gruppe ausgewahlt
sind, die aus einem Punkt, einer Kante oder einer Linie des Bildes besteht.
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[0053] Der Prozessor ist ferner auch haufig zum Bestimmen der Bodenebene des Fahrzeugs unter Verwen-
dung eines Hough-Akkumulator-Algorithmus ausgelegt.

[0054] In einem Aspekt der An"meldung ist der Prozessor ferner zum Bestimmen einer Rotation eines Bezugs-
rahmens der Kamera zum In-Ubereinstimmung-Bringen einer Ausrichtung des Kamera-Bezugsrahmens mit
einer Ausrichtung des Fahrzeug-Bezugsrahmens ausgelegt.

[0055] Die Anmeldung stellt auch ein Kameramodul bereit. Das Kameramodul umfasst zwei oder mehr Ka-
meras und die vorstehend beschriebene Kamerasteuereinheit. Die Kameras sind zum Anbringen an einem
Fahrzeug vorgesehen. Die Kamerasteuereinheit umfasst Kameraschnittstellen, die mit den entsprechenden
Kameras verbunden sind.

[0056] Die Anmeldung stellt auch ein Fahrzeug mit dem vorgenannten Kameramodul bereit, wobei Kameras
und ein Prozessor des Kameramoduls an dem Fahrzeug angebracht sind.

[0057] Kurz, die Anmeldung stellt ein verbessertes Verfahren zum Bestimmen extrinsischer Parameter einer
Mehrzahl von Kameras eines Fahrzeugs bereit. Diese Kameras sind Teil eines Rundumsichtsystems.

[0058] Das Fahrzeug ist zum Transportieren von Personen oder Gitern vorgesehen. Das Fahrzeug ist auch
auf dem Boden eines Bereichs angeordnet, der Objekte aufweist. Die Kameras sind mit dem Fahrzeug ver-
bunden und an diesem befestigt. Die Kameras sind auch derart auf die Objekte des Bereichs gerichtet, dass
durch die Kameras aufgenommene oder erfasste Bilder gemeinsame oder sich Uberlappende Teile aufweisen.

[0059] Das Verfahren umfasst einen Schritt, in dem jede Kamera ein Bild einer Szene des Bereichs aufnimmt.
Mit anderen Worten, jede Kamera zeichnet ein Einzelbild der Objekte der Szene auf. Diese Bilder weisen
gemeinsame Objekte auf.

[0060] Danach wird anhand von Linien in den Bildern die H6he des Bodens geschatzt oder bestimmt. Da der
Boden haufig in einer horizontalen Ebene angeordnet ist, definiert die Hohe des Bodens auch im Wesentlichen
den Boden.

[0061] Allgemein kénnen Merkmale in den Bildern die vorgenannten Linien in den Bildern ersetzen. Beispiele
der Merkmale umfassen ein Pixel oder einen Punkt, eine Kante oder eine Linie des Bildes. Ein Beispiel der
Linie ist eine Fahrbahnmarkierung.

[0062] Dann wird ein Bezugsrahmen des Fahrzeugs als auf dem bestimmten Boden angeordnet definiert.

[0063] AnschlieRend wird eine Rotation jeder Kamera, die zum In-Ubereinstimmung-Bringen der Ausrichtung
der Kamera mit der Ausrichtung des definierten Fahrzeug-Bezugsrahmens nétig ist, bestimmt.

[0064] Eine Translation jeder Kamera, die zum Positionieren der Kamera mit dem definierten Fahrzeug-Be-
zugsrahmen notig ist, wird danach bestimmt. Dies erfolgt durch einen Schritt des Ermittelns gemeinsamer
Merkmale in den Bildern der Kameras. Die gemeinsamen Merkmale werden dann verwendet, um relative Po-
sitionen der Kamera zu bestimmen. Danach werden Translationen der Kameras, die zum Positionieren aller
Kameras in dem definierten Fahrzeug-Bezugsrahmen nétig sind, bestimmt.

[0065] Die vorstehende Rotation und Translation der Kamera kann verwendet werden, um einen Bezugsrah-
men der Kamera bezogen auf den Fahrzeug-Bezugsrahmen zu beschreiben.
[0066] Die Translation und die Rotation der Kamera dienen dann als extrinsische Parameter der Kamera.
Fig. 1 stellt ein Fahrzeug mit einem Rundumsichtsystem dar,
Fig. 2 stellt das Fahrzeug von Fig. 1 mit einem Bezugsrahmen dar,

Fig. 3 stellt ein Ablaufdiagramm eines Verfahrens zum Bestimmen extrinsischer Parameter von Kameras
des Fahrzeugs von Fig. 1 dar,

Fig. 4 stellt ein Bild einer durch die Kamera des Fahrzeugs von Fig. 1 aufgenommenen Szene dar,

Fig. 5 stellt eine Einheitskugel dar, die als Computermodell fungiert, fir entsprechend der Kamera von
Fig. 3,
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Fig. 6 stellt die Einheitskugel von Fig. 5 mit Punkten des Bildes von Fig. 4 dar, wobei die Punkte auf die
Oberflache der Einheitskugel projiziert sind, und

Fig. 7 stellt einen Fluchtpunkt dar, der auf Linien angeordnet ist, die durch die projizierten Punkte des
Bildes verlaufen.

[0067] In der folgenden Beschreibung werden Details bereitgestellt, um Ausflihrungsformen der Anmeldung
zu beschreiben. Fur den Fachmann ist jedoch offensichtlich, dass die Ausfiihrungsformen ohne diese Details
praktiziert werden kdénnen.

[0068] Einige Teile der Ausfihrungsformen weisen dhnliche Teile auf. Die &hnlichen Teile kbnnen die gleichen
Bezeichnungen oder ahnliche Teilenummern aufweisen. Die Beschreibung eines ahnlichen Teils gilt ggf. durch
Bezugnahme auch fir andere dhnliche Teile, wodurch eine Wiederholung von Text reduziert wird, ohne die
Offenbarung einzuschranken.

[0069] Fig. 1 zeigt ein Fahrzeug 1 mit einem Rundumsichtsystem 3. Das Rundumsichtsystem 3 umfasst vier
Digitalkameras 5 und einen Prozessor 7, der elektrisch mit den Kameras 5 verbunden ist.

[0070] Das Fahrzeug 1 befindet sich auf dem Boden 9 eines Bereichs mit Objekten. Der Boden 9 weist eine
horizontale Ebene auf. Die Objekte werden in der Figur nicht gezeigt.

[0071] Wie in Fig. 2 zu sehen, weist das Fahrzeug 1 eine Vorderradachse auf. Eine Projektion der Vorderrad-
achse auf die Ebene dient dazu, die Bodenebene zu definieren. Das Fahrzeug 1 weist auch einen Bezugsrah-
men 12 mit einem Koordinatensystem 13 auf. Das Koordinatensystem 12 umfasst drei orthogonale Achsen
14, 16 und 18 und einen Ursprungspunkt 20.

[0072] Der Ursprungspunkt 20 befindet sich am Schnittpunkt dieser drei orthogonalen Achsen 14, 16 und 18.

[0073] Die orthogonalen Achsen umfassen eine x-Achse 14, eine y-Achse 16 und eine z-Achse 18. Die x-
Achse 14 weist zum Heck des Fahrzeugs 1. Die y-Achse 16 weist zur rechten Seite des Fahrzeugs 1. Die z-
Achse 18 weist nach oben.

[0074] Was die vier Kameras 5 anbelangt, befinden sie sich an vorgegebenen Positionen des Fahrzeugs 1,
wobei relative Positionen der Kameras 5 bezogen auf das Fahrzeug 1 bekannt sind oder vorgegeben sind.
Die Kameras 5 sind auf eine Szene des Bereichs gerichtet oder dieser zugewandt. Bilder der Kameras 5
Uberlappen sich oder weisen gemeinsame Objekte oder Merkmale auf.

[0075] Allgemein kann das Rundumsichtsystem 3 statt vier Kameras zwei oder mehr Kameras aufweisen.

[0076] In funktionaler Hinsicht wird das Fahrzeug 1 zum Transportieren von Personen und Gitern verwendet.
Die Kameras 5 werden zum Aufnehmen von Bildern von Objekten und zum Senden von Daten der Bilder an
den Prozessor 7 verwendet. Der Prozessor 7 wird zum Verarbeiten der Bilddaten verwendet.

[0077] Fig. 3 zeigt ein Ablaufdiagramm 25 eines Verfahrens zum Bestimmen extrinsischer Parameter jeder
Kamera 5 des Fahrzeugs 1; wird nachstehend beschrieben.

[0078] Die extrinsischen Parameter definieren einen Bezugsrahmen flr jede Kamera 5. Insbesondere umfas-
sen die extrinsischen Parameter eine Rotation und eine Translation der Kamera 5 zum In-Ubereinstimmung-
Bringen der Ausrichtung und der Position des Kamera-Bezugsrahmens mit der Ausrichtung und der Position
des Fahrzeug-Bezugsrahmens 12.

[0079] Das Ablaufdiagramm 25 umfasst einen Schritt 28, in dem jede Kamera 5 ein einziges Bild oder ein
Einzelbild einer Szene des Bereichs aufnimmt, wo das Fahrzeug 1 sich befindet. Ein Bild 29 einer Szene einer
Kamera 5 ist in Fig. 4 dargestellt.

[0080] Allgemein kann die Kamera 5 eine Videoaufzeichnung aufnehmen, die eine Reihe von Bildern umfasst.
Dieses Verfahren wird dann auf nur ein Bild der Videoaufzeichnung angewendet.

[0081] Die Bilddaten werden dann an den Prozessor 7 gesendet.
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[0082] Das Ablaufdiagramm 25 umfasst auch einen Schritt 31, in dem der Prozessor 7 die H6he des Bodens
9 oder der Bodenebene des Fahrzeugs 1 bestimmt und der nach dem Schritt 28 erfolgt. Die Bodenebene des
Fahrzeugs 1 wird spater geschéatzt oder anhand von Linien in den Bildern bestimmt.

[0083] Intrinsische Parameter der Kamera 5, welche die Brennweite und andere Linsenparameter umfassen,
werden durch den Prozessor 7 verwendet, um Punkte 32 des Bildes der Kamera 5 entsprechenden Lichtstrah-
len, welche die Linse der Kamera 5 passieren, zuzuordnen oder zu diesen in Beziehung zu setzen. Jeder Punkt
32 entspricht einem Bildsensor-Pixel der Kamera 5.

[0084] Dann werden durch den Prozessor 7 Einheitsvektoren ausgewahlt, um diese Lichtstrahlen, die von
aufderhalb der Kamera 5 durch die Kameralinse eintreten, darzustellen. Die Einheitsvektoren definieren auch
eine Einheitskugel 35, die in Fig. 5 dargestellt ist. Jede Einheitskugel 35 steht in Beziehung zu einer Kamera 5.

[0085] Die Bildpunkte 32 werden dann durch den Prozessor 7 zugeordnet oder auf die Einheitskugel 35 pro-
jiziert, wie in Fig. 6 dargestellt. Insbesondere wird jeder Punkt 32 einer Kante einer Linie des Bildes auf die
Einheitskugel 35 projiziert.

[0086] Der Prozessor 7 verwendet dann einen Software-Kantendetektor, um in jedem Bild auf der Einheits-
kugel 35 Linien zu bestimmen.

[0087] Im Einzelnen wird flr jeweils vier Bildpunkte auf der Einheitskugel 35 ein Satz von Kreislinien auf einer
Oberflache der Einheitskugel 35 definiert.

[0088] Zwei Bildpunkte sind ausreichend, um einen Kreis auf der Kugeloberflache 37 zu definieren.

[0089] Vier Bildpunkte definieren dann wenigstens einen Satz von zwei Kreisen auf der Kugeloberflache 37.
Der Satz ist dadurch gekennzeichnet, dass zwei Kreise sich an zwei Punkten schneiden, wobei diese Schnitt-
punkte als Kandidat zum Definieren eines Fluchtpunkts dienen kénnen, wie in Fig. 7 dargestellt. Der Flucht-
punkt ist an einem Schnittpunkt von Linien angeordnet, wobei diese Linien durch diese Schnittpunkte verlaufen.
[0090] Vier Kreise der Kugeloberflache stellen vier Schnittpunkte i1, i2, i3 und i4 bereit, die eine durch die
Einheitskugel 35 verlaufende Ebene P definieren. Die Mindestanzahl an Schnittpunkten zum Definieren einer

Ebene, die durch die Einheitskugel 35 verlauft, betragt also vier.

[0091] Verwendet man die homogene Darstellung, ist eine Ebene im 3D(dreidimensionalen)-Raum definiert
als:

a.x+b.x+c.z+d=0

[0092] Die Ebene kann dargestellt werden als:

m.x+d =0,
— T -
wobei =(a,b,c) und X =(x,y,z)

d
[0093] In dieser Form ist ARH der Abstand der Ebene vom Ursprung und 7Uder Normalenvektor zu der
Ebene.

[0094] Jede Ebene wird dargestellt als:

T
T = 6/ y 1

c’/c,
[0095] Fur jeweils vier Kantenpunkte in dem Bild sind die folgenden drei Ebenen méglich:
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ng = PPy x P3P,

[0096] Die drei moglichen Ebenen werden dann in einem Hough-Raum akkumuliert.

[0097] Eine Spitze in dem Hough-Akkumulator und ein kleinster Winkel zwischen dem Normalenvektor und der
y-Achse 16 der Kamera werden danach durch den Prozessor als Bodenebene ausgewahlt. Die ausgewahlte
Spitze weist wahrscheinlich die héchste Intensitat auf.

[0098] Allgemein kdnnen Merkmale die Linien, wobei die Merkmale Punkte, Kanten oder Linien umfassen.
[0099] Das Ablaufdiagramm 25 umfasst auch einen Schritt 40, in dem der Prozessor 7 den Ursprungspunkt
20 des Fahrzeug-Bezugsrahmens 12 als auf der bestimmten Bodenebene des Fahrzeugs 1 befindlich definiert
und der nach dem Schritt 28 und nach dem Schritt 31 durchgefihrt wird.

[0100] Insbesondere befinden sich der Ursprungspunkt 20 und die y-Achse 16 auf einer Linie des Bodens
9, wobei die Linie durch eine vertikale Projektion der Vorderradachse des Fahrzeugs 1 auf die Bodenebene
definiert wird.

[0101] Auf den vorstehenden Schritt 40 folgt ein Schritt 45, in dem der Prozessor 7 eine Rotation des Kame-
ra-Bezugsrahmens zum In-Ubereinstimmung-Bringen der Ausrichtung des Kamera-Bezugsrahmens mit der
Ausrichtung des Fahrzeug-Bezugsrahmens 12 berechnet oder bestimmt.

[0102] Diese Rotation des Kamera-Bezugsrahmens kann von der anfénglichen extrinsischen Kamerakalibrie-
rung abgeleitet werden, die eine Rotation des Kamera-Bezugsrahmens umfasst. Die anfangliche extrinsische
Kamerakalibrierung erfolgt tUblicherweise in einem Werk, in dem das Fahrzeug mit den Kameras 5 hergestellt
wurde.

[0103] Im Einzelnen wird die Normale zur Bodenebene in einem Fahrzeug-Bezugsrahmen definiert als:
nc =[0,0,1]

[0104] Daher wiirde man durch Anwenden des extrinsischen (R|T) des Fahrzeugs zum Schétzen der Boden-
ebene die Bodenebenennormale nc erhalten.

nc=R.n+T

[0105] Diese Gleichung wird wie folgt umgeschrieben:
R =(nc- T).pinv(n),

wobei pinv die Pseudoinverse ist.

[0106] Die Matrix R wird spéater zerlegt, um die Rotationen in jeder Achse zu erhalten:

Winkel, =atan2|R(3,2),R(3,3)],
Winkel,, =atan2{-R(3,1),sqrt[R(3,2) *R(3,2) +R(3,3) *R(3,3) ]},
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Winkel, = atan2[ R(2,1),R(1,1) ]

[0107] Das Ablaufdiagramm 25 umfasst einen Schritt 50, in dem der Prozessor 7 eine Translation jedes Ka-
mera-Bezugsrahmens zum In-Ubereinstimmung-Bringen der Position des Kamera-Bezugsrahmens mit der
Position des Fahrzeug-Bezugsrahmens 12 berechnet oder bestimmt; erfolgt nach dem Schritt 45.

[0108] Dieser Schritt 50 erfolgt unter Verwendung von Kalibrierungsmerkmalen der Bilder der Kameras 5.

[0109] In der Praxis kann die Position der Kamera 5 sich im Laufe der Zeit &ndern. Dieser Schritt 50 ist dazu
vorgesehen, eine Anderung einer Kameraposition zu bestimmen und dadurch eine genauere Position der
Kamera 5 bereitzustellen.

[0110] Diese Berechnung der Anderung der Kameraposition erfolgt unter Verwendung von Regressionstech-
niken.

[0111] Positionen der Kameras 5 bezogen auf das Fahrzeug 1 und Abmessungen des Fahrzeugs 1 sind zuvor
bekannt oder vorgegeben.

[0112] Spéater erkennt oder bestimmt der Prozessor 7 unter Verwendung eines Eckenerkennungsalgorithmus
einen Satz von Kalibrierungspunkten in jedem Bild der Kamera 5. Der Satz vorgegebener Kalibrierungspunkte
kann auch unter Verwendung einer Abschneidung von Linien oder anderer Verfahren bestimmt werden.

[0113] Danach projiziert der Prozessor 7 diese erkannten Kalibrierungspunkte unter Verwendung einer friiher
bestimmten Rotation des Kamera-Bezugsrahmens und unter Verwendung der zuvor aufgezeichneten Kamer-
aposition, die zum Bestimmen einer anfanglichen Translation des Kamera-Bezugsrahmens verwendet wird,
in den Fahrzeug-Bezugsrahmen 12.

[0114] Der Prozessor 7 projiziert auch Kalibrierungspunkte von benachbarten Kameras 5 in den Fahrzeug-
Bezugsrahmen.

[0115] Spater ordnet der Prozessor 7 unter Verwendung eines skalen- und rotationsinvarianten Zuordnungs-
algorithmus projizierte Kalibrierungspunkte von der Kamera 5 den projizierten Kalibrierungspunkten von der
benachbarten Kamera 5 zu.

[0116] Ein Fehler dieses Einanderzuordnens der Kalibrierungspunkte wird dann verwendet, um eine neue
Position der jeweiligen Kamera 5 zu schatzen oder zu bestimmen.

[0117] Allgemein kdnnen andere Vorrichtungen, wie etwa Roboter und maschinelle Sicht, dieses Verfahren
zum Kalibrieren von Kameras 5 ebenfalls anwenden.

[0118] Zwar enthalt die vorstehende Beschreibung viele konkrete Angaben, aber diese sollten nicht als den
Schutzbereich der Ausfihrungsformen beschréankend, sondern lediglich als einer Veranschaulichung der vor-
hersehbaren Ausfiihrungsformen dienend ausgelegt werden. Die vorgenannten Vorteile der Ausfiihrungsfor-
men sollten insbesondere nicht als den Schutzbereich der Ausfiihrungsformen beschrankend, sondern ledig-
lich als mégliche Ergebnisse einer praktischen Umsetzung der beschriebenen Ausfihrungsformen erlauternd
ausgelegt werden. Der Schutzbereich der Ausfiihrungsformen sollte also durch die Anspriiche und ihre Aqui-
valente und nicht durch die bereitgestellten Beispiele bestimmt werden.

Bezugszeichenliste

Fahrzeug
Rundumsichtsystem
Kamera

Prozessor

© N a W =

Boden

12  Bezugsrahmen
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Patentanspriiche

1. Verfahren zum Kalibrieren von wenigstens zwei Kameras eines Fahrzeugs, wobei das Verfahren umfasst:
Aufnehmen eines Bildes einer Szene durch jede Kamera,
Bestimmen einer Bodenebene des Fahrzeugs anhand von Merkmalen des Bildes,
Definieren eines Ursprungspunkts eines Bezugsrahmens des Fahrzeugs als auf der Bodenebene befindlich
und
Bestimmen einer Translation eines Bezugsrahmens der Kamera zum In-Ubereinstimmung-Bringen einer Po-
sition des Kamera-Bezugsrahmens mit einer entsprechenden Position des Fahrzeug-Bezugsrahmens, wobei
die Bestimmung der Translation des Kamera-Bezugsrahmens anhand eines Bildes eines Kalibrierungsziels
von der Kamera und eines Bildes des Kalibrierungsziels von wenigstens einer in der Nahe der Kamera vorge-
sehenen anderen Kamera durchgefihrt wird.

2. Verfahren nach Anspruch 1, wobei das Merkmal wenigstens ein Objekt umfasst, das aus einer Gruppe
ausgewahlt ist, die aus einem Punkt, einer Kante oder einer Linie des Bildes besteht.

3. Verfahren nach Anspruch 1 oder 2, wobei das Kalibrierungsziel wenigstens ein Objekt umfasst, das aus
einer Gruppe ausgewahlt ist, die aus einem Punkt, einer Kante oder einer Linie des Bildes besteht.

4. Verfahren nach einem der vorgenannten Anspriiche, wobei die Bestimmung der Bodenebene des Fahr-
zeugs ein Bestimmen einer Hohe der Bodenebene umfasst.

5. Verfahren nach einem der vorgenannten Anspriiche, wobei die Bestimmung der Bodenebene des Fahr-
zeugs unter Verwendung eines Hough-Akkumulator-Algorithmus erfolgt.

6. Verfahren nach Anspruch 5, wobei der Hough-Akkumulator-Algorithmus ein Auswéhlen einer Spitze ei-
nes Hough-Akkumulators und eines kleinsten Winkels zwischen einem Normalenvektor und einer Achse der
Kamera umfasst.

7. Verfahren nach einem der vorgenannten Anspriche, wobei die Bestimmung der Translation des Kamera-
Bezugsrahmens umfasst:
- Einanderzuordnen der Bilder des Kalibrierungsziels von den Kameras unter Verwendung eines skalen- und
rotationsinvarianten Zuordnungsalgorithmus und
- Verwenden einer Fehlzuordnung im Rahmen des Einanderzuordnens der Kalibrierungsziele, um die Position
der Kamera zu bestimmen.

8. Verfahren nach einem der vorgenannten Anspriiche, ferner umfgssend:
Bestimmen einer Rotation eines Bezugsrahmens der Kamera zum In-Ubereinstimmung-Bringen einer Ausrich-
tung des Kamera-Bezugsrahmens mit einer Ausrichtung des Fahrzeug-Bezugsrahmens.

9. Verfahren nach Anspruch 8, wobei die Bestimmung der Rotation des Kamera-Bezugsrahmens von einer
anfénglichen extrinsischen Kalibrierung der Kameras des Fahrzeugs abgeleitet wird.

10. Computerprogrammprodukt, umfassend:
ein computerlesbares Speichermedium, in dem computerausfihrbare Programmcodeanweisungen gespei-
chert sind, wobei die computerausfuhrbaren Programmcodeanweisungen Programmcodeanweisungen flr Fol-
gendes umfassen:
- Empfangen eines Kamerabildes,
- Bestimmen einer Bodenebene eines Fahrzeugs anhand von Merkmalen des Kamerabildes,
- Definieren eines Ursprungspunkts eines Bezugsrahmens des Fahrzeugs als auf der Bodenebene befindlich
und
- Bestimmen einer Translation eines Bezugsrahmens der Kamera zum In-Ubereinstimmung-Bringen einer Po-
sition des Kamera-Bezugsrahmens mit einer entsprechenden Position des Fahrzeug-Bezugsrahmens.

11. Kamerasteuereinheit, umfassend:
wenigstens zwei Kameraschnittstellen, wobei jede Kameraschnittstelle dazu vorgesehen ist, mit einer entspre-
chenden Fahrzeugkamera verbunden und an dieser angebracht zu werden, und
einen Prozessor zum Behandeln von Bilddaten von den wenigstens zwei Kameraschnittstellen, wobei der
Prozessor fir Folgendes ausgelegt ist:
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- Bestimmen einer Bodenebene eines Fahrzeugs anhand von Merkmalen der Bilddaten von wenigstens einer
der Kameraschnittstellen,

- Definieren eines Ursprungspunkts eines Bezugsrahmens des Fahrzeugs als auf der Bodenebene befindlich
und

- Bestimmen einer Translation eines Bezugsrahmens einer Kamera zum In-Ubereinstimmung-Bringen einer
Position des Kamera-Bezugsrahmens mit einer entsprechenden Position des Fahrzeug-Bezugsrahmens, wo-
bei die Bestimmung der Translation des Kamera-Bezugsrahmens anhand von Bilddaten eines Kalibrierungs-
ziels von einer Kameraschnittstelle und Bilddaten des Kalibrierungsziels von einer anderen Kameraschnittstel-
le durchgefuhrt wird.

12. Kamerasteuereinheit nach Anspruch 11, wobei der Prozessor ferner zum Bestimmen der Bodenebene
des Fahrzeugs unter Verwendung eines Hough-Akkumulator-Algorithmus ausgelegt ist.

13. Kamerasteuereinheit nach Anspruch 11 ode"r 12, wobei der Prozessor ferner zum Bestimmen einer
Rotation eines Bezugsrahmens der Kamera zum In-Ubereinstimmung-Bringen einer Ausrichtung des Kamera-
Bezugsrahmens mit einer Ausrichtung des Fahrzeug-Bezugsrahmens ausgelegt ist.

14. Kameramodul, umfassend:
wenigstens zwei Kameras zum Anbringen an einem Fahrzeug und
eine Kamerasteuereinheit nach einem der Anspriiche 11 bis 13, wobei Kameraschnittstellen der Kamerasteu-
ereinheit mit den Kameras verbunden sind.

15. Fahrzeug mit einem Kameramodul nach Anspruch 14, wobei wenigstens zwei Kameras und ein Prozes-
sor des Kameramoduls an dem Fahrzeug angebracht sind.

Es folgen 7 Seiten Zeichnungen
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Anhéangende Zeichnungen

Fig. 1
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Fig. 2
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Fluchtpunkt 7 S

Fig. 5
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