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(57) Abstract: An apparatus for decoding an audio signal and method thereof are disclosed. The present invention includes re-
@ cciving the audio signal and spatial information, identifying a type of modificd spatial information, gencrating the modified spatial
&> information using the spatial information, and decoding the audio signal using the modificd spatial information, wherein the type
& of the modificd spatial information inclndes at least one of partial spatial information, combined spatial information and expanded
o spatial information. Accordingly. an audio signal can be decoded into a configuration different from a configuration decided by an

encoding apparatus. Even if the number of speakers is smaller or greater than that of multi-channels before execution of downmix-
ing, it is able to generate output channels having the number equal to that of the speakers from a downmix audio signal.
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METHOD AND APPARATUS FOR DECODING AN AUDIO SIGNAL

TECIINICAL FIELD

The present invention relates to auadio signa:
processing, and more particularly, to an apparatus for
decoding an audio signal and methcd thereof. Although the
prescnt invention is suitable for a wide scope of
zpplications, it is particularly suitable for decoding

audio signals.

BACKGROUND ART

Generally, when an encoder encodes an audio signal,
in case that the audic signal to be encoded is a multi-
channel audio signal, the multi-channel audio signal is
downmixed into two channels or one channel to generate a
downmix audio signal and spatial information is extracted
from the multi-channel audio signal. The spatial
information is the information usable in upmixing the
multi-channel audioc signal from the downmix audio signal.
Meanwhile, the encoder downmixes a mulli-channel audio
signal according tc a predetermined tree configuration. In
this case, the predetermined tree configuration can be the

structure (s) agreed between an audio signal decoder and an
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audic signal encoder. In particular, if identifticztion
informatioﬁ indicating a type of one of the predelermined
tree configurations is present, the decoder is able to know
a structure of the audio signal having been upmixed, e.g.,
a number of channels, a position of each of the channels,
etc.

Thus, if an encoder downmixes a multi-channel audio
signal according to a predetermined tree configuration,
spatial irformation extracted in this process is dependent
on the structure as well. So, 1in case that a decoder
upmixes the dowmmix audio signal using the spatial
information dependent on the slructure, a multi-channel
audio signal according to the structure is generated.
Namely, in case that Lhe decoder uses the spatial
informaticn generated by the cncoder as it is, upmixing is
performed according to the structure agreed between the
encoder and the decoder only. So, it is unable to generate
an output-channel audio signal failing to follow the agreed
structure. For instance, it is unable to upmix a signal
into an audio signal having a channel number different
(smaller or greater) from a number of channels decided

according to the agreed structure.
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DISCLOSURE OF THE TINVENTTON

Accordingly, the present inventicn is directed to an
apparatus for decoding an audio signal and method thereof
that substantially ocbviate one or more of the problems due
to limitations and disadvantages of the related art.

The present invention seeks to provide an apparatus for
decoding an audio signal and method thereof, by which the
audio signal can be decoded to have a structure different
from that decided by an encoder.

The present invention seeks to provide an apparatus for
decoding an audio signal and method thereof, by which the
audio sigmnal can be decoded using spatial information
generated from modifying former spatial information
generated from encoding.

additional features and advantages of the invention
will be set forth in the description which follows, and in
part will be apparent from the description, or may be
learned by practice of the invention.

To achieve these and other advantages and in accordance

with the purpose of the present invention, as

COMS ID No: ARCS-289662 Received by IP Australia: Time (H:m) 17:02 Date (Y-M-d) 2010-08-23
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embodied and broadly described, a method of decoding an
audic signal acccrding to the present invention includes
receiving the audio signal and spatial information,
identifying a type of modified spatial information,
generating the mcdified spatial information wusing the
spatial information, and decoding the audio signal using
the modified spatial information, wherein Lhe Ltype of the
modified spatial dinformation dincludes at least one of
partial spatial information, combined spatial information
and expanded spatial information.

To further achieve these and other advantages and in
accordance with the purpose of the present inventicn, a
nethod of decoding an audio signal includes receiving
spatial information, generating combined spatial
information using the spatial information, and decoding the
audio signal wusing the combined spatial information,
wherein the combined spatial information is generatéd by
combining spatial parameters included in the spatial
information.

To furlher achieve these and other advantages and in
accorcance with the purpose of the present -nvention, a
method of decoding an audio signal includes receiving
spatial information including at least one spatial

information and spatial filter information including at
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least one filter parameter, generating combined spatial
informalion having a surround effect by combining the
spatial varameter and the filter parameter, and converting
the audio signal to a virtual surround signal using the
combined spatial information.

To further achieve these and other advantages and in
accordance with the purpose of the present invention, a
method of decoding an audic signal includes receiving the
audioc signal, receiving spatial information including tree
configuration information and spatial parameters,
generating modified spatial information by adding extended
spatial iInformalion to the spatial information, and
upmixing the audio signal wusing the modified spatial
information, which comprises including converting the audio
signal to a primary upmixed audio signal based on the
spatial information and converting the primary upmixed
audio signal to a sccondary upmixed audio signal based on
the extended spatial information.

It is to be understood that both the foregoing
general description and the following detailed description
are exemplary and explanatory and are intended to provide

further explanation'of the invention as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS
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The accompanying drawings, whica are included to
provide a further u%derstandﬁng of the invention and are
incorporated in and constitute a part of this specification,
illustrate enbediments of the invention and Logelher with
the description serve to explain the principles of the
invention.

In the drawings:

FIG. 1 is a block diagram of an audio signal encoding
apparatus and an audio signal decoding apparatus according
to the present invention;

FIG. 2 1is a schematic diagram of an example of
applying partial spatial information;

FIG. 3 is a schematic diagram of another example of
applying partial spatial information;

FIG. 4 is a schematic diagram of a further example of
applying partial spatial information;

FIG. 5 1is a schematic diagram c¢f an example of
applying combkined spatial information;

FIG. 6 is a schematic diagram of another example of
applying cemkbined spatial information;

FIG. 7 is a diagram of sound paths from speakers to a
listener, in which positions of the speakers are shown;

FIG. 8 is a diagram *to explain a signal outputted

from each speaker position for a surround effect;
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FIG. 9 1is a conceptiornal diagram to explain a method
of generating a 3-channel signal using a 5-channel signal;

FIG. 10 is a diagram of an example of configuring
extended channels based on extended channel configuration
informaticn;

FIG. 11 is a diagram to explain a configuration of
the extended channels shown in FIG. 10 and the relatiocn
with extended spatial parameter;

FIG. 12 is a diagram of positions of a multi-channel
audio signal of 5.l1-channels and an output channel audio
signal of 6.1-channels;

FIG. 13 is a diagram to explain Lhe relation between
a virtual sound source position and a level difference
between two channels;

FIG. 14 is a diagram to explain levels of two rear
channels and a level of a rear center channel;

FIG. 15 is a diagram to cxplain a positicen of a
multi-channel audio signal of 5.l-channels and a position
of an output channel audio signal of 7.l-channels;

FIG. 16 i1s a diagram to explain levels of two left
channels and a level c¢f a left front side channel (Lfs);
and

FIG. 17 is a diagram to explain levels of three front

channels and a level of a left front side channel (Lfs).

-10-
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BEST MODE FOR CARRYING OUT THE INVENTION

Reference will now be made in detail to the preferred
embodiments of the present invention, examples of which are
illustrated in the accompanying drawings.

General terminologies used currently and globally are
selected as terminologies used in the present invention.
And, there are terminologies arbitrarily selected by the
applicant for special cases, for which detailed meanings
are explained in detail in the description of the preferred
embodiments of the present invention. Hence, the present
invention should be understood not with the names of the
terminologies but with the meanings of the terminologies.

First of all, the present inventicn generates
modified spatial information using spatial information and
then decodes an audio signal using the generated modified
spatial information. In this case, the spatial information
is spatial information extracted in the <course of
downmixing according tc a predetermined tree configuration
and the modified spatial information is spatial information
newly generated using spatial information.

The present lInvention will be explained 1in detall
with reference to FIG. 1 as follows.

FIG. 1 is a block diagram of an audio signal encoding

-11-




10

15

20

WO 2007/032650 PCT/KR2006/003666

apparatus and an audio signal decoding apparatus according
to an embodiment of the present invention.

Referring to FIG. 1, an apparatus for encoding an
audio signal (hereinafter abbreviated an encoding
apparatus) 100 includes a downmixing unit 110 and a spatial
information extracting unit 120. And, an apparatus for
decoding an audio signal (hereinafter abbreviated a
decoding apparatus) 200 includes an output channel
generating wunit 210 and a modified spatial information
generating unit 220.

The downmixing unit 110 of the encoding apparatus 100
generates a downmix audio signal d by downmixing a multi-
channel audio signal IN M. The downmix audio signal d can
be a signal generated from dowrmixing the multi-channel
audio signal IN M by the downmixing unit 110 or an
arbitrary downmix audio signal generated from downmixing
the multi-channel audic signal IN M arbitrarily by a user.

The spatial information extracting unit 120 cof the
encoding apparatus 100 extracts spatial information s from
the multi-channel audio signal IN M. In this case, the
spatial information is the information needed to upmix the
downmix audio signal d into the multi-channel audio signal
IN M.

Meanwhile, the spatial information can be the

-12-




w

10

15

20

WO 2007/032650 PCT/KR2006/003666

information extracted 1in the course of downmixing the
multi-channel audio signai IN M according to a
predetermined tree configuration. In this case, the tree
configuration may correspond to tree configuration(s)
agreed between the audio signal decoding and encoding
apparatuses, which is not limited by the present invention.

And, the spatial information is able to include tree
configuration information, an indicator, spatial parameters
and the like. The tree configuration information is the
information for a tree configuration type. S0, a number of
multi-channels, a per-channel downmixing sequence and the
like vary according to the tree configuration type. The
indicator is the information indicating whether extended
spatial information is opresent or not, etc. And, the
spatial parameters can include channel level difference
(hereinafter abbreviated CLD) in the course of downmixing
at least two channels intc at most two channels, inter-
channel correlation or ccherence (hereinafter abbreviated
ice), channel prediction coefficients (hereinafter
abbreviated CPC) and the like.

Meanwhile, the spatial information extracting unit
120 is able to further extract extended spatial information
as well as the spatial information. In this case, the

extended spatial information is the information needed to

10

13-
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additionally extend the downmix audio signal d having been
upmixedl with the spatial parameler. And, <he extended
spatial information can include extended channel
configuration information and extended spatial parameters.
The extendesd spatial informaticn, which shall be explained
later, is not limited to the one extracted by the spatial
information extracting unit 120.

Besides, the encoding apparatus 100 is able to
further include a core codec encoding unit (not shown in
the drawing) generating a downmixed audio bitstream by
decoding the downmix audio signal. d, a spatial information
encoding unit (not shown in the drawing) generating a
spatial information bitstream by encoding the spatial
information s, and a mulliplexing unit (not shown in the
drawing) generating a bitstream of an audio signal by
multiplexing the downmixed audio bitstream and the spatial
information bitstream, on which the present invention does
not put limitation.

And, the decoding apparatus 200 is able to further
include a demultiplexing unit (not shown in the drawing)
separating the bitstream of the audio signal into a
downmixed audio bitstream and a spatial information
bitstream, a core codec decoding unit (not shown in the

drawing) decoding the downmixed audic bitstream, and a

11
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spatial information deceding wunit (not shown in the
drawing) decoding the spatial information bitstream, on
which the present invention does not put limitation.

The modified spatial information generating unit 220
of the decoding apparatus 200 identifies a type of the
modified spatial inforration using the spatial information
and then generates modified spatial information s’ of a
type that is identified based on the spatial information.
In this case, the spatial informaticn can be the spatial
information s conveyed from the encoding apparatus 100. And,
the modified spatial information is the information Lhat is
newly generated using the spatial information.

Meanwhile, there can exist various types of the
modified spatial information. And, the various types of the
modified spatial information can include at least one of a)
partial spatial informatiorn, b) combined spatial
information, and ¢) extended spatial infermation, on which
no limitation is put by the present invention.

The partial spatial information includes spatial
paramcters in part, the combined spatial informaticn is
generated from combining spatial parameters, and the
extended spatial information is generated using the spatial
information and the extended spatial information.

The modified spatial information generating unit 220

12
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generates the modified spatial information in a manner that
can be viried according to the type of the mod:fied spatial
information. And, a method of generating modified spatial
informalion per a type of the modified spatial informaticn
will bc explained in detail later.

Meanwhile, a reference for deciding the type of the
modified spatial information may correspond fo tree
configuration information in spatial information, indicator
in spatial information, output chanrel information or the
like. The tree configuration information and the indicator
can be included in the spatial information s from the
encoding apparatus. The output channcl information is the
information for speakers interconnecting to the decoding
apparatus 200 and can include a number of cutput channels,
position information for each oulput channel and the like.
The output channel information can be inputted in advance
by a manufacturer or inputted by a user.

A method of deciding a type of modified spatial
information using theses infomations will be explained in
detail later.

The output channel generating unit 210 of the
decoding apparatus 200 generates an output channel audio
signal OUT N from the downmix audio signal d using the

modified spatial information s’.

13
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The spatial filter information 230 is the infermation
for sound paths and 1is provided to the modified spatial
information generating unit 220. In case that the mecdified
spatial information generating unit 220 generates combined
spatial information having a surround effect, the spatial
filter information can be used.

Hereinafter, a method of decoding an audio signal by
generating modified spatial information per a type of the
modified spatial information is explained in order of (1)
Partial spatial information, (2) Combined spatial
information, and (3) Expanded spatial information as
follows.

(1) Partial Spatial Information

Since spatial parameters are calculated in the course
of downmixing a multi-channel audio signal according to a
predetermined tree configuraticn, an original multi-channel
audio signal before downmixing can be reconstructed if a
downmix audio signal is decoded using the spatial
parameters intact. In case of attempting to make a channel
number N of an output channel audio signal be smaller than
a channel number M of a multi-channel audio signal, it is
able to decode a downmix audio signal by applying the
spatial parameters in part.

This method can be varied according to a sequence and

14
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method of downmixing a multi-channel audio signal in an
encoding apparatﬁs, i.e., a type of a tree configuration.
And, the tree configuration type can be inguired using tree
configuration information of spatial information. And, this
method can be veried according to a number of output
channels. Moveover, it is able to inguire the number of
output channels using oulput channel information.

Hdereinafter, in case that a channel number of an
output channel audic signal is smaller than a channel
mumber of a multi-channel audio signal, a method of
decoding an audic signal by applying partial spatial
information including spatial parameters in part 1is
explained by taking various tree configurations as examples
in the following description.

(1)-1. First Example of Tree configuration (5-2-5
Tree configuration)

FIG. 2 is a schematic diagram of an example of
applying partial spatial information.

Referring to a left part of FIG. 2, a sequence of
downmixing a multi-channel audio signal having a channel
number 6 (left front channel L, left surround channel Ls,
center channel C, low frequency channel LFE, right front
channel R, right surround channel Rg) into stereo downmixed

channels I, and R, and the relation between the mnmulti-

15
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channel audio signal and spatial parameters are shown.

First of all, downmizing between the left channel L
and the left surround channel Lg, downmixing between the
center channel C and the low frequency channel TFE and
downmizing between the right channel R and the right
surround channel R, are carried out. In this primary
downmixing process, a left total channel T., a center total
channel C¢ and a right total channel R. are generated. And,
spatial parameters calculated in this primary downmixing
process include CLDy (ICC inclusive), CLD; (ICC; inclusive),
CLDy (ICCy inclusive), etc.

In a secondary process following the primary
downmixing process, the left total channel Lg, the center
total channel ¢, and the right total channel Ry are
downmized tcgether to generate a left channel L, and a
right channel R,. And, spatial parameters calculated in
this secondary downmixing process are able to includce CLDgrr,
CPCyrr, ICCepp, etc.

In other words, a multi-channel audio signal of total
six channels is downmixzed in the above sequential manner to
generate the stereo downmixed channels L, and Re.

If the spatial parameters (CLDz, CLD;, CLDg, CLDrrr,
ete.) calculated in the above sequential manner are used as

they are, they are upmixed in sequence reverse to the order

16
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for the downmixing to generate the multi-channel audio
signal having the channel number of 6 (lefl front channel L,
left surround channel L,, center channel C, low freguency
channel LFE, right front channel R, right surround channel
Rs) .

Referring to a right part of FIG. 2, in case that
partial spatial ‘nformation corresponds to CLDprr among
spatial parameters ({(CLD», CLD;, CLDo, CLDgr, etc.), it is
upmixed into the left Lotal channel L:, the center total
channel (¢ and the right total channel Re. If the left
total channel L: and the right total channel Ry are
selected as an output channel audio signal, it is able to
generate an output channel audio signal of two channels Lg
and Re. If the left total channel 1., the center total
channel C. and the right total channel R are selected as
an output channel audio signal, it is able to generate an
output channel audio signal of three channels L, C¢ and R.
After upmixing has been performed using CLD; in addition,
if the left total channel L¢, the right total chanrnel R,
the center channecl C and the lecw frequency channel LFE are
selected, it is able to generate an output channel audio
signal of four channels (L, Ry, C and LFE).

(1)-2. Second Example of Tree configuration (5-1-5

Tree configuration)

17
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FIG. 3 is a schematic diagram of another example of
applying partia. spatial infermation.

Referring to a left part of FIG. 3, a sequence of
downmixing a multi-chanzel audio signal having a channel
number 6 (left front channel T, left surround channel L,
center channel C, low frequency channel LFE, right front
channel R, right surround channel Rs) into a mono downmix
audio signal M and the relation between the multi-channel
audio signal and spatial parameters are shown.

First of all, like the first example, downmixing
between the left channel L and the left surround channel Ls,
downmixing between thc center channel C and the low
frequency channel LFE and downmixing between the right
channel R and the right surround channel R, are carried out.
In this primary downmixing process, a left total channel Ly,
a center total channel C¢ and a right total channel Ry are
generated. And, spatial parameters calculated in this
primary downmixing process include CLDs; (TCC3 inclusive),
CLD; (ICC4 inclusive), CLDs (ICCs inclusive), etc. (in this
case, CLDy and ICC, are discriminated from the former CLDy
in the first example).

In a secondary process following the primary
downmixing process, the left total channel L. and the right

total channel R, are downmixed together to generate a left

18
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center channel LC, and the center total channel C: and the
right total channel R are’downmixcd together to generate a
~ight center channel RC. And, spatial parameters calculated
in this secondary downmixing proccss are able to include
CTD, (ICC; inclusive), CLDy (ICCy inclusive), etc.

Subsequently, in a tertiary downmixing process, the
left center channel LC and the right center channel R; are
downmixed to generate a mono downmixzed signal M. And,
spatial parameters calculated in the tertiary downmxing
preccess include CLDy (ICCy inclusive), etc.

Referring to a right part of FIG. 3, in case that
partial spalial information corresponds to CLDy among
spatial parameters (CLDz, CLD4, CLDs, CLDs, CLD;, CLDp, etc.),
a left center channel LC and a right center channel RC are
generated. If the left center channel LC and the right
center channel RC are selected as an output channel audio
signal, it 1is able to generate an output channel audio
signal of two channels LC and RC.

Meanwhile, if partial spatial information corresponds
to CLDy, CLD; and CLDz, among gpatial parameters (CLDz, CLDg,
CLDs, CLD;, CLD;, CLDy, etc.), a left total channel Ly, a
center total channel C: and a right total channel Ry are
generated.

If the left total channel L. and the right total

19
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channel R; are selected as an output channel audio signal,
it is able to gensrate an output channel audio signal of
two channels Ip and Re. If the left total channel Ly, the
center Lotal channel C¢ and the right total channel Ry are
selected as an output channel audio signal, it is able to
generate an output channel audio signal of three channels
Li, Ce and Re.

In case that partial spatial information includes
CLD; in addition, after upmixing has been pefformed up to a
center channel and a low frequency channel LFE, if the left
total channel L., the right total channel Ri, the center
channel C and the low frequency channel LFE are selected as
an output channel audio signal, it is able to generate an
output channel audio signal of four channels (Ly, R¢, C and
LFE) .

(1y-3. Third Example of Tree configuration (5-1-5
Tree configuration)

FIG. 4 is a schematic diagram of a further example of
applying partial spatial information.

Referring to a left part of FIG. 4, a sequence of
downmixing a multi-channel audio signal having a channel
number 6 (left front channel L, left surround cnannel Lg,
center channel C, low frequency channel LFE, right front

channel R, right surround channel R;) into a mono downmix
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audio signal ¥ and the relation between the multi-channel
audio signal and spatial parameters are shown.

First of all, 1like the first or second example,
downmixing between the left channel L and the leflL surround
channel L., downmixing between the center channel C and the
low frequency channel LFE and downmixing between Lhe right
channel R and the right surround channel Rs arc carried out.
Tn this primary downmixing process, a left total channel L,
a center total channel Cp and a right total channel Ry are
generaled. And, spatial parameters calculated in this
primary downmixing process include CLD; (ICC; inclusive),
CLD, (ICC, inclusive), CLDs; {ICCs inclusive), etc. {(in this
case, CLDy and ICCy are discriminated from the former CLDy
and ICC, in the first or second example) .

In a secondary process following the primary
downmixing process, the left total channel L., the center
total channel C. and the right total channel R, are
downmixed together to generate a left center channel LC and
a right channel R. And, a spatial parameter CLDyrr (ICCyprr
inclusive) is calculated.

Subsequently, in a tertiary downmixing process, the
left center channel LC and the right channel R are
downmixed Lo generate a mono downmixed signal M. And, a

spatial parameter CLDy (ICCp inclusive) is calculated.
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Referring to a right part cf FIG. 4, in case that
partial spatial information corresponds to CLDy and CLDAT
among spatial parameters (CLD;, CLD;, CLD;, CLDgrr, CLDo,
etc.), a left total channel L, a cenler total channel Cq
and a right total channel R are generated.

Tf the left total channel Lg and Lhe right total
channel R, are szlected as an output channel audio signal,
it is able to generate an output channel audio signal of
two channels Ly and Rg.

If the _eft total channel L¢, the center total
channel C. and the right total channel R¢ are selected as
an output chaznnel audio signal, it is able to generate an
output charnel audio signal of three channels Ly, Cy and Re.

In case that partial spatial information includes
CLD, in addition, after upmixing has been performed up to a
center channel C and a low frequency channel LFE, if the
left Lotal channel Ly, the right <total channel R, the
center channel C and the low frequency channel LFE are
selected as an output channsl audio signal, it is able to
generate an output channel audio signal of four channels
(I, Re, C and LEE).

In the above description, the process for generating
the output channel audio signal by applying the spatial

parameters in part only has been explained by taking the
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three kinds of tree configurations as examples. Besides, it
is also able to additionally abply combined spatizl
informatior or extended spatial information as well as the
partial spatial information. Thus, it is able to handle the
process for applying the medified spatisl information to
the audio signal Thierarchically or coilectively and
synthetically.

(2) Combined Spatial Information

Since spatial information is calculated in the course
of downmixing a multi-charnnel audio signal according to a
predetermined tree configuration, an original multi-channel
audio signal before downmixing can be reconstructed if a
downmix audio sigral is decoded using spatial parameters of
the spatial information as they are. In case that a channel
number M of a multi-channel audio signal is different from
a channe! number N of an output channel audio signal, new
combined spatial information is generated by combining
spatial information and it is then able to upmix the
downmix audio signal using the generated infeormation. In
particular, by applying spatial parameters to a conversion
formula, it is able to generate combined spatial parameters.

This method can be varied according to a sequence and
method of downmixing a multi-channel audic signal in an

encoding apparatus. And, it 1is able to inquire the
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downmixing sequence and method using tree configuraticn
information o% spatial information. And, tiiis method can be
varied according to a number of output channels. Moreover,
it is able to inguire the number of cutput channels and the
like using output channel information.

Hereinafter, detailed embodiments for a method of
modifying spatial information and embodiments for giving a
virtual 3-D effect are explained in the following
description.

(2)-1. General Combined Spatial Information

A method of generating combined spatial parameters by
combining spatial parametcrs of spatial information 1is
provided for the upmixing according to a tree configuration
different from that in a downmixing process. So, this
method is applicable to all kinds of downmix audio signals
no matter what a tree configuration according to tree
configuration information is.

In case that a multi-channel audio signal is 5.1-
channel and a downmix audio signal is 1-channel {(mono
channel), a method of generating an output channel audio
signal of two channels is explained with reference to two
kinds of examples as follows.

(2)-1-1. Fourth Embodiment of Tree configuration (5-

1-5; Tree configuration)
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FIG. 5 is a schematic diagram of an example of
applying combined spatial nformation.

Referring to a left part of FIG. 5, CLDy to CLDs and
ICCy to ICCy (not shown in thne drawing) can be called
spatial parameters that can be calculated in a process for
downmixing a multi-channel audio signal of b5.l-channels.
For instancc, in spatial parameters, an inter-channel level
difference between a left channel signal L and a right
channel signal R is CLD; and inter-channel correlation
petween I and R is ICC;. And, an inter-channel level
difference between a left surround channel Ls and a right
surround channel Ry is CLD; and inter-channel correlation
between Lg and Rs is ICCa.

On the other hand, referring to a right part of FIG.
5, if a left channel signal T, and a right channel signal
R. are generated by applying combined spatial parameters
CLDy and ICCq to a mono dowrmix audio signal m, it is able
to directly generate a stereo output channel audio signal
L: and Ry from the mono channel audio signal m. In this
case, the corbined spatial parameters CLDy and ICC, can be
calculated by combining the spatial parameters CLDy to CLDg
and ICCqy to ICCs.

Hereinafter, a process for calculating CLDy among

combined spatial parameters by compining CLDg to CLD:
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together is firstly explained, and a process for
calculating ICC, among combined spatial parameters by
combining CLDy to CLDy and ICCg to ICCs is then explained as
follows.

(2)-1-1-a. Derivation of CLDq

First of all, since CLDy is a level difference
between a left output signal Ly and a right output signal
R,, a result from inputting the left output signal L. and
the right outpul signal Ry to a definition formula of CLD
is shown as follows.

[Formula 1]

CLDg= 10*logig (Pre/DPre) s

where Py is a power of L; and Pg: is a power of Rg,

|Formula 2]

CLDg= 10*1iogyg{Prsta/Breta),

where Pry is a power of L¢, Pre is a power of Ry, and
‘a’ is a very small constant.

Hence, CLD, is dcfined as Formula 1 or Formula 2.

Meanwhile, in order to represent Py and Py using
spatial parameters CLDy to CLDy, & relation formula between
a left output signal Ly of an output channel audio signal,
a right output signal R of Lhe output channel audio signal
and a multi-channel signal L, Ls, R, Rs, C and LFE are

needed. And, the corresponding relation fomula can be
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defined as follows.
[Formule 3]
Le=T + Le+ C/V2 + LFE/N 2

R + Ry + C/¥2 + LFE/ 2

Il

Re

Since the relation formula 1like Formula 3 can be
varied according to how to define an output channel audio
signal, it can be defined in a manner of formula different
from Formula 3. For instance, ‘1/4 2" in C/V2 or LFE/N 2
can be ‘0" or ‘l’.

Formula 3 can bring out Formula 4 as follows.

[Forrula 4]

Pye= Py + Py + Pc/2 + Puew/2

Pae = Pp + Zrs + Po/2 + Pres/2

It is able to represent CLD, according to Formula 1
or Fkormula 2 using P and Pge. And, ‘Pu and Pg’ can be
represented according to Formula 4 using Py, Pus, Per Puees
pg and Pgs. So, 1t 1s needed to find a relation formula
enabling the Pu, Pis, Por Prres 2gr and Pys to be represented
using spatial parameters CLDy to CLD4.

Meanwhile, in case of the tree configuraticn shown in
FIG. 5, a relation between a multi-channel audio signal (L,
R, C, LFE, Ls, Rs) and a mono downmixed channel signal m is
shown as follows.

{Formula 5}
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And, Formula 5 brings about Formula 6 as follows.

[Formula 6]

i B | (CI,OTI'BCI,OTTICI,()TTO) ’

P (¢3.01r3C1 011110770 )

P | (Cu,uu4"’2,011'1”1.01'1‘0)2 o

P (cz,ormcz,on‘xcl,orro)2

P (Cl,owzcz,orm)2
L P, AN (cz,u'rrzcz,mn::)2 |

1u 10
Sorm =0T us, Cram, =

where, VIHU ®

In particular,

by inputting Formula 6 to Formula 4

and by inputting Formula 4 to Formula 1 or Formula 2, it is

able to represent the combined spatial parameter CLDq in a

manner of combining spatial parameters CLDy to CLDj.

Meanwhile,

an expansion resulting from inputting

Formula 6 to Pc/2 + Ppe/2 in Formula 4 is shown in [Formula

7.
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[Formula 7]
Pe/2 + Pye/? = [(C1,0T'14)2 + (CZ,(,)'I"\'4)2] *(Cz,or'rl"cl,OTTo)Z *
m? /2,
In Lhis case, acccrding to definitions of ¢ and oz
5 (cf. Formula 5), since (cl,x)z + (c,z,x)2 =1, it results in
{cy,omma)® + (czorma)® = 1.
So, Formula 7 can be briefly summarized as follows.
[Formula 8]
Pe/2 + Pree/2 = (CZ,O‘L‘TI.*CL,OTTO)Z * m?/2
10 Therefore, by inputting Formula 8§ and Formula 6 to
Formula 4 and by inputting Formula 4 to Formula 1, it is
able Lo represent the combined spatial parameter CLDy in a
manner of combinirg spatial parameters CLDy to CLDs.
(2)-1-1-b. Derivation of ICCq
15 First of all, since ICCq i3 a correlation between a
left output signal L. and a right output signal Ry, a
result from inputting the lelt output signal L¢ and the
right output signal 2R to a corresponding definition
formula is shown as follows.
20 [Formula 9]
Pun

VPela | yhere P :Zx,x;.

4 XXy

e, =

In Formula ¢, Pr. and Py can be represented using CLDg

to CLD; in Formula 4, Formula 6 and Formula 8. And, PrcPre
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can be expanded in a manner of Formula 10.
[Formula 10]
Piext = Pur + Preps + Po/2 = Prre/2
In Formula 10, 'Pe/2 + Pre/2’ can be represented as
5  CLDg to CLD; according to Formula 6. And, Piw and Prers can be
expanded according to ICC definition as follows.
[Formula 11]
ICCy= Prn/V (PLPg)
ICC,= Pusrs/ N (PusPas)
10 In Formula 11, if N (PiPr) or \ (PysPrs) 1s transposed,
Formula 12 is obtained.
[Formula 12]
Pp= ICC3* v (PyPe)

Props= 1CC2* V (PrsPrs)

15 In Formula 12, Py, Pr, Prs and Pus can be represented
as CLDg to CLLs according to Formula 6. A formula resulting

from inputting Formula 6 to Formula 12 corresponds to

Fozmula 13.
[Formula 13]

_ . . 2 42
20 Prz= ICCs *Ci,0mm3 *Cz,orrs * (C10tm*Ca,0re0) © I

Prszs= LCCz *Ci1,0rr2 *C2,0172 *(CQ,OTTO)Z *m?
In summary, by inputting Formula 6 and Formula 13 to

Formula 10 and by inputting Formula 10 and Formula 4 to

Formula 9, it is able to represent a combined spatial
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parameter ICC, as spatial parameters CLDy to CLD;, ICC; and
1CCs. '

(2)-1-2. Fifth Embodiment of Tree cenfiguration (5-1-
5, Tree configuration)

FIG. 6 is a schematic diagram of arnother example of
applying combined spatial information.

Referring to a left part of FIG. 6, CLDy to CLDq and
ICC, to ICCs (not shown in the drawing) can be called
spatial parameters that can be calculated in a process for
downmixing a multi-channel audio signal of 5,1-channels.

In the spatial parameters, an inter-channel level
difference belween a left channel signal L and a left
surround channel signal Ls 1is CLD; and inter-channel
correlation between L and Ls is ICC;. And, an inter-channel
level difference betwean a right channel R and a right
surround channel Rs is CLDy and inter-channel correlation
betwean R and Rs is ICCs.

On the other hand, referring to a right part of FIG.
6, if a left channel signal L. and a right channel signal
R; are generated by applying combined gpatial parameters
CLDy and ICCs to a mono downmix audio signal m, it is able
to directly generate a stereo output channel audio signal
L. and R, from the mono channel audio signal m. In this

case, the combined spatial parameters CLDs and ICCy can be
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calculated by combining the spatial parameters CLDo to CLDy
and ICC, to ICCa. '

Hereinafter, a process for calculating CLDy among
combined spatial parameters by combining CLDg to CLD, is
firstly explained, and a process for czlculating ICCg among
combined spatial parameters by combining CLDp to CLDg and
1CC, to ICC, is then explained as follows.

(2)-1-2-a. Derivation of CLDg

First of all, since CLDg is a level difference
between a left output signal Ly and a right output signal
Ry, a result from inputting the left output signal Ly and
the right output signal R¢ to a definition formula of CLD
is shown as follows.

[Formula 14]

CLDg= 10*10g1o (Prt/Pat)

where Py is a power of Ly and Pre is a power of Re.

[Formula 15]

CLDg= 10*1logyy(Pn ta/Pretal .

where Pre is a power of Lg, Pp 18 a power of R, and
‘a’ is a very small number.

Hence, CLDy is defined as Formula 14 or Formula 15.

Meanwhile, in order <o represent P and Pge using
spatial parameters CLDy to CLDs, a relation formula between

a left output signal L; of an output channel audio signal,
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a right output signal Ry of the output channel audio signal
and a muiti—channel signal L, Ls, B, Rs, C and LFE are
needed. And, the corresponding relation fomula can be
defined as follows.

[Formula 16]

I

Li=TL + Lo+ C/N2 + LFE/V2

Re= R + Ry + C/¥2 + LFE/Y2

Since the relation formula like Formula 16 can e
varied according to how to define an ocutput channcl audio
signal, it can be defined in a manner of formula different
from Formula 16. For instance, ‘1/427 in C/N2 or LFE/N 2
can be ‘0’ or ‘1’.

Formula 16 can bring out Formula 17 as follows.

[Formula 17]

Pyt = Py + Pro + Po/2 + Pre/2

Ppe = Pr + Prs + Po/2 + Prem/2

It is able to represent CLDs according to Formula 14
or Formula 15 using Pyt and Pg. And, Py and Pp’ can be
represented according to Formula 15 using Ppn, Prsr Pcs Pumes
pPg and Pgs. S0, it is needed to find a relation formula
enabling the Pn, Pus, Pc, Prmes Pz and 2p; to be represented
using spatial parameters CLDy to CLDs.

Meanwhile, in case of the tree configuration shown in

FIG. 6, the relation between a multi-channel audic signal
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(1., R, C, LFE, Ls, Rs) and a mono downmixed channel signzal
n is shown as follows.

{Forxmula 18}

L D, € o1r361.0rC1 0170 1
Ls Dy, ¢ orrsCorri©iorre
R - Dy = Crorra€2,0mC 0rro )
Rs Dy, € 0rriC20rmiC01T0
¢ D, Crorr2Cr0mr0

LFE Dy | Crom2r0mm0

1

12

where 1410

And, Formula 18 brings about Formula 19 as follows.

[Formula 19]

P, (CI,OTTBCI,OITICI.DTTO) ’

B, (CZ.OTTzcl,OTTIcl,OTTO)Z

5 _ (61,077'407,()‘1‘1‘1CI,O’IT0)2 o

P (€2.0rm4C2,0mC10mr0 ) ’

7 (Cx,orrzcz,m'ro)2

Pirp L (2017262010 n)z

1u 1o
o Cyam, =

where, %HBT

In particular, by inputling Formula 19 to Formula 17
and by inputting Formula 17 to Formula 14 or Formula 15, it
is able to represent the combined spatial parameter CLDg in

a manner of combining spatial parameters CLDg to CLDs.
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Meanwhile, an expansion formula resulling from

inpatting Formula 19 to Py + Pps in Formula 7 is shown in

Formu-a 20.

[Formula 20]

2 2 2 .2
5 Py + Pus = [(cyomr3)” + (C20me3) 7] (C1,0rr1*C1,0mp0) © I

In this case, according to definitiorns of ¢ and ¢

(cf. Formula 5), since ((:1,};)2 + (c;,x}z =1, it results in

(Croms)® + (Croma)® = L.
So, Formula 20 can be briefly summarized as follows.
10 [Formula 21]
% 2 g
P, = Py + Pus = (Cirom C1,0rr0) ~ *m
On the other hand, an expansion formula resulting

from ‘nputting Formula 19 to Pg + Pes in Formula 17 is shown

in Formula 22.
15 [Formula 22]
P+ Ppy = [(Cyorea)” + (c2,0mma) °] (C1,orm*Cr,crro)
In this case, according to definitions of @ and C»

(cf. Formula 5), since (ci,x)? + (cpx)? =1, it results in

2 2
(c1,0rma) © + (Cz0tma) = 1.

20 So, Formula 22 can be briefly summarized as follows.

[Formula 23]

- (e 2 42
Pr = Pz + Prs = (C2,0rm*C1,0rr0)” MM

On the other hand, an expansion formula resulting

from inputting Formula 19 to Pc/2 + Pupe/2 in Formula 17 is
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shown in Formula 24.
[Formula 24]
Pe/2 = Prs/2 = [{Crom)® + ':CZ,OT'IE)Z] (C7,0TT0)2 *m? /2
In this case, accerding to definitions of c¢p and cp
5 (cf. Formula 5), since (cllx)2 + (c;,x)2 =], it results in

2 2
(c1,0rm2)° + (C2,0rm2) " = 1.

S0, Formula 24 can be briefly summarized as follows.

[Formula 25]
Pe/2 t+ Pres/2 = (Cz,orTc)Z /2
10 Therefore, Ly inputting Formula 21, formula 23 and

Formula 25 to Formula 17 and by inputting Formula 17 to
Formula 14 or Formula 15, it is able to represent the
combined spatial parameter CLD; in a manner of combining
spatial parameters CLD, to CLDy.
15 (2y-1-2-b. Derivalion of TCCg
First of all, since ICCy is a correlation between a
left output signal Iy and a right output signal Re, @
result from inputting the left output signal L; and the
right output signal Ry to a corresponding definition
20 formula is shown as follows.

[Formula 26]

Iy
cC = kR
4 *
VI , where P, =Zx]x2 .

In Formula 26, Pn. and Py can be represented
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according to Formula 19 using CLD¢ to CLDg. And. PrePre can
be expanded in a mahncr of Formula 27.

[Formula 27]

Pure = PLg | Po/2 + Pres/2

in Formula 27, ‘Pc/2 + Pue/2' can be represented as
CLD, to CLDy according to Formula 19. And, Ppz can be
expanded acccrding to ICC definition as follows.

[Formula 28]

ICCi= Py g /Y (Py Pa)

If V(PRPR) is transposed, Formula 29 is cbtained.

[Formula 29]

Prp = ICC* V (Py Pg)

In Formula 28, Py and Pr can be represented as CLDo
to CLDy; according to Formula 21 and Formula 23. A formula
resulting from inputting Formula 21 and Formula 23 to
Formula 29 corresponds <o Formula 30.

[Formula 30]

Py r = ICCi *Ciorm *Ciormo *Co,omm *C1,0110 *m’

in summary, by inputting Formula 30 to Formula 27 and
by inputting Formula 27 and Formula 17 to Formula 26, it is
able to represent a combined spatial parameter ICCp as
spatial parameters CLDg to CLD4 and ICCy.

The above-explained spatial parameter modifying

methods are just one embodiment. And, in finding Py Or Pyy,

37

-40-




10

15

20

WO 2007/032650 PCT/KR2006/003666

it is apparent that the above-explained formulas can be
varied in various forms by considering ccrrelations (e.g.,
ICCy, etc.) between the respective channels as wel: as
signal energy in addition.

(2)-2. Combined Spatial Information Having Surround
Effect

First of all, in cass of considering sound paths to
generate combined spatial information by combining spatial
information, it is able to bring about a virtual surround
effect.

The virtual surround effect or virtual 3D effect is
able Lo bring about an eftect that there substantially
exists a speaker of a surround channel without the speaker
of the surround channel. For instance, 5.l-channel audio
signal is outputted via two stereo speakers.

A sound path may correspond to spatial filter
information. The spatial filter information is able to use
a function named HRTF (head-related <transfer function),
which is not limited by the present invention. The spatial
filter information is able to include a filter parameter.
By inputting the filter parameter and spatial parameters to
a conversion formula, it is able to generate a combined
spatial parameter. And, the generated combined spatial

parameter may include filter coefficients.
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Hereinafter, assuming that a multi-channel audio
signal is 5-channels and that an output channel audio
signal of three channels 1is generated, a method of
considering sound paths to generate combined spatial
information having a surround effect is explained as
follows.

FIG. 7 is a diagram of sound paths from gpeakers to a
listener, in which positions of the speakers are shown.

Referring to FIG. 7, positions of thrce speakers SPKI,
SPK? and SPK3 are leoft front L, center C and right R,
respectively. And, positions of virtual surround channels
are left surround Ls and right surround Rs, respectively.

Sound paths to positions r and 1 of right and left
ears of a listener from the positions L, C and R of the
three speakers and positions Ls and Rs of virtual surround
channels, respectively are shown. An indication of 1Gxy'
indicates the sound path from the position x to the
position y. For lnstance, an indication of ‘G’ indicates
the sound path from the position of the left front L to the
position of the right ear r of the listener.

If there exist speakers at five pesitions (i.e.,
speakers exist at left surround Ls and right surround Rs as
well) and if the listener exists at the position shown in

FIG. 7, a signal Lo introduced into the left ear of the
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listener and a signal Ry introduced into the right ear of
the listener are represented as Formula 31.

[Formula 31]

Lo= L*Gy 1 + C*Gey + R*Gry + Ls*Graa + RS*Grst

Ro = L*Gy  + C*Ge, + R*Ggr + L8*Gugr * RS*Ggs rr

where L, C, R, Ls and Rs are channels at positions,
respectively, Gyy indicates a sound path from a position x
to a position y, and ‘*’ indicates a convclution.

Yet, as mentioned in the [oregoing description, in
case that the speakers exist at the thres positions L, C
and R only, a signal Lo real introduced into the left ear of
the lislener and a signal Ro rea: introduced into the right
ear of the listener are represented as follows.

[Formula 32]

Lo rea1 = L*Ga + C*Gea + R*Graa

Ro rear = L*Gry + C*Gor + R¥Ggry

gince surround channel signals Ls and Rs are not
taken into consideration by the signals shown in Formula 32,
it is unable to bring about a virtual surround effect. In
order to bring about the virtual surround effect, a Ls
signal arriving at the position (1, r) of the listener from
the speaker position Ls is made equal Lo a Ls signal
arriving at the position (1, r) of the listener from the

speaker at each of the three positions L, C and R different

40

-43-




10

15

20

WO 2007/032650 PCT/KR2006/003666

from the original position ILs. And, this is identically
applied toe the case of the right surround channel signal Rs
as well.

Looking into the left surround channel signal Ls, in
case that the left surround channel signal Ls is outputted
from the speaker at the left surround position Ls as an
original posilion, signals arriving at the left and right
ears 1 and r of the listener are represented as fcllows.

[Formula 33]

‘Ls*Grs 1’ r “L8*Grs 1’

and, in case that the right surround channel signal
Rs is outputted from the speaker at the right surround
position Rs as an original position, signals arriving al
the left and right ears 1 and r of the listener are
represented as follows.

[Formula 34]

‘RS*Ggs 1/, ‘RS*Grs '

In case that the signals arriving at the left and
right ears 1 and r of the listener are equal to components
of Formula 33 and Formula 34, even if they are outputted
via the seakers of any position (e.g., via the speaker SPK1
at the left front position), the listener is able to sense
as if speakers exist at the left and right surruond

positions Ls and Rs, respectively.
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Meanwrile, in case that components shown in Formula
33 aré outputted tfrom the speaker at the left surround
position Ls, they are the signals arriving at the left and
right ears 1 and r of the listener, respectively. So, if
the components shown in Formula 33 are outputted intact
from the speaker SPKl at the left front position, signals
arriving at the left and right ears 1 and r of the listener
can be represented as follows.

[Formula 35]

‘Ls*Grs 1*Gr 1/, L5*Grs_r*Gy ¢’

Looking into Formula 35, a component ‘G i” (or Y ")
correpsonding to the sound path from the left Zront
position L to the left ear 1 (or the right ear r) of the
listener is added.

Yet, the signals arriving at the left and right ears
1 and r of the listener should be the components shown in
Formula 33 instead of Formula 35. In casc that a sound
outputted from the speaker at the left front position L
arrives at the listener, the component ‘G’ (or ‘G ") is
added. So, if thé components shown in Formula 33 are
outputted from the speaker SPK1 at the left front position,
an inverse function ‘Gyi™' (or Gy ) of the ‘Grif (or
‘Gr ') should be taken into consideration for the sound

path. In other words, in case that the components
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correpsonding to Formula 33 are outputted from the speaker
SPKl at Lhe left front pcsition L, they have to be modified
as the following formula.
[Formula 36]
5 Ls*Gys 1%Gp 1, “LS*Gre o¥G
And, in case that the components correposnding to
Formula 34 are outputted from the speaker SPK1 at the left
front position L, they have to be modified as the following
formula.
10 [Formula 37]
VRe*Ggg 1*Gy 17V, "Re¥Gre y*Gr 1
So, the signal 1’ outputted from the speaker SPKl at
the left front position L is summarized as follows.
[Formula 38]
15 L'= L + L8*Gue %Gy 1} + RS*Gpo %G

7 and  Rs*CGge*GL1 " are

(Components Ls*Gys ¢ *Gy r

omitted.)
If the signal, which is shown in Formula 3§ to be
outputted from the speaker SPKLl at the left front position
20 L, arrives at the position of the left ear L of the
listener, a sound path factor ‘G 1! is added. So, ‘Gpi’
terms in formula 38 are cancelled out, whereby factors

shown in Formula 33 and Formula 34 eventually remain.

FIG. 8 is a diagram to explain a sigral outputted
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from each speaker position for a virtual surround effect.
Referring to FIG. 8, if signals Ls and Rs outputted
from surround positions Ls and Rs are made <o be included
in a signal L' outputted from each speaker position SPK1 by
5 considering sound paths, they correspond to Formu-a 38.
In Formula 38, G].S_],*‘Cv’hj’1 is briefly abbrevialed Hps i
as follows.
[Formula 39]
L'= L + Ls*Hys 1 + RS*Hrs 1
10 For instance, a signal C’ outputted from a2 speaker
SPK2 at a center position C is summarized as follows.

[Formula 40]
Cf= C + Ls*Hys ¢ + Rs*Hgs ¢

For another instance, a signal R’ outputted from a
15 speaker SPK3 at a right front position R is summarized as
follows.
[Formula 41]
R’= R + Ls*Hys g + Rs*Hgs
FIG. 9 is a conceptional diagram to explain a method
20 of generating a 3-channel signal using a 5-channel signal
like Formula 38, Formula 39 or Formula 40.
In case of generating a 2-channel signal R’ and L'

using a 5-channel signal or in case of not including a
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surround channel signal Ls or Rs in a center channel signal
C’, Hps ¢ 0T Hgs ¢ becomes 0.

For convenience of implementation, Hy y can be
variously modified in such a manner that H,y is replaced by
Gy y or that Iy is used by considering cross-talk.

The above detailed explanation zelates to one example
of the combined spatial information having the surround
effect. And, it is apparent that it can be varied in
various forms according to a method of applying spatial
filter information. As mentioned in the foregoing
description, the signals outputted via the speakers (in the
above example, left freont channel L’, right front channel
R’ and center channel C’) according to the above process
can be generated from the downmix audio signal using the
combined spatial information, an more particularly, using
the combined spatial parameters.

(3) Expanded Spatial Information

First of ali, by adding extended spatial information
to spatial information, it is able to generate expanded
spatial information. And, it 1is able to upmix an audio
signal using the extended spatial information. In the
corresponding upmixing process, an audio signal is
converted to a primary upmixing audio signal based on

spatial information and the primary upmixing audio signal
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is then converted tc a secondary upmixing audio signal
based on extendéd spatial information.

In this case, the extended spatial information is
able to include extended channel configuration information,
extended channel mapping information and extended spatial
parameters.

The extended channel configuration information is
information for a configurable channel as well as a channel
that can be configured by tree configuration information of
spatial information. The extended channel configuraticn
information may include at least one of a division
identifier and a non-division identifier, which will be
explained in detail later. The extended channel mapping
information is position information for each channel that
configures an extended channel. And, the extended spatial
parameters can be used for upmixing one channel into at
least two channels. The extended spatial parameters may
include inter-channel level differences.

The above-explained extended spatial information may
be included in spatial information after having been
generated by an encoding apparatus (i) or generated by a
decoding apparatus by itself (ii). In case that extended
spatial information is generated by an encoding apparatus,

a presence Or non-presence of the extended spatial
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information can be decided based on an indicator of spatial
information. In case that extended spatial informazion 1is
generated by a decoding apparatus by itself, extended
spatial parameters of the extended spatial information may
result from being calculated using spatial parameters of
spatial information.

Meanwhile, a process [for upmixing an audio signal
using the expanded spatial information generated on the
basis of the spatial information and the extended spatial
information can be executed scquentially and hierarchically
or ccllectively and synthetically. If the expanded spatial
information can be calculated as one matrix based on
spatial information and extended spatial information, it is
able to upmix a downmix audio signal into a multi-channel
audio signal collectively and directly using the matrix. In
this case, factors configuring the matrix can be defined
according to spatial parameters and extended spatial
paramsters.

Hereinafter, after completion of explaining a case
that extended spatial information generated by an encoding
apparatus 1s used, a case of generating extended spatial
information in a decoding apparatus by itself will Dbe
explained.

(3)-1: Case of Using Extendsd Spatial Information
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Generated by Encoding Apparatus: Arbitrary Tree
Configuration
First of all, expanded spatial information 1is

generated by an encoding apparatus ‘n being generated by
adding extended spatial information to spatial information.
And, a case that a decoding apparatus recelves the extended
spatial information will be explained. Besides, the
extended spatial information may be the one extracted in a
process that the encoding apparatus downmixes a multi-
channel audio signal.

As mentioned in =he foregoing description, extended
spatial informaticn includes extended channel configuration
information, extended channel mapping information and
extended spatial parameters. In this case, the extended
channel configuration information may include at least one
of a division identifier and a non-division identifier.
Hereinafter, a process for contiguring an extended channel
based on array of the division anc non-division identifiers
is explained in detail as follows.

FIG. 10 is a diagram of an example of configuring
extended channels based on extended channel configuration
information.

Referring to a lower end of FIG. 10, 0’s and 1’s are

repeatedly arranged in a sequence. In this case, ‘0’ means
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a non-division identifier and ‘1’ means a divisicn
identifier. A non-division identifier 0 existg in a firsz
order (1), a channel matching the non-division identifier 0
of the first order is a left channel L existing on a most
upper cnd. So, the left channel L matching the non-division
identifier 0 is selected as an output channel instead of
being divided. In a second order (2), there exists a
division identifier 1. A channel matching the division
identifier is a left surround channel Ls next to the left
channel T.. So, the left surround channel Ls matching the
division identifier 1 is divided into two channels.

Since there exist non-division identifiers 0 in a
third order (3) and a fourth order (4), the two channels
divided from the left surround channel Ls are selected
intact as output channels without being divided. Once the
above process is repeated to a last order (10), it is able
to configure entire extended channels.

The channel dividing process is repeated as many as
the number of division identifiers 1, and the process for
selecting a channcl as an output channel 1is repeated as
many as the number of non-division identifiers 0. 5o, the
number of channel dividing units ATO and AT1 are equal to
the number (2) cf the division identifiers 1, and the

number of extended channels (L, Lfs, Ls, R, Rfs, Rs, C and
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LFE) are equal to the number (8) of non-division
identifiers 0.

Meanwhile, after tne extend channel has been
configured, it is able to map a posizion of each output
channel using extended channel mapping information. In case
of FIG. 10, mapping is carried out In a sequence of a left
front channel L, a left front side channel Lfs, a left
surround channel Ls, a right front channel R, a right front
side channel Rfs, a right surround channel Rs, a center
channel C and a low frequency channel LES.

As mentioned in the foregoing description, an
extended channel can be configured based on extended
channel configuration information. For this, a channel
dividing unit dividing one channel into at least two
channels *s necessary. In dividing one channel into at
least two channels, the channel dividing unit is able to
use exlended spatial parameters. Since the number of the
extended spatial parameters is equal to that of the channel
dividing units, it is equal to the number of division
identifiers as well. So, the extended spatial parameters
can be extracted as many as the number of the division
identifiers.

FIG. 11 is a diagram to explain a configuration of

the extended channels shown in FIG. 10 and the relation
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with extended spatial parameters.

Referring to FIG. 11, there are Lwo channel division
units AT, and AT; and extended spatizl parameters ATDy and
ATD, applied to them, respcctively are shown.

In case that an extended spatial parameter is an
inter-channel level difference, a channel dividing unit is
aple to decide levels of two divided channcls using the
extended spatial parameter.

Thus, in performing upmixing by adding extended
spatial information, the extended spatial parameters can be
applied not entirely but partially.

(3)-2. Case of Generating Extanded Spatial
Information: Interpolation/Extrapolation

First of all, it is able to generate expanded spatial
information by adding extended spatial information to
spatial information. A case of generating extended spatial
information using spatial information will be explained in
the following description. In particular, it is abie to
generate extended spatial information wusing spatial
parameters of spatial informatior. In this case,
interpolation, extrapoiation or the like can be used.

(3)-2-1. Extension to 6.1-Channels

In case that a multi-channel audio signal is 5.1-

channels, a case of generating an output channel audio
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signal of 6.1l-channels is explained with reference to
examples as follows.

FIG. 12 is a diagram of a position of a multi-channel
audio signal of 5.l-channels and a position of an output
channel audio signal of 6.l-channels.

Referring to (a) of FIG. 12, it can be segen that
channcl positions of a multi-channel zudio signa: of 5.1-
channels are a left front channel L, a right front channel
R, a center channel C, a low frequency channel (not shown
in the drawing) LFE, a lcft surround channel Ls and a right
surround channel Rs, respectively.

In case that the multi-channel audio signal of 5.1-
channels is a downmix audio signal, if spatial parameters
are applied to the downmix audio signal, the downmix audio
signal is upmixed inlo the multi-channel audio signal of
5.71-channels again.

Yet, a channel signal of a rear center RC, as shown
in (b) of FIG. 12, should be further generated to upmix a
downmix audio signal into a multi-channel audio signal of
6.1-channels.

The channel signal of the rear center RC can be
generated using spatial parameters associated with two rear
channels (left surround channel Ls and right surround

channel Rs). In particular, an inter-channel level
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difference (CLD) among spatial parameters indicates a level
difference between two channels. So, by adjusting a leQel
difference between two channels, it is able to change a
position of a virtual sound source existing between the two
channels.

A principle that a position of a virtual sound source
varies according to a level difference between two channels
is explained as follows.

FIG. 13 is a diagram to explain the relation between
a virlual sound source position and a level difference
between two channels, in which levels ci left and surround
channels Ls and RS are ‘a’ and ‘b’, respectively.

Referring te (a} of FIG. 13, in case that a level a
of a left surround channel Ls is greater than that b of a
right surround channel Rs, il can be seen that a position
of a virtual sound source V$ is closer to a position of the
left surround channel LS than a position of the right
surround channel Es.

If an audio signa> is outputted from two channels, a
listener feels that a virtual sound source substantially
exists between the two channels. In this case, a position
of the virtual sound source is closer to a position of the
channel having a level higher than that of the other

channel.
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In case of (b) of FIG. 13, since a level a of a left
surround channel Ls is almost equai to a level b of a right
surround channel Rs, a listener feels that a position of a
virtual sound source cxists at a center between the left
surround channel Ls and the right surround channel Rs.

Hence, it is able to decide a level of a rear center
using the above principle.

FIG. 14 is a diagram to explain levels of two rear
channels and a level of a rear center channel.

Referring to FIG. 14, it is able to calculate a level
c of a rear center channel RC by interpolating a difference
between a level a of a left surround channel Ls and a level
b of a right surround channel Rs. In this case, non-linear
interpolation can be used as well as linear interpolation
for the calculation.

A level ¢ of a new channel (e.g., rear center channel
RC} existing between two channels (ec.g., Ls and Rs} can be
calculated according to linear interpolation by the
following formula.

[Formula 401}

c = a*k + b*(1-k),

where ‘a’ and ‘b’ are levels of two channels,
respectively and ‘k’ is a relative position beta channel of

level-a, a channel of level-b and a channel of level-c.
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If a channel (e.g., rear center channel RC) at a
level-c is iocated at a center bctween a channel (e.g., Ls)
at a level-a and a channel RS at a level-b, ‘k’ is 0.5. If
‘kf is 0.5, Formulz 40 follows Formula 41.

[Formula 41}

c=(a+b)/2

According to Formula 41, 1f a channel (e.g., rear
center channel RC) at a level-c is located at a center
between a channel (e.g., Ls) at a level-a and a channel RS
at a level-b, a level-c of a new channel corresponds to a
mean value of levels a and b of previous channels. Besides,
Formula 40 and Formula 41 arc just exemplary. So, 1t is
also possible to readjust a decision of a level-c and
values of the level-a and level-b.

(3)-2-2. Extension to 7.1-Channels

When a multi-channel audio signal is 5.l-channels, a
case of attempting to generate an output channel audio
signal of 7.1-channels is cxplained as follows.

FIG. 15 is a diagram to explain a position of a
mulli-channel zudio signal of 5.l-channels and a position
of an output channel audio signal of 7.1l-channels.

Referring to (a) of FIG. 15, like (a) of FIG. 12, it
can be seen that channel positions of & multi-channel audio

signal of 5.l1-channels are a left front channel L, a right

55

-58-




w

WO 2007/032650 PCT/KR2006/003666

front channel R, a center channel C, a low freguency
channel (nct shown in the drawing) LFE, a left surround
channel Ls and a right surround channel Rs, respectively.

-

Tn case Lhat the multi-channel audio signal of 5.1-
channels is a downmix audio signal, if spatial parameters
are applied to the downmixz audio signal, the downmix audio
signal is upmixed into the multi-channel audio signal of
5.1-channels again.

Yet, a left front side channel Lfs and a right front
side channel Rfs, as shown in (b) of FIG. 15, should be
further generated to upmix a downmix audio signal into a
multi-channel audic signal of /.l-channels.

Since the left front side channel Lfs is located
between the left front channel L and the left surround
channel Ls, it is able to decide a level of the left front
side channel T.fs by interpolation using a level cf the left
front channel L and a level of Lhe left surround channel Ls.

FIG. 16 is a diagram to explain levels of two left
channels and a level of a left front side channel (Lfs).

Referring to FIG. 16, it can be seen that a level ¢
of a left front side channel Lfs is a linearly interpolated
value based on a level a of a left front channel L and a
level b of a left surround channel LS.

Meanwhile, although a left front side channel Lfs is
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1ocated between a left front channel L and a left surround
channel Ls, it can be located outside a left front channel
1, a center channel C and a right front channel R. So, it
is able Lo decide a level of the left front side channe]l
Lfs by cxtrapolation using levels of the left front channel
L, center channel C and right front channel R.

¥1G. 17 is a diagram Lo explain levels of three front
channels and a level of a left front side channel.

Referring to FIG. 17, it can be seen that a level d
of a left front side channel Lfs is a linearly extrapoiated
value based on a level a of a left front channel I, a level
¢ of a center channel C and a level b of a right front
channel.

In the zbove description, the process for generating
the ocutput channel audioc signal by adding extended spatial
information to spatial information has been explained with
reference to two examples. As mentioned in the foregoing
description, in the upmixing process with addition of
extended spatial information, extended spatial parameters
can be applied not entirely but partially. Thus, a process
for applying spatial parameters to an audio signal can be
executed sequentially and hierarchically or collectively

and synthetically.
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INDUSTRIAL APPLICABILITY

Accordingly, the present invention‘ provides the
following effects.

First of all, the present invention 1is able to
generate an audio signal having a configuration different
from a predetermined tree configuration, thereby generzting
variously configured audio signals.

Secondly, since it 1is able to generate an audio
signal having a configuration different {rom a
predetermined tree configuration, even 1if the number of
multi-channels before the execution of downmixing 1is
smaller or greater than that ol speakers, it is able to
generate output channels having the number equal to Lhat of
speakers from a downmix audio signal.

Thirdly, in case of generating output channels having
the number smaller than that of multi-channels, since a
muiti-channel audio signal is directly generaled from a
downmiz audio signal instead of downmixing an output
channel audio signal from a multi-channel audic signal
generated from upmixzing a downmix audic signal, it is able
to considerably reduce load of operations required for
decoding an audio signal.

Fourthly, since sound paths are taken into

consideration in generating combined spatial information,
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the present invention provides a pseudo-surrourd effect in
a situation that a sufround channel output is unavailable.
While the present invention has been described and
illustrated herein with reference to the opreferred
embodiments theresof, it will be apparent to those skilled
in the art that various modifications and variations can be
made therein without departing from the spirit and scope of
the invention. Thus, it is intended that the present
invention covers the modifications and variations of this
invention that come within the scope of the appended claims

and their equivalents.
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Throughout this specification and the c¢laime which
follow, unless the context requires otherwise, the word
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The claims defining the invention are as follows:

1. A method of decoding an audio signal, comprising:

receiving the audio signal and spatial information including spatial parameters, the
audio signal and the spatial information generated from a multi-channel audio signal;

generating a modified spatial information using the spatial information, the
modified spatial information including at least one of partial spatial information, combined
spatial information and expanded spatial information; and

decoding the audio signal using the modified spatial information,

wherein the partial spatial information is generated by selecting spatial parameters
in part from the spatial information, and

wherein the combined spatial information is generated by combining spatial
parameters included in the spatial information, and

wherein the expanded spatial information is generated by adding extended spatial
information to the spatial information and the extended spatial information indicates to

additionally extend the audio signal having been upmixed with the spatial information.

2. The method of claim 1, wherein the generating the modified spatial information is

performed based on an indicator included in the spatial information.

3. The method of claim 1, wherein the generating the modified spatial information is

performed based on tree configuration information included in the spatial information.

4. The method of claim 1, wherein the generating the modified spatial information is

performed based on output channel information.

5. The method of claim 1, wherein the spatial parameters are hierarchical and the partial

spatial information includes the spatial parameters of an upper layer.

6. The method of claim 5, wherein the partial spatial information further includes partly the

spatial parameters of a lower layer.
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7. An apparatus for decoding an audio signal, comprising:

a modified spatial information generating unit receiving spatial information
including spatial parameters, the spatial information generated from a multi-channel audio
signal, and generating a modified spatial information using the spatial information, the
modified spatial information including at least one of partial spatial information, combined
spatial information and expanded spatial information; and

an output channe! generating unit decoding an audio signal using the modified
spatial information,

wherein the partial spatial information is generated by selecting spatial parameters
in part from the spatial information, and

wherein the combined spatial information is generated by combining spatial
parameters included in the spatial information, and

wherein the expanded spatial information is generated by adding extended spatial
information to the spatial information and the extended spatial information indicates to

additionally extend the audio signal having been upmixed with the spatial information.

8. The apparatus of claim 7, wherein the modified spatial information is gencrated based

on an indicator included in the spatial information.

9. The apparatus of claim 7, wherein the modified spatial information is generated based

on tree configuration information included in the spatial information.

10. The apparatus of claim 7, wherein the modified spatial information is generated based

on output channe! information.

11. The apparatus of claim 7, wherein the spatial parameters are hicrarchical and the partial

spatial information includes the spatial parameters of an upper layer.

12. The apparatus of claim 11, wherein the partial spatial information further includes

partly the spatial parameters of a lower layer.
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13. A method of decoding an audio signal, substantially as hereinbefore described with

reference to the accompanying figures.

14. An apparatus for decoding an audio signal, substantially as hereinbefore described with

reference to the accompanying figures.
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