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(57) Abstract: Aspects of the disclosure provide methods and an apparatus including processing circuitry that decodes coded informa-
tion of a coding block (CB) in a picture from a coded video bitstream. The coded information indicates a width W and a height H of
the CB. The processing circuitry partitions the CB into sub-processing units (SPUs) having a width being a minimum one of W and K
and a height being a minimum one of H and K. At least one of the width W and the height H is larger than a processing data unit size
K. The processing circuitry determines a partitioning structure to partition the SPUs based on the width, the height, and a maximum
transform unit (TU) size M. At least one of the width and the height is larger than M. The processing circuitry partitions each of the

SPUs into TUs of MxM based on the partitioning structure.

[Continued on next page]



WO 2020/197957 A [IN U000 00000000 O

SC, SD, SE, SG, SK, SL, ST, SV, SY, TH, TJ, TM, TN, TR,
TT, TZ, UA, UG, US, UZ, VC, VN, WS, ZA, ZM, ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,
TR), OAPI (BF, BJ, CF, CG, CIL, CM, GA, GN, GQ, GW,
KM, ML, MR, NE, SN, TD, TG).

Published:
—  with international search report (Art. 21(3))



WO 2020/197957 PCT/US2020/023752
i

METHOD AND APPARATUS FOR VIDEO CODING

INCORPORATION BY REFERENCE

{66061} This present application claims the benefit of priority to U.S. Patent
Application No. 16/823,831, “Method and Apparatus for Video Coding” filed on March 19,
2020, which claims the benefit of priority to U.S. Provistonal Application No. 62/822787, "
Modified VPDU Compatible Max Transform Control” filed on March 22, 2019, The entire
disclosures of the prior applications are hereby incorporated by reference in their entirety.

TECHNICAL FIFLD

18682}  The present disclosure describes embodiments generally related to video
coding.

BACKGROUND

{60037  The background description provided herein is for the purpose of generally
presenting the context of the disclosure. Work of the presently named inventors, to the extent
the work s described in this background section, as well as aspects of the description that
may not otherwise qualify as prior art at the time of filing, are neither expressly nor impliedly
admitted as prior art against the present disclosure,

10604}  Video coding and decoding can be performed using inter-picture prediction
with motion compensation. Uncompressed digital video can include a series of pictures, each
picture having a spatial dimension of, for example, 1920 x 1080 luminance samples and
associated chrominance samples. The series of pictures can have a fixed or varniable picture
rate (informally also known as frame rate), of, for example 60 pictures per second or 60 Hz.
Uncompressed video has significant bitrate requirements. For example, 1080p60 4:2:0 video
at 8 bit per sample (1920x1080 luminance sample resolution at 60 Hz frame rate) requires
close to 1.5 Gbit/s bandwidth. An hour of such video requires roore than 600 GBytes of
storage space.

8665}  One purpose of video coding and decoding can be the reduction of redundancy
in the input video signal, through compression. Compression can help reduce the
atorementioned bandwidth or storage space requirements, in some cases by two orders of
magnitude or more. Both lossless and lossy compression, as well as a combination thereof
can be employed. Lossless compression refers to techniques where an exact copy of the
original stgnal can be reconstructed from the compressed original signal. When using lossy
compression, the reconstructed signal may not be identical to the original signal, but the

distortion between onginal and reconstructed signals is small enough to make the
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reconstructed signal useful for the intended application. In the case of video, lossy
compression 18 widely employed. The amount of distortion tolerated depends on the
application; for example, users of certain consumer streaming applications may tolerate
higher distortion than users of television distribution applications. The compression ratio
achievable can reflect that: higher allowable/tolerable distortion can vield higher compression
ratios.

[6606] A video encoder and decoder can utilize technigues from several broad
categories, including, for example, motion compensation, transform, quantization, and
entropy coding.

10807}  Video codec technologies can include techniques known as intra coding. In
intra coding, sample values are represented without reference to samples or other data from
previously reconstructed reference pictures. In some video codecs, the picture is spatially
subdivided into blocks of samples. When all blocks of samples are coded in intra mode, that
picture can be an intra picture. Intra pictures and their derivations such as independent
decoder refresh pictures, can be used to reset the decoder state and can, therefore, be used as
the first picture in a coded video bitstream and a video session, or as a still image. The
samples of an intra block can be exposed to a transform, and the transform coefficients can be
quantized before entropy coding. Intra prediction can be a technique that minimizes sample
values in the pre-transform domain. In some cases, the smaller the DC value after a
transform ts, and the smaller the AC coetticients are, the fewer the bits that are required at a
given quantization step size to represent the block after entropy coding.

10088}  Traditional intra coding such as known from, for example MPEG-2 generation
coding technologies, does not use intra prediction. However, some newer video compression
technologies include techniques that atterapt, from, for example, surrounding sample data
and/or metadata obtained during the encoding/decoding of spatially neighboring, and
preceding in decoding order, blocks of data. Such techniques are henceforth called “intra
prediction” techniques. Note that in at least some cases, intra prediction is only using
reference data from the current picture under reconstruction and not from reference pictures.

[6609]  There can be many different forms of intra prediction. When more than one of
such techniques can be used in a given video coding technology, the technique in use can be
coded in an intra prediction mode. In certain cases, modes can have submodes and/or
parameters, and those can be coded individually or included in the mode codeword. Which

codeword to use for a given mode/submode/parameter combination can have an impact in the
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coding efficiency gain through intra prediction, and so can the entropy coding technology
used to translate the codewords into a bitstream.

(6010} A certain mode of intra prediction was introduced with H.264, refined in
H.265, and further refined in newer coding technologies such as joint exploration model
{JEM), versatile video coding (VV(), and benchmark set (BMS). A predictor block can be
formed using neighboring sample values belonging to already available samples. Sample
values of neighboring samples are copied into the predictor block according 1o a direction. A
reference to the direction in use can be coded in the bitstream or may itself be predicted.

{0613}  Referring to FIG. 1, depicted in the lower right is a subset of nine predictor
directions known from H.265s 33 possible predictor directions {corresponding to the 33
angular modes of the 35 intra modes). The point where the arrows converge (101) represents
the sample being predicted. The arrows represent the direction from which the sample 1s
being predicted. For example, arrow (102) indicates that sample (101) is predicted from a
sample or samples to the upper right, at a 45 degree angle from the horizontal. Similarly,
arrow (103} indicates that saraple (101) 15 predicted from a sample or samples to the lower
left of samiple (101), in a 22.5 degree angle from the horizontal.

10612}  Sull referring to FIG. 1A, on the top left there 15 depicted a square block (104)
of 4 x 4 samples (indicated by a dashed, boldface line). The square block (104) includes 16
samples, each labelled with an “S”, its position in the Y dimension {e.g., row index) and its
position in the X dimension {e.g., column index). For example, sample 521 is the second
sample in the Y dimension (from the top) and the first (from the left) sample in the X
dimension. Similarly, sample 544 is the fourth sample 1n block (104) in both the Y and X
dimensions. As the block is 4 x 4 samples in size, S44 is at the bottom right. Further shown
are reference saruples that follow a similar numbering scheme. A reference sample s
labelied with an R, its Y position {(e.g., row index) and X position (column index) relative to
block (104). o both H 264 and H.26S, prediction samples neighbor the block under
reconstruction; therefore no negative values need to be used.

10013]  Intra picture prediction can work by copying reference sample values from the
netghboring samples as appropriated by the signaled prediction direction. For example,
assume the coded video bitstream includes signaling that, for this block, indicates a
prediction direction consistent with arrow {102})—that is, samples are predicted from a
prediction sample or samples to the upper rnight, at a 45 degree angle from the horizontal. In
that case, samples S41, 832, 823, and S14 are predicted from the same reference sample RO5.

Sample 844 is then predicted from reference sample ROE.
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10614} In certain cases, the values of multiple reference samples may be combined,
for example through interpolation, in order to calculate a reference sample; especially when
the directions are not evenly divisible by 45 degrees.

8615}  The number of possible directions has increased as video coding technology
has developed. In H.264 (vear 2003), nine different direction could be represented. That
increased to 33 in H.265 (yvear 2013), and JEM/VV/BMS, at the time of disclosure, can
support up to 65 directions. Experiments have been conducted to identify the most likely
directions, and certain techniques in the entropy coding are used to represent those likely
directions in a small number of bits, accepting a certain penalty for less likely directions.
Further, the directions themselves can sometimes be predicted from neighboring directions
used in neighboring, already decoded, blocks.

{6016}  FIG. 1B shows a schematic (180} that depicts 65 intra prediction directions
according to JEM to llustrate the increasing number of prediction directions over time.

[0017f  The mapping of intra prediction directions bits in the coded video bitstream
that represent the direction can be different from video coding technology to video coding
technology; and can range, for example, from simple direct mappings of prediction direction
to intra prediction mode, to codewords, to complex adaptive schemes involving most
probable modes, and simtlar techniques. In all cases, however, there can be certain directions
that are statistically less likely to occur in video content than certain other directions. As the
goal of video compression is the reduction of redundancy, those less likely directions will, in
a well working video coding technology, be represented by a larger number of bits than more
jikely directions.

10618}  Motion compensation can be a lossy compression technique and can relate to
techniques where a block of sample data from a previously reconstructed picture or part
thereof (reference picture), after being spatially shifted in a direction indicated by a motion
vector (MV henceforth), 1s used for the prediction of a newly reconstructed picture or picture
part. In some cases, the reference picture can be the same as the picture currently under
reconstruction. MVs can have two dimensions X and Y, or three dimensions, the third being
an indication of the reference picture in use (the latier, indirectly, can be a time dimension}.

(6619}  In some video compression techniques, an MV applicable to a certain area of
sample data can be predicted from other M Vs, for example from those related to another area
of sample data spatially adjacent to the area under reconstruction, and preceding that MV in
decoding order. Doing so can substantially reduce the amount of data required for coding the

MV, thereby removing redundancy and increasing compression. MV prediction can work
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effectively, tor example, because when coding an input video signal derived from a camera
{known as natural video) there is a statistical likelihood that areas larger than the area to
which a single MV is applicable move in a similar direction and, therefore, can in some cases
be predicted using a similar motion vector derived from MVs of neighboring area. That
results in the MV found for a given area to be similar or the same as the MV predicted from
the surrounding MVs, and that in turn can be represented, after entropy coding, in a smaller
number of bits than what would be used if coding the MV directly. In some cases, MV
prediction can be an example of lossless compression of a signal (namely: the MVs) derived
from the original signal (namely: the sample stream). In other cases, MV prediction itself can
be lossy, for example because of rounding errors when calculating a predictor from several
surrounding MVs.

(6020}  Various MV prediction mechanisms are described in H265/HEVC (ITU-T
Rec. H.265, "High Efficiency Video Coding”, December 2016}, Out of the many MV
prediction mechanisms that H.265 offers, described here is a technique henceforth referred to
as "spatial roerge”.

{6021}  Referring to FIG. 2, a current block (201) comprises samples that have been
found by the encoder during the motion search process to be predictable from a previous
block of the same size that has been spatially shifted. Instead of coding that MV directly, the
MY can be derived from metadata associated with one or more reference pictures, tor
example from the most recent (in decoding order) reference picture, using the MV associated
with either one of five surrounding samples, denoted AO, A1, and BO, B1, B2 (202 through
206, respectively). In H.265, the MV prediction can use predictors from the same reference
picture that the neighboring block is using,

SUMMARY

{6022}  Aspects of the disclosure provide methods and apparatuses for video
encoding/decoding. In some examples, an apparatus for video decoding includes processing
circuttry. The processing circuitry is configured to decode coded information of a coding
block (CB) in a picture from a coded video bitstream. The coded information indicates a
width of W samples and a height of H samples of the CB. The processing circuitry can
partition the CB into sub-processing units (SPUs} having a width that is a minimum one of W
and K and a height that is a mintmum one of H and K. At least one of the width W and the
height H of the CB 1s larger than a processing data unit size K. The processing circuitry can
determine a partitioning structure to further partition the SPUs based on the width and the

height of the SPUs and a maximum transform unit {TU} size of M samples. At least one of



WO 2020/197957 PCT/US2020/023752
6
the width and the height of the SPUs is larger than M. The processing circuitry can partition
each of the SPUs into TUs of MxM based on the determined partitioning structure.

100231  In an embodiment, the width and the height of the SPUs are larger than M.
The processing circuitry can determine the partitioning structure to be a quadtree partitioning
structure. The processing circuitry can partition the SPUs into the TUs based on the quadtree
partitioning structure.

[6624]  In an embodiment, the width of the SPUs is larger than M and the height of
the SPUs 1s equal to M. The processing circuitry can determine the partitioning structure to
be a vertical binary tree partitioning structure. The processing circuitry can partition the
SPUs into the TUs based on the vertical binary tree partitioning structure.

16625}  In an embodiment, the height of the SPUs is larger than M and the width of
the SPUs is equal to M. The processing circuitry can determine the partitioning structure to
be a horizontal binary tree partitioning structure. The processing circuitry can partition the
SPUs into the TUs based on the horizontal binary tree partitioning structure.

10026]  In an embodiment, the processing circuitry can partition one of the SPUs
recursively into the TUs based on the partitioning structure.

(6627}  In an embodiment, the processing circuitry can process the SPUs according to
a first scan order, and process the TUs in each of the SPUs according to a second scan order.
In an example, at least one of the first scan order and the second scan order 1s one of (i) a
raster scan order, (1} a vertical scan order, (111) a zig-zag order, and (iv} a diagonal scan order.
In an example, the first scan order and the second scan order are the raster scan order. In an
exampie, W is 128, His 64, K 15 64, and M is 32, The first scan order i3 from left to right
and the second scan order is a raster scan order.

10028]  In an embodiment, the processing data unit size K indicates a size of a virtual
pipeline data unit (VPDU). A first one of the SPUs is included in a first VPDU and a second
one of the SPUs 15 included 1n a second VPDU in the picture. After processing the first
YPDU in a first stage of a multi-stage pipeline, the processing circuitry can simultanecusly
process the first VPDU in a second stage of the multi-stage pipeline and the second VPDU in
the first stage.

BRIEF DESCRIPTION OF THE DRAWINGS

18629F  Further features, the nature, and various advantages of the disclosed subject
matter will be more apparent from the following detailed description and the accompanying

drawings in which:
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180630  FIG. 1A is a schematic tllustration of an exemplary subset of intra prediction
modes.

(6631}  FIG 1B is an illustration of exemplary intra prediction directions.

8632}  FIG. 2 is a schematic illustration of a current block and 1ts surrounding spatial
merge candidates in one example.

18033}  FIG. 3 is a schematic illustration of a simplified block diagram of a
communication system (300) in accordance with an embodiment.

(6634}  FIG. 4 1s a schematic illustration of a simplified block diagram of a
communication system (400) in accordance with an embodiment.

10035}  FIG. 5 is a schematic illustration of a simplified block diagram of a decoder in
accordance with an embodiment.

{6036}  FIG. 6 is a schematic tllustration of a simplified block diagram of an encoder
in accordance with an embodiment.

186637}  FIG. 7 shows a block diagram of an encoder in accordance with another
embodiment.

{6038}  FI1G. 8 shows a block diagram of a decoder in accordance with another
embodiment.

18639]  FIG. ©A shows a CTU that is partitioned with a quadtree plus binary tree
(QTBT) structure {910).

166407  FIG. 9B shows the QTBT structure (920).

16641}  FIG. 9C shows a horizontal center-side triple-tree.

10642}  FIG. 9D shows a vertical center-side triple-tree.

10643}  FiGs. 10A-10D show transform core matrices of 4-point, 8-point, 16-point and
32-point DCT-2 transform, respectively.

{6044}  FlGs. 1TA-11E show a 64x64 transform core matrix of the 64-point DCT-2
transform.

10645]  FIG. 12 shows transform basis functions of the selected discrete sine transform
(DSTY discrete cosine transtorm (DCT) transtorms of an adaptive multiple transform (AMT).

[0646]  FIG 13 shows a table (1300} tllustrating a mapping relationship between an
mts_idx value and respective horizontal or vertical transtorms.

10647 Fi(rs. 14A-14D show transform core matrices of DST-7 transform.

10048}  FIGs. I1SA-1SD show transform core matrices of DCT-8 transform.

16649}  FIG. 16 shows a number of sub-partitions depending on a block size.

10650  FI1G. 17 shows an example of an intra sub-partition (ISP).
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{0851} FiG. 18 shows an example of an ISP

16652}  FIGs. 19A-19B show an example of syntax elements (1900} for an ISP coding
mode.

8653}  FIGs. 20A-20D show examples of a sub-block transtform (§BT).

10654}  FiGs. 21A-211 show an example of a specification text of a video coding
standard when SBT is used.

[6655]  FIG. 22 shows different YUV formats used in some embodiments.

18656}  FIG. 23 shows examples of disallowed ternary tree (TT) and binary tree (BT)
partitioning.

180577  FIG. 24 shows an example of transform tree syntax.

16658]  FIG 25 shows a coding block (2510) having a size of 128x64 samples.

(6059  FIG. 26A shows a coding block (Z610A) having a size of 128x32 sampiles.

106606]  FIG. 26B shows a coding block (2610B) having a size of 128x32 samples.

18661}  FIG. 27 shows a flow chart cutlining a process {2700) according to an
embodiment of the disclosure.

{6062}  FIG. 28 is a schematic tllustration of a computer system in accordance with an
embodiment.

DETAILED DESCRIPTION OF EMBODIMENTS
10663] 1. Video Coding Encoder and Decoder

[0664]  FIG 3 illustrates a stmplified block diagram of a communication systen (300)
according to an embodiment of the present disclosure. The communication system (300)
includes a plurality of terminal devices that can communicate with each other, via, for
example, a network (350). For example, the communication system {300) includes a first
pair of terminal devices (310) and (320) interconnected via the network (350). In the FIG. 3
example, the first pair of terminal devices (310) and (320} performs unidirectional
transmission of data. For example, the terminal device (310) may code video data{e.g., a
stream of video pictures that are captured by the terminal device (310}) for transmission to
the other terminal device (320} via the network (350). The encoded video data can be
transmitted in the form of one or more coded video bitstreams. The terminal device (320}
may receive the coded video data from the network (350), decode the coded video data to
recover the video pictures and display video pictures according to the recovered video data.
Unidirectional data transmission may be common in media serving applications and the like.

[0665]  In another example, the communication system (300) includes a second pair of

terminal devices (330} and (340) that performs bidirectional transmission of coded video data
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that may occur, for example, during videoconferencing. For bidirectional transmission of
data, in an example, each terminal device of the terminal devices (330) and (340) may code
video data {e.g., a stream of video pictures that are captured by the terminal device) for
transmission to the other terminal device of the terminal devices (330) and (340) via the
network (350}, Each terminal device of the terminal devices (330} and (340) also may
receive the coded video data transmitted by the other terminal device of the terminal devices

330) and (340}, and may decode the coded video data to recover the video pictures and may
display video pictures at an accessible display device according to the recovered video data.

10066]  In the FIG. 3 example, the terminal devices (310), (320}, (330} and (340) may
be illustrated as servers, personal computers and smart phones but the principles of the
present disclosure may be not so limited. Embodiments of the present disclosure find
application with laptop computers, tablet computers, media players and/or dedicated video
conferencing equipment. The network (350) represents any number of networks that convey
coded video data among the terminal devices (310), (3203, (330) and (340), including for
example wireline (wired) and/or wireless coromunication networks. The communication
network (350) may exchange data in circuit-switched and/or packet-switched channels.
Representative networks include telecommunications networks, local area networks, wide
area networks and/or the Internet. For the purposes of the present discussion, the architecture
and topology of the network (350) may be immaterial to the operation of the present
disclosure unless explained herein below.

18667}  FIG. 4 illustrates, as an example for an application for the disclosed subject
matter, the placement of a video encoder and a video decoder in a streaming environment.
The disclosed subject matter can be equally applicable to other video enabled applications,
including, tor example, video conferencing, digital TV, storing of compressed video on
digital media including CD, DVD, memory stick and the like, and so on.

10068] A streaming system may include a capture subsystem (413), that can include a
video source (401), for example a digital camera, creating for example a stream of video
pictures (402) that are uncompressed. In an example, the stream of video pictures (402)
includes samples that are taken by the digital camera. The stream of video pictures (402),
depicted as a bold line to emphasize a high data volume when compared to encoded video
data (404) {or coded video bitstreams), can be processed by an electronic device {420) that
includes a video encoder (403) coupled to the video source (401). The video encoder (403)
can include hardware, software, or a combination thereof 10 enable or implement aspects of

the disclosed subject matter as described in more detail below. The encoded video data (404}



WO 2020/197957 PCT/US2020/023752
10

{or encoded video bitstream (404)), depicted as a thin line to emphasize the lower data
volume when compared to the stream of video pictures (402), can be stored on a streaming
server {405) for future use. One or more streaming client subsystems, such as client
subsystems (406) and (408) 1n FIG. 4 can access the streaming server (405) to retrieve copies
{407} and (409) of the encoded video data (404). A client subsystem (406) can include a
video decoder (410}, for example, in an electronic device (430). The video decoder (410)
decodes the incoming copy (407) of the encoded video data and creates an outgoing stream of
video pictures {411) that can be rendered on a display {(412) {e.g, display screen) or other
rendering device (not depicted). In some streaming systems, the encoded video data (404),
(4073, and (409} (e.g., video bitstreams) can be encoded according to certain video
coding/compression standards. Examples of those standards include I'TU-T Recommendation
H.265. In an example, a video coding standard under development is informally known as
Versatile Video Coding (VVC). The disclosed subject matter may be used in the context of
YVC.

10069] It 1s noted that the electronic devices (420) and (430) can include other
components (not shown). For example, the electronic device (420) can include a video
decoder (not shown) and the electronic device (430} can include a video encoder (not shown)
as well.

18676}  FIG. 5 shows a block diagram of a video decoder {510} according to an
embodiment of the present disclosure. The video decoder (510) can be included in an
electronic device (530). The electronic device {530} can include a receiver (531) (e.g.,
recetving circuitry). The video decoder (510) can be used in the place of the video decoder
{410} in the FIG. 4 example.

10071]  The receiver (531) may receive one or more coded video sequences to be
decaded by the video decoder (510); in the same or ancther embodiment, one coded video
sequence at a time, where the decoding of each coded video sequence is independent from
other coded video sequences. The coded video sequence may be received from a channel
{501}, which may be a hardware/software link to a storage device which stores the encoded
video data. The receiver (331) may receive the encoded video data with other data, for
example, coded audio data and/or ancillary data streams, that may be forwarded to their
respective using entities (not depicted). The receiver (5331} may separate the coded video
sequence from the other data. To combat network jitter, a buffer memory (515) may be
coupied in between the receiver (531) and an entropy decoder / parser (520) ("parser (520}"

henceforth). In certain applications, the buffer memory (515} is part of the video decoder
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{510}. In others, it can be outside of the video decoder (510) (not depicted). In still others,
there can be a buffer memory (not depicted) outside of the video decoder (510), for example
to combat network jitter, and in addition another buffer memory (515) inside the video
decoder (510}, for example to handle playout timing. Wheun the receiver (531) is receiving
data from a store/forward device of sufficient bandwidth and controllability, or from an
isosynchronous network, the buffer memory (515) may not be needed, or can be small. For
use on best effort packet networks such as the Internet, the buffer memory (515) may be
required, can be comparatively large and can be advantagecusly of adaptive size, and may at
jeast partially be implemented in an operating system or similar elements (not depicted)
outside of the video decoder (510).

16672}  The video decoder {510} may include the parser (520) to reconstruct symbols
(521) from the coded video sequence. Categories of those symbols include information used
to manage operation of the video deceder (510), and potentially information to control a
rendering device such as a render device (512} {e.g., a display screen) that is not an integral
part of the electronic device (530) but can be coupled to the electronic device (530), as was
shown in FIG. 5. The control information for the rendering device(s) may be in the form of
Supplemental Enhancement Information (SEI messages) or Video Usability Information
{VUL) parameter set fragments (not depicted). The parser (520) may parse / entropy-decode
the coded video sequence that is received. The coding of the coded video sequence can be in
accordance with a video coding technology or standard, and can follow various principles,
including variable length coding, Huffman coding, arithmetic coding with or without context
sensitivity, and so forth. The parser (520) may extract from the coded video sequence, a set
of subgroup parameters for at least one of the subgroups of pixels in the video decoder, based
upon at least one parameter corresponding to the group.  Subgroups can include Groups of
Pictures (GOPs), pictures, tiles, slices, macroblocks, Coding Units (CUs), blocks, Transform
Units (TUs), Prediction Units (PUs) and so forth. The parser (520} may also extract from the
coded video sequence information such as transform coefficients, quantizer parameter values,
motion vectors, and so forth.

10673}  The parser {520} may perform an entropy decoding / parsing operation on the
video sequence received from the buffer memory (515}, so as to create symbols (521}

180674}  Reconstruction of the symbols (521} can involve multiple different units
depending on the type of the coded video picture or parts thereof (such as: inter and intra
picture, inter and intra block), and other factors. Which units are involved, and how, can be

controlied by the subgroup control information that was parsed from the coded video
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sequence by the parser (520). The flow of such subgroup control information between the
parser (520} and the multiple units below 1s not depicted for clarity.

{6675}  Beyond the functional blocks already mentioned, the video decoder (510) can
be conceptually subdivided into a number of functional units as described below. Ina
practical implementation operating under commercial constraints, many of these units
interact closely with each other and can, at least partly, be integrated into each other.
However, for the purpose of describing the disclosed subject matter, the conceptual
subdivision into the functional units below s appropriate.

18676} A first unit 1s the scaler / inverse transform unit (§51). The scaler / inverse
transform unit {551) receives a quantized transform coefficient as well as control information,
including which transform to use, block size, gquantization factor, guantization scaling
matrices, etc. as symbol(s) (521) from the parser (520). The scaler / inverse transform unit
{(551) can output blocks corprising sample values, that can be input into aggregator (555).

188677}  In some cases, the output samples of the scaler / inverse transtorm (551) can
pertain to an intra coded block; that 1s: a block that is not using predictive information from
previously reconstructed pictures, but can use predictive information from previously
reconstructed parts of the current picture. Such predictive information can be provided by an
intra picture prediction unit (552}, lu some cases, the intra picture prediction unit (552
generates a block of the same size and shape of the block under reconstruction, using
surrcunding already reconstructed information fetched from the current picture buffer (558}
The current picture buffer (558) buffers, for example, partly reconstructed current picture
and/or fully reconstructed current picture. The aggregator (355), in some cases, adds, on a
per sample basis, the prediction information the intra prediction unit {552} has generated to
the output sample information as provided by the scaler / inverse transform unit (551).

{6078}  In other cases, the output samples of the scaler / inverse transform unit (551}
can pertain to an inter coded, and potentially motion compensated block. In such a case, a
motion compensation prediction unit (553} can access reference picture memory {557} to
fetch samples used for prediction. After motion compensating the fetched samples in
accordance with the symbols (521) pertaining to the block, these samples can be added by the
aggregator (555} to the output of the scaler / inverse transform unit (551) (in this case called
the residual samples or residual signal) so as to generate output sample information. The
addresses within the reference picture memory (557) from where the motion compensation
prediction unit (553} fetches prediction samples can be controlled by motion vectors,

available to the motion compensation prediction unit {553} in the form of symbols (521) that
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can have, for example X, Y, and reference picture components. Motion compensation also
can include interpolation of sample values as fetched fror the reference picture merory
(557) when sub-sample exact motion vectors are in use, motion vector prediction
mechanisms, and so forth.

186797  The output samples of the aggregator (555) can be subject to various loop
filtering techniques in the loop filter unit (556). Video compression technologies can include
in-loop filter technologies that are controlled by parameters included in the coded video
sequence {also referred to as coded video bitstream) and made available to the loop filter unit
{556} as symbols (521} from the parser (520}, but can also be responsive to meta-information
obtained during the decoding of previous (in decoding order) parts of the coded picture or
coded video sequence, as well as responsive to previously reconstructed and loop-filtered
sample values.

100806]  The output of the loop filter urnut (556) can be a sample stream that can be
cutput to the render device (512) as well as stored in the reference picture memory (557) for
use in future inter-picture prediction.

(60817  Certain coded pictures, once fully reconstructed, can be used as reference
pictures for future prediction. For example, once a coded picture corresponding to a current
picture is fully reconstructed and the coded picture has been identified as a reference picture
{(by, for example, the parser (520)), the current picture buffer (558) can become a part of the
reference picture memory (557), and a fresh current picture buffer can be realiocated before
commencing the reconstruction of the following coded picture.

18682}  The video decoder (510} may perform decoding operations according to a
predetermined video compression technology in a standard, such as ITU-T Rec. H265. The
coded video sequence may conform to a syntax specitied by the video compression
technology or standard being used, in the sense that the coded video sequence adheres to both
the syntax of the video compression technology or standard and the profiles as documented in
the video compression technology or standard. Specifically, a profile can select certain tools
as the only tools available for use under that profile from all the tools available in the video
compression technology or standard. Also necessary for compliance can be that the
complexity of the coded video sequence is within bounds as defined by the level of the video
compression technology or standard. In some cases, levels restrict the maximum picture size,
maximum frame rate, maximum reconstruction sample rate (measured in, for example
megasamples per second), maximum reference picture size, and so on. Limits set by levels

can, in some cases, be further restricted through Hypothetical Reference Decoder (HRD)
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specifications and metadata for HRD buffer management signaled in the coded video
sequence.

{6083}  In an embodiment, the receiver (53 1) may receive additional (redundant) data
with the encoded video. The additional data may be included as part of the coded video
sequence(s). The additional data may be used by the video decoder (510) to properly decode
the data and/or to more accurately reconstruct the original video data. Additional data can be
in the form of, for example, temporal, spatial, or signal noise ratio (SNR) enhancement
layers, redundant slices, redundant pictures, forward error correction codes, and so on.

0684}  FIG. 6 shows a block diagram of a video encoder (603} according to an
embodiment of the present disclosure. The video encoder (603) is included in an electronic
device (620}, The electronic device {620) includes a transmitter (640) (e.g., transmitting
circuitry}.  The video encoder (603} can be used in the place of the video encoder (403} in
the FIG. 4 example.

[0085]  The video encoder (603) may receive video samples from a video source (601)
{that 1s not part of the electronic device (620) in the FIG. 6 example) that may capture video
image(s) to be coded by the video encoder (603}, In another example, the video source (601}
is a part of the electronic device (620},

[0086]  The video source {601} may provide the source video sequence to be coded by
the video encoder (603) in the form of a digital video sample stream that can be of any
suitable bit depth (for example: 8 bit, 10 bit, 12 bit, ...}, any colorspace (for example, BT.601
Y CrCB, RGB, | ), and any suitable sampling structure (for example Y CrCb 4:2:0, Y CrCb
4:4:4} In a media serving system, the video source (601) may be a storage device storing
previously prepared video. In a videoconferencing system, the video source (601) may be a
camera that captures local image information as a video sequence. Video data may be
provided as a plurality of individual pictures that impart motion when viewed in sequence.
The pictures themselves may be organized as a spatial array of pixels, wherein each pixel can
comprise one or more samples depending on the sampling structure, color space, etc. in use.
A person skilled in the art can readily understand the relationship between pixels and
samples. The description below focuses on samples.

16687}  According to an embodiment, the video encoder (603) may code and compress
the pictures of the source video sequence into a coded video sequence (643} in real time or
under any other time constraints as required by the application. Enforcing appropriate coding
speed is one function of a controller {(650). In some embodiments, the controller (650)

controls other functional units as described below and is functionally coupled to the other
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functional units. The coupling 1s not depicted for clarity. Parameters set by the controller
{650} can include rate control related parameters (picture skip, quantizer, lambda value of
rate-distortion optimization techniques, ...}, picture size, group of pictures (GOP} layout,
maximum motion vector search range, and so forth. The controller (650) can be contigured
to have other suitable functions that pertain to the video encoder (603) optimized for a certain
system design.

[6688]  In some embodiments, the video encoder (603} is configured to operate in a
coding foop.  As an oversimplified description, in an example, the coding loop can include a
source coder (630) (e.g., responsible for creating symbols, such as a symbol stream, based on
an input picture to be coded, and a reference picture(s)), and a (local) decoder (633)
embedded in the video encoder (603}, The decoder {633 ) reconstructs the symbols to create
the sample data in a similar manner as a {remote) decoder also would create (as any
compression between symbols and coded video bitstream is lossiess 1n the video compression
technologies considered in the disclosed subject matter). The reconstructed sample stream
{sample data) 15 input to the reference picture memory (634}, As the decoding of a symbol
stream leads to bit-exact results independent of decoder location (local or remote}, the content
in the reference picture memory (634} 1s also bit exact between the local encoder and remote
encoder. In other words, the prediction part of an encoder "sees" as reference picture samples
exactly the same sample values as a decoder would "see” when using prediction during
decoding. This fundamental principle of reference picture synchronicity (and resulting drift,
if synchronicity cannot be maintained, for example because of channel errors) is used in some
related arts as well.

10689F  The operation of the "local” decoder {633} can be the same as of a "remote”
decoder, such as the video decoder (510), which has already been described in detail above in
conjunction with FIG. 5. Briefly referring also to FIG. 5, however, as symbols are available
and encoding/decoding of symbols to a coded video sequence by an entropy coder (645) and
the parser {520} can be lossless, the entropy decoding parts of the video decoder (510},
including the buffer memory (515), and parser (520) may not be tully iuplemented in the
local decoder (633).

(6690}  An observation that can be made at this point is that any decoder technology
except the parsing/entropy decoding that is present in a decoder also necessartly needs to be
present, in substantially identical functional form, in a corresponding encoder. For this
reason, the disclosed subject matter focuses on decoder operation. The description of

encoder technologies can be abbreviated as they are the inverse of the comprehensively
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described decoder technologies. Only in certain areas a more detail description is required
and provided below.

{6691}  During operation, in some examples, the source coder (630) may perform
motion compensated predictive coding, which codes an input picture predictively with
reference to one or more previously-coded picture from the video sequence that were
designated as "reference pictures”. In this manner, the coding engine (632) codes differences
between pixel blocks of an input picture and pixel blocks of reference picture(s} that may be
selected as prediction reference(s) to the input picture.

18692}  The local video decoder (633) may decode coded video data of pictures that
may be designated as reference pictures, based on symbols created by the source coder (630).
Operations of the coding engine (632) may advantageously be lossy processes. When the
coded video data may be decoded at a video decoder (not shown in FIG. 6 }, the
reconstructed video sequence typically may be a replica of the source video sequence with
some errors. The local video decoder (633) replicates decoding processes that may be
performed by the video decoder on reference pictures and may cause reconstructed reference
pictures to be stored in the reference picture cache (634). In this manner, the videc encoder
(603) may store copies of reconstructed reference pictures locally that have common content
as the reconstructed reference pictures that will be obtained by a far-end video decoder
{absent transmission errors).

[6693]  The predictor (635) may perform prediction searches for the coding engine
{(632). That is, for a new picture to be coded, the predictor {635) may search the reference
picture memory (634) for sample data (as candidate reference pixel blocks) or certain
metadata such as reference picture motion vectors, block shapes, and so on, that may serve as
an appropriate prediction reference for the new pictures. The predictor (635) may operate on
a sample block-by-pixel block basis to find appropriate prediction references. In some cases,
as determined by search results obtained by the predictor (635), an input picture may have
prediction references drawn from multiple reference pictures stored in the reference picture
memory (634).

[6694]  The controller {650} may manage coding operations of the source coder {630},
including, for example, setting of parameters and subgroup parameters used for encoding the
video data.

180957  Output of all atorementioned functional units may be subjected to entropy
coding in the entropy coder (645). The entropy coder (645) translates the symbols as

generated by the varicus functional units into a coded video sequence, by lossless
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compressing the symbols according to technologies such as Huffman coding, variable length
coding, arithmetic coding, and so forth.

(6696}  The transmitter (640) may bufter the coded video sequence(s) as created by
the entropy coder (645) to prepare for transmission via a communication channel (660),
which may be a hardware/software link to a storage device which would store the encoded
video data. The transmitter (640) may merge coded video data from the video coder (603)
with other data to be transmiited, for example, coded audio data and/or ancillary data streams
{(sources not shown).

18697  The controller (650) may manage operation of the video encoder {603},
During coding, the controller (650) may assign to each coded picture a certain coded picture
type, which may affect the coding techniques that may be applied to the respective picture.
For example, pictures often may be assigned as one of the following picture types:

8698}  An Intra Picture (I picture) may be one that may be coded and decoded
without using any other picture in the sequence as a source of prediction. Some video codecs
allow for different types of intra pictures, including, for example Independent Decoder
Refresh (“IDR”) Pictures. A person skilied in the art is aware of those variants of 1 pictures
and their respective applications and features.

[8699] A predictive picture (P picture) may be one that may be coded and decoded
using intra prediction or inter prediction using at most one motion vector and reference index
to predict the sample values of each block.

(01060} A bi-directionally predictive picture (B Picture) may be one that may be coded
and decoded using intra prediction or inter prediction using at most two motion vectors and
reference indices to predict the sample values of each block. Similarly, multiple-predictive
pictures can use more than two reference pictures and associated metadata for the
reconstruction of a single block.

3161}  Source pictures commonly may be subdivided spatially into a plurality of
sample blocks (for example, blocks of 4x4, 8x8, 4x8, or 16x16 samples each) and coded on a
block-by-block basis. Blocks may be coded predictively with reference to other (already
coded) blocks as determined by the coding assignment applied to the blocks' respective
pictures. For example, blocks of T pictures may be coded non-predictively or they may be
coded predictively with reference to already coded blocks of the same picture (spatial
prediction or intra prediction). Pixel blocks of P pictures may be coded predictively, via

spatial prediction or via temporal prediction with reference to one previcusly coded reference
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picture. Blocks of B pictures may be coded predictively, via spatial prediction or via
temporal prediction with reference to one or two previously coded reference pictures.

{61062}  The video encoder {603} may perform coding operations according to a
predetermined video coding technology or standard, such as ITU-T Rec. H265. Inits
operation, the video encoder (603) may perform various compression operations, including
predictive coding operations that exploit temporal and spatial redundancies in the input video
sequence. The coded video data, therefore, may conform to a syntax specified by the video
coding technology or standard being used.

18183}  In an embodiment, the transmitter (040) may transmit additional data with the
encoded video. The source coder (630) may include such data as part of the coded video
sequence. Additional data may comprise temporal/spatial/SNR enhancement layers, other
forms of redundant data such as redundant pictures and slices, SE1 messages, VUI parameter
set fragments, and so on.

161064} A video may be captured as a plurality of source pictures (video pictures)ina
temporal sequence. Intra-picture prediction (often abbreviated to intra prediction) makes use
of spatial correlation in a given picture, and inter-picture prediction makes uses of the
(temporal or other) correlation between the pictures. In an example, a specific picture under
encoding/decoding, which is referred to as a current picture, is partitioned into blocks. When
a block in the current picture is similar to a reference block in a previously coded and still
butfered reference picture in the video, the block in the current picture can be coded by a
vector that is referred to as a motion vector. The motion vector points to the reference block
in the reference picture, and can have a third dimension identifving the reference picture, in
case multiple reference pictures are in use.

10165]  In some embodiments, a bi-prediction technique can be used in the ionter-
picture prediction. According to the bi-prediction technique, two reference pictures, such as
a first reference picture and a second reference picture that are both prior in decoding order to
the current picture in the video (but may be in the past and future, respectively, in display
ordery are used. A block in the current picture can be coded by a first motion vector that
points to a first reference biock in the first reference picture, and a second motion vector that
points to a second reference block in the second reference picture. The block can be
predicted by a combination of the first reference block and the second reference block.

181066}  Further, a merge mode technique can be used in the inter-picture prediction to

improve coding efficiency.
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8167}  According to some embodiments of the disclosure, predictions, such as inter-
picture predictions and intra~-picture predictions are performed in the unit of blocks. For
example, according to the HEVC standard, a picture in a sequence of video pictures is
partitioned into coding tree units (CTU) tor compression, the CTUs 1o a picture have the
same size, such as 04x64 pixels, 32x32 pixels, or 16x16 pixels. In general, a CTU includes
three coding tree blocks (CTBs), which are one luma CTB and two chroma CTBs. Each
CTU can be recursively quadtree split into one or multiple coding units {CUs). For example,
a CTU of 64x64 pixels can be split into one CU of 64x64 pixels, or 4 CUs of 32x32 pixels, or
16 CUs of 16x16 pixels. In an example, each CU is analyzed to determine a prediction type
for the CU, such as an inter prediction type or an intra prediction type. The CU is split into
one or more prediction units (PUs) depending on the temporal and/or spatial predictability.
Generally, each PU includes a luma prediction block (PB), and two chroma PBs. In an
embodiment, a prediction operation in coding (encoding/decoding) 1s performed in the unit of
a prediction block. Using a luma prediction block as an example of a prediction block, the
prediction block includes a matrix of values (e.g., luma values) for pixels, such as 8x8 pixels,
16x16 pixels, 8x10 pixels, 16x8 pixels, and the like.

(61068}  FIG. 7 shows a diagram of a video encoder {703) according to another
embodiment of the disclosure. The video encoder (703) is configured to receive a processing
block (e.g., a prediction block) of sample values within a current video picture in a sequence
of video pictures, and encode the processing block into a coded picture that is part of a coded
video sequence. In an example, the video encoder (703) i1s used in the place of the video
encoder (403} in the FIG. 4 example.

181069  Inan HEVC example, the video encoder {(703) receives a matrix of sample
values for a processing block, such as a prediction block of 8x8 samiples, and the like. The
video encoder {703} determines whether the processing block is best coded using intra mode,
inter mode, or bi-prediction mode using, for example, rate-distortion optimnization. When the
processing block is to be coded in intra mode, the video encoder (703} may use an intra
prediction technique to encode the processing block into the coded picture; and when the
processing block is to be coded 1n inter mode or bi-prediction mode, the video encoder (703)
may use an inter prediction or bi-prediction technique, respectively, to encode the processing
block into the coded picture. In certain video coding technologies, merge mode can be an
inter picture prediction submode where the motion vector 1s derived from one or more motion
vector predictors without the benefit of a coded motion vector component cutside the

predictors. In certain other video coding technologies, a motion vector component applicable
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to the subject block may be present. In an example, the video encoder (703) includes other
components, such as a mode decision module (not shown) to determine the mode of the
processing blocks.

[81108]  Inthe FIG. 7 example, the video encoder (703) includes the inter encoder
{730}, an intra encoder {722), a residue calculator (723), a switch (726}, a residue encoder
(724}, a general controller (721), and an entropy encoder (725) coupled together as shown in
FiG. 7.

[0111]  The inter encoder (730) is configured to receive the samples of the current
block (e.g., a processing block), compare the block to one or more reference blocks in
reference pictures {e.g., blocks in previous pictures and later pictures), generate inter
prediction information (e.g., description of redundant information according to inter encoding
technique, motion vectors, merge mode information}, and calculate inter prediction results
{e.g., predicted block) based on the inter prediction information using any suitable technique.
In some examples, the reference pictures are decoded reference pictures that are decoded
based on the encoded video information.

16112}  The intra encoder (722) is configured to receive the samples of the current
block (e.g., a processing block}, in some cases compare the block to blocks already coded in
the same picture, generate quantized coefficients after transform, and in some cases also intra
prediction information {e.g., an intra prediction direction information according to one or
more intra encoding techniques). In an example, the intra encoder (722) also calculates intra
prediction results (e.g., predicted block) based on the intra prediction information and
reference blocks 1n the same picture.

18113}  The general controller (721) is configured to determine general control data
and control other components of the video encoder (703) based on the general control data.
In an example, the general controller (721) determines the mode of the block, and provides a
control signal to the switch (726) based on the mode. For example, when the mode is the
intra mode, the general controller (721) controls the switch (726} to select the intra mode
result for use by the residue calculator (723), and controls the entropy encoder (725) to select
the intra prediction information and include the ntra prediction information in the bitstrean;
and when the mode is the inter mode, the general controller (721} controls the switch (726) to
select the inter prediction result for use by the residue calculator (723), and conirols the
entropy encoder (725} to select the inter prediction information and include the inter

prediction information in the bitstream.
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16114}  The residue calculator {723) is configured to calculate a difference (residue
data) between the received block and prediction results selected trom the intra encoder (722
or the inter encoder (730). The residue encoder (724) is configured to operate based on the
residue data to encode the residue data to generate the transtorm coefficients. In an example,
the residue encoder {724} is configured to convert the residue data from a spatial domainto a
frequency domain, and generate the transform coefficients. The transtorm coefficients are
then subject to guantization processing to obtain quantized transform coefficients. In vartous
embodiments, the video encoder (703} also includes a residue decoder (728). The residue
decoder (728} ts configured to perform inverse-transform, and generate the decoded residue
data. The decoded residue data can be suitably used by the intra encoder (722) and the inter
encoder (730). For example, the inter encoder (730) can generate decoded blocks based on
the decoded residue data and inter prediction information, and the intra encoder (722} can
generate decoded blocks based on the decoded residue data and the intra prediction
information. The decoded blocks are suitably processed to generate decoded pictures and the
decoded pictures can be buffered in a memory circuit {not shown) and used as reference
pictures in some examples.

(6115}  The entropy encoder (725) 1s configured to format the bitstream to include the
encoded block. The entropy encoder (725} 1s configured to include various information
according to a suitable standard, such as the HEVC standard. In an example, the entropy
encoder (725) 1s configured to include the general control data, the selected prediction
information {e.g., intra prediction information or inter prediction information), the residue
information, and other suitable information in the bitstream. Note that, according to the
disclosed subject matter, when coding a block in the merge submode of either inter mode or
bi-prediction mode, there 1s no residue wnformation.

{6116}  FIG. 8 shows a diagram of a video decoder (810} according to another
embodiment of the disclosure. The video decoder (810} is configured to receive coded
pictures that are part of a coded video sequence, and decode the coded pictures to generate
reconstructed pictures. In an example, the video decoder {(810) is used in the place of the
video decoder (410} in the FIG. 4 example.

(6117}  Inthe FIG. 8 example, the video decoder {(810) includes an entropy decoder
{871}, an inter decoder (880}, a residue decoder (873}, a reconstruction module (874}, and an
intra decoder (872) coupled together as shown in FIG. 8.

10118}  The entropy decoder (871} can be configured to reconstruct, from the coded

picture, certain symbols that represent the syntax elements of which the coded picture is
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made up. Such symbals can include, for example, the mode in which a block is coded (such
as, for example, intra mode, inter mode, bi-predicted mode, the latter two in merge submode
or another submode), prediction information (such as, for example, intra prediction
information or inter prediction information) that can identify certain sample or metadata that
is used for prediction by the intra decoder (872) or the inter decoder (880}, respectively,
residual information in the form of, for example, quantized transform coefficients, and the
like. In an example, when the prediction mode is inter or bi-predicted mode, the inter
prediction information is provided to the inter decoder (880); and when the prediction type is
the intra prediction type, the intra prediction information is provided to the intra decoder
(872}, The residual information can be subject to inverse quantization and is provided to the
residue decoder (873),

{6119}  The inter decoder (880) is configured to receive the inter prediction
information, and generate inter prediction results based on the inter prediction information.

16120]  The intra decoder (872} is configured to receive the intra prediction
information, and generate prediction results based on the intra prediction information.

{6121}  The residue decoder (873) is configured to perform inverse quantization to
extract de-quantized transform coefficients, and process the de-quantized transform
coefficients to convert the residual from the frequency domain to the spatial domain. The
residue decoder (873) may also require certain control information (to include the Quantizer
Parameter (QP)), and that information may be provided by the entropy decoder (871) {data
path not depicted as this may be low volume control information only).

18122}  The reconstruction module (874} 1s configured to combine, in the spatial
domain, the residual as ocutput by the residue decoder (873) and the prediction results (as
output by the inter or intra prediction roodules as the case roay be) to form a reconstructed
block, that may be part of the reconstructed picture, which in turn may be part of the
reconstructed video. It is noted that other suitable operations, such as a deblocking operation
and the like, can be performed to improve the visual quality.

16123} 1t is noted that the video encoders (403), (603), and (703), and the video
decoders (410}, (510}, and (810} can be implemented using any suitable technique. Inan
embodiment, the video encoders (403), (603}, and (703}, and the video decoders (410}, (510),
and (810) can be implemented using one or more integrated circuits. In another embodiment,
the video encoders (403), (603), and (603), and the video decoders (410}, (510}, and (810}
can be implemented using one or more processors that execute software instructions.

(6124} i, Transform Processing Technigues
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{8125} 1. Block partitioning structure including a quadtree partitioning
stracture

{6126} A block partitioning structure can be referred to as a coding tree. In some
embodiments, by using a quadtree structure, a coding tree unit (CTU) 1s split into coding
units (CUs) to adapt to varicus local characteristics. A decision on whether to code a picture
area using an inter-picture {temporal} or intra-picture {spatial) prediction is made at CU level.
Each CU can be further split into one, two, or four prediction units (PUs) according to a PU
splitting type. Inside one PU, a same prediction process is applied and relevant information
is transmitted to a decoder on a PU basis.

10127}  After obtaining a residual block by applying a prediction process based on the
PU splitting type, a CU can be partitioned into transform units (TUs) according to another
quadtree structure. As can be seen, there are multiple partition conceptions including CU,
PU, and TU. In some embodiments, a CU or a TU can only be square shape, while a PU may
be square or rectangular shape. In some embodiments, one coding block may be further split
into four square sub-blocks, and transform is performed on each sub-block, i.e, TU. Each
TU can be further split recursively into smaller Tus using a quadtree structure which is called
residual quadtree (RQT).

8128} At a picture boundary, in some embodiments, implicit quadtree split can be
employed so that a block will keep quad-tree splitting until the size fits the picture boundary.

[6129] 2. Quadtree plus binary tree (QTBT) block partitioning structure

(6130}  In some embodiments, a quadtree plus binary tree (QTBT) structure is
employed. The QTBT structure removes the concepts of multiple partition types (the CU, PU
and TU concepts), and supports more flexibility for CU partition shapes. In the QTBT block
structure, a CU can have either a square or rectangular shape.

(6131}  FIG 9A shows a CTU (910) that is partitioned by using a3 QTBT structure
(920) shown in FIG. 9B. The CTU (910) is first partitioned by a quadiree structure. The
quadiree leaf nodes are further partitioned by a binary tree structure or a guadtree structure.
There can be two splitting types, symmetric horizontal splitting and syrmetric vertical
splitting, in the binary tree splitting. The binary tree leaf nodes are called CUs that can be
used for prediction and transform processing without any further partitioning. Accordingly,
CU, PU and TU have the same block size in the QTBT coding biock structure.

180132}  In some embodiments, a CU can include coding blocks (CBs) of different
color components. For example, one CU contains one luma CB and two chroma CBs in the

case of P and B slices of the 4.2:0 chroma format. A CU can include a CB of a single color
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component. For example, one CU contains only one luma CB or just two chroma CBs in the
case of I slices.

10133}  The foliowing parameters are defined for the QTBT partitioning scheme in
some embodiments:

— (T size: the root node size of a quadtree, e.g. the same concept as in HEVC.
—MinQ71Size: the minimum allowed quadtree leaf node size.

~MaxBTSize: the maximum allowed binary tree root node size.
—MaxBTDepth: the maximurm allowed binary tree depth.

~-MinBTSize: the minimum allowed binary tree leat node size.

10134]  In one example of the QTBT partitioning structure, the C7U size 1s set as
128=128 luma samples with two corresponding 6464 blocks of chroma samples, the
Min(T5ize 15 set as 16X106, the MaxB715ize 15 set as 64x64, the MinB1Size (for both width
and height) s set as 4x4, and the MaxBTDeprh 15 set as 4. The quadtree partitioning 18
applied to the CTU first to generate quadtree leaf nodes. The quadtree leaf nodes may have a
size from 16x16 (i.e, the MinQ7Nize) 10 128x128 (i.e, the CTU size). If the leaf quadtree
node is 128x128 it will not be further split by the binary tree since the size exceeds the
MaxBTSize (1.e, 64x64). Otherwise, the leaf quadtree node could be further partitioned by
the binary tree. Therefore, the quadtree leaf node is also the root node for the binary tree and
it has the binary tree depth as 0.

[0135]  When the binary tree depth reaches MuxB7Depih (i e, 4), no further splitting
is considered. When the binary tree node has width equal to MinB78ize (i.e., 4), no further
horizontal splitting is considered. Simtlarly, when the binary tree node has height equal to
MinBTSize, no further vertical splitting is considered. The leaf nodes of the binary tree are
further processed by prediction and transform processing without any further partitioning. To
an embodiment, a maximum CTU size is 256%256 luma samples.

8136}  In FIGs. 9A and 9B, the solid lines indicate quadtree splitting and dotted lines
indicate binary tree splitting. In each splitting (i.e, non-leaf) node of the binary tree, one flag
is signaled to indicate which splitting type (i.e., horizoutal or vertical) is used. For example,
0 indicates a horizontal splitting and 1 indicates a vertical splitting. For the guadtree
splitting, there 1s no need to indicate the splitting type since quadtree splitting always splits a
block both horizontally and vertically to produce 4 sub-blocks with an equal size.

180137}  In some embodiments, the QTBT scheme supports the flexibility for the luma
and chroma to have a separate QTBT structure. For example, for P and B slices, the luma

and chroma blocks in one CTU share the same QTBT structure. However, for { slices, the
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fuma CTB is partitioned into CUs by a QTBT structure, and the chroma blocks are
partitioned into chroma CUs by another QTBT structure. Thus, a CU in an I shice counsists of
a coding block of the luma component or coding blocks of two chroma components, and a
CU in a P or B slice consists of coding blocks of all three color components.

16138}  In some embodiments, inter prediction for small blocks is restricted to reduce
memory access of motion compensation. For example, bi-prediction is not supported for 4x8
and &~4 blocks, and inter prediction is not supported for 4x4 blocks,

(6139} 3. Ternary tree {T1) block partitioning structure

[0140]  In some embodiments, a multi-type-tree (MTT) structure is used for
partitioning a picture. The MTT structure 1s a more flexible tree structure than the QTBT
structure. In MTT, in addition to quad-tree and binary-tree, horizontal center-side triple-tree
and vertical center-side triple-tree as shown in FIG. 9C and FIG. 9D, respectively, are
employed. Triple tree partitioning can complement quad-tree and binary-tree partitioning.
For example, triple-tree partitioning is able to capture objects which locate in a block center,
while quad-tree and binary-tree can split crossing block centers. The width and height of
partitions by triple trees are a power of 2 so that no additional transform partition is needed.

(0141}  In an example, the design of a two-level tree is mainly motivated by
complexity reduction. For example, the complexity of traversing of a tree is TP, where T
denoctes a number of split types, and D is a depth of tree.

18142} 4. Primary transform examples

[6143]  In some embodiments, such as in HEVC, 4-point, 8-point, 16-point and 32-
point DCT-2 transforms are used as primary transforms. FIGs. 10A-10D show transform
core matrices of 4-point, 8-point, 16-point, and 32-point DCT-2, respectively. Elements of
those transform core matrices can be represented using 8-bit integers, and thus those
transform core matrices are referred to as 8-bit transform cores. As shown, the transform
core matrix of a smaller DCT-2 is a part of that of a larger DCT-2.

10144}  The DCT-2 core matrices show symmetry/anti-symmetry characteristics.
Accordingly, a so-called “partial buttertly” implementation can be supported to reduce the
number of operation counts (mulktiplications, adds/subs, shifts). Identical results of matrix
multiplication can be obtained using the partial butterfly implementation,

(0145} 5. Additional primary transform examples

i8146]  In some embodiments, 1n addition to 4-point, 8-point, 16~-point and 32-point
DCT-2 transforms described above, additional 2-point and 64-point DCT-2 are used. FiGs.

HHA-11E shows a 64x64 transform core matrix of the 64-point DCT-2 transform.
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18147} in some embodiments, in addition to DCT-2 and 4x4 DST-7 transforms, an
adaptive multiple transform (AMT) (also known as enhanced multiple transform (EMT), or
multiple transform selection (MTS)) is used for residual coding of both inter and intra coded
blocks. The AMT uses multiple selected transforms from discrete cosine transform (DCT) /
discrete sine transform (DST) families in addition to DCT-2 transforms, such as transform
core matrices of DST-7, or DCT-8 transform. FIG. 12 shows transform basis functions of the
selected DST/DCT transforms.

(0148}  In some embodiments, the DST/DCT transform core matrices used in AMT
are represented with 8-bit representation. In some embodiments, AMT is applied to CUs
with both width and height smaller than or equal to 32. Whether to apply AMT or not can be
controtied by a flag (e.g.,, an mts flag). For example, when the mts flag is equal to 0, only
DCT-2 is applied to coding a residue block. When the mts flagisequal to 1, anindex (e.g.,
an mts_idx), can further be signaled using 2 bins to specify a horizontal and vertical
transforms to be used.

10149]  FIG. 13 shows a table (1300} illustrating a mapping relationship between the
index {(e.g., the mis_idx} value and respective horizontal or vertical transforms. A row (1301)
with the mts_idx having a value of -1 corresponds to the scenario where the flag (e.¢., the
mts_flag)is equal to 0, and DCT-2 transform is used. Rows (1302)-(1305) with the mts_idx
having a value of 0, 1, 2, or 3 correspond to the scenario where the mts flagisequalto 1. In
the right two columns of the table (1300), O represents a transform type of DCT-2, 1
represents a transtorm type of DST-7, and 2 represents a transform type of DCT 8.

10156} Fi(s. 14A-14D show transform core matrices of DST-7 transform. FIGs.
15A-150 show transform core matrices of DCT-8 transform.

[6151] 6. Intra sub-partition (I5P) coding mode

(6152}  In some embodiments, an intra sub-partition {ISP) coding mode is employed.
In ISP coding mode, a luma intra~predicted block can be partitioned vertically or horizontally
into 2 or 4 sub-partitions. The number of sub-partitions can depend on a size of the block.
FIG. 16 shows the number of sub-partitions depending on the block size. FIG. 17 shows an
example where a block of 4x8 or 8x4 is partitioned into two sub-partitions. FIG. 18 shows an
example where a block having a size that is larger than 4x8 or 8x4 is partitioned into four
sub-partitions. In an example, all sub-partitions fulfill a condition of having at least 16
samples. In an example, ISP is not applied to chroma components.

[6153]  In an example, for each of sub-partitions partitioned from a coding block, a

residual signal is generated by entropy decoding respective coefficients sent from an encoder
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and then inverse quantizing and inverse transforming them. Then, a first one of the sub-
partitions 15 intra predicted to generate a prediction signal. The prediction signal 15 added to
the respective residual signal of the first sub-partition to obtain corresponding reconstructed
samples. Thereafter, the reconstructed sample values of the first sub-partition can be
available to generate a prediction of a second one of the sub-partitions. This process can be
repeated sub-partition by sub-partition, until all sub-partitions trom the coding block are
reconstructed. In an example, all the sub-partitions share a same intra mode.

(6154}  In an embodiment, the ISP coding mode is only tested with intra modes that
are part of a most probable mode (MPM) list. Accordingly, if a block uses ISP, then a MPM
flag can be inferred to be one. In addition, when ISP is used for a certain block, then a
respective MPM list will be modified to exclude DC mode and to prioritize horizontal intra
modes for the ISP horizontal split and vertical intra modes for the vertical one.

I0185]  In ISP coding mode, each sub-partition can be regarded as a TU, since the
transform and reconstruction is performed individually for each sub-partition.

10156]  FiGs. 19A-19B shows an exarple of syntax elernents (1900) signaled for an
ISP coding mode. As shown in a frame (1910), a syntax element, e.g.,
intra_subpartitions mode flag, indicates whether ISP is used or not. A syntax element, e g,
intra_subpartitions_split flag, indicates a partition direction (vertical or horizontal}.

16157] 7. Sub-block transform (SBT)

[6158]  In some embodiments, a sub-block transform (SBT), also referred to as
spatially varying transform (SVT), is employed. The SBT can be applied to inter prediction
residuals. In some examples, residual block 1s included in the coding block and is smaller
than the coding block. Thus a transforn size in SBT s smaller than the coding block size.
For the region which is not covered by the residual block, zero residual can be assumed, and
thus no transform processing is performed.

10189]  FlGs. 20A-20D shows sub-block types (SVT-H, SVT-V) {e.g., horizontally or
vertically partitioned), sizes and positions (e.g., left half, left quarter, right half, right quarter,
top half, top quarter, bottom half, bottom quarter) supported in SBT. The shaded regions
labeled by letter “A” is residual blocks with transform, and the other regions is assumed to be
zero residual without transtorm.

18160}  Asanexample, FIGs. 21A-211 show changes to a specification text of a video
coding standard (e.g., VVC) when SBT is used. The added texts are shown in frames from
(2101) 10 (2113). As shown, additional syntax elements, e.g., additional overhead bits

cu_sbt flag, cu sbt quad flag

2

cu_sbt horizontal flag and cu sbt pos tlag, can be signaled



WO 2020/197957 PCT/US2020/023752
28
to indicate the sub-block type (horizontal or vertical), size (half or quarter) and position {left,
right, top or bottom), respectively.

[6161} 8 YUV formats

10162} FIG. 22 shows different YUV formats {e.g., 4:4:4, 4:2.2, 4. 1.1, and 4.2:0)
used in some embodiments. In an example, a cross component linear model intra prediction
is used for the 4:2:0 format. A six-tap interpolation filter can be applied to obtain a down-
sampled luma sample corresponding to a chroma sampie as shown in FIG. 22, Inan
example, a down-sampled luma sample Rec’L{x, y] can be calculated from nearby
reconstructed luma samples (represented by Recy [x, v]} as follows:

Ree',[x, ¥} = (2% Rec, [2x, 2]+ 2x Rec, [ 25,2y +1]+

Rec, E2‘c -1 ZyE + Rec, [2\5 +1, ZyE +

Rec, [2x =12y +1]+Rec, [2x+1.2y +1{+4) >>3
The down-sampled fuma sample Rec’LIx, v} can be used to predict a chroma sample using a
cross component linear model mode.

8163} 9. Virtual pipeline data unit (YPDU)

10164]  Virtual pipeline data units (VPDUs) can be defined as non-overlapping MxM-
tuma (LY NxN-chroma (C) units in a picture. o some hardware decoder implementations,
successive VPDUs are processed by multiple pipeline stages at the same time. Different
stages process different VPDUs simultanecusly. A VPDU size can be roughly proportional
to a buffer size in pipeline stages, so that it is desired to keep the VPDU size at a certain size
{e.g., 04x04 or smaller). In certain decoders, a VPDU size 13 set to a maximum transform
unit (TU) size. Enlarging a maximum TU size from 32x32-L/16x16-C in HEVC to 64x64-~
L/32x32-C m current VVC can bring a coding gain, which expectedly results in 4 times of
YPDU size in comparison with HEVC. However, BT and TT structures that are adopted in
VYV tor achieving additional coding gains can be applied to 128x128-L/64x64-C coding tree
blocks recursively, leading to 16 times of VPDU size (128x128-1/64x64-C) in comparison
with HEVC.

81658}  FIG. 23 shows certain TT and BT partitioning that are disallowed.

18166}  In order to keep the VPDU size as 64x64 luma samples, certain partition
restrictions (with syntax signaling modification) are applied 1o some embodiments:

- TT split is not allowed for a CUJ with either width or height, or both width and
height equal to 128,

- Fora 128xN CU with N <64 (i.e, width equal to 128 and height smalier than
128}, horizontal BT is not allowed.



WO 2020/197957 PCT/US2020/023752
29
- Foran Nx128 CU with N <64 (i.e., height equal to 128 and width smaller than
128), vertical BT is not allowed.

(6167} Hif, Transform Block Partitioning and Processing Techniques

[0168]  In some embodiments, a fixed maximum allowable transform unit (TU) size or
maximum TU size {e.g., 64x64 pixels or samples) is used. In some embodiments,
controllable or configurable maximum TU sizes are employed since a maximum TU size can
have an impact on hardware complexity, such as for encoder implementation (e.g., pipeline
intermediate buffer size, number of multipliers, and the like). For example, in addition to a
size of 64x64 samples, a maximum TU size can be of other sizes, such as 32x32 samples,
16x16 samples, or the like.

16169}  In certain video standards, SBT and ISP can be used. For example, in SBT, a
SPS flag, e.g., sps_sbt max_size 64 flag is signaled to indicate whether a largest SBT size is
32-length or 64-length. When sps_sbt max_size 64 flag is true (i.¢., the largest SBT size 13
64-length) and the maximum TU size is 32-point, an encoder crash may be triggered. In
general, an L-length or L-point size refers to a maximum dimension of a CU, a TU, a CB, a
TR, a VPDU, or the like. For example, when the maximum TU size is 32-point or 32-length,
a width and a height of a TU are less than or equal to 32

8170}  In some embodiments, the ISP mode is allowed for various CU sizes,
however, when the maximum TU size is set to be smaller than 64, a conflict can occur
whether an implicit transform split is performed or an explicit transform split using ISP with
signaling is performed. For example, when the maximum TU size 15 16, for a 64x16 CU,
without ISP, the CU can be implicitly split into four 16x16 TUs. With ISP, the 64x16 CU
may be partitioned with a vertical ISP and thus may be split into four 16x16 TUs, but using
signaling.

{6171}  When the maximum TU size is smaller than 64x64, a TU processing order is
needed to align with an implementation of VPDUs.

16172}  Embodiments described herein may be used separately or combined in any
order. Further, the embodiments may be implemented by processing circuitry (e.g., one or
MOre Processors or one or more integrated circuiis) in an encoder, a decoder, or the like. In
one example, the one or more processors execute a program that is stored in a non-transitory
computer-readable medium.

18173}  In the disclosure, a high-level syntax (HLS) element can refer to a Video
Parameter Set (VPS), a Sequence Parameter Set {SPS), a Picture Parameter Set (PPS), a Slice

header, a Tile header, a Tile group header, or the like. A CTU header can refer to syntax
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element(s) signaled for a CTU, e.g,, as header information. In an example, a CTU size is a
maximum CU size.

{6174}  In general, when a luma size {represented by luma samples) of a certain unit
{e.g.,aTU, a CU) s known, a corresponding chroma size that 1s specified by a number of
chroma samples can be obtained. In an example, a YUV format is 4:2:0 is used and a CU has
a CU size of 64x64 luma samples {or 64x64-L). Accordingly, the CU has a CU size of 32x32
chroma samples (or 32x32-(). The CU size can be referred to as 64x64-L, 32x32-C, or
64x64-L./32x32-C. Similarly, a TU has a TU size of 64x64 luma samples (or 64x64-L).
Accordingly, the TU has a TU size of 32x32 chroma samples (or 32x32-C). The TU size can
be referred to as 64x64-L, 32x32-C, or 64x64-L/32x32-C. For example, the TU includes a
fuma transform block (TB) and two chroma TBs. The luma TB has a size of 64x64-L and
each of the chroma TBs has a size of 32x32-C. In general, embodiments and methods
described for a CU or a TU can be suitably adapted to a CB and a TB, respectively.

18175}  The CU can include a luma block of 64x64-L and two chroma blocks of
32x32-C. In the descriptions below, a TU size is represented using luma samples in the TU.
For example, a maximum TU size of M samples refers to a maximum TU size of M luma
samples. Similarly, other sizes, such as a VPDU size and a CU size, are also represented
using respective luma samples in corresponding units, such as a VPDU and a CU,
respectively. Of course, the TU size, the VPDU size, the CU size, or the like can be
represented using chroma samples or a combination of luma and chroma samples.

(0176} A unit size may refer to a width, a height, or an area of the unit. For example,
a maximum TU size may refer to a width, a height, or an area of a maximum TU. In general,
a TU, a CU, a VPDU, or the like can have any suitable shape, including a rectangular shape,
a square shape, an ‘L’ shape, or any suitable shape. When the shape of the unit is irregular,
such as an ‘L’ shape, the unit size can specify an area of the unit.

8177} Insome embodiments, a VPDU size and/or a maxamum TU size can be
signaled in a coded video bitstream, such as in a SPS and a PPS. As described above, the
VPDU size and/or the maximum TU size can be signaled in terms of luma samples.
Alternatively, the VPDU size and/or the maximum TU size can be signaled in terms of
chroma samples.

{8178} In some embodiments, a VPDU size and/or a maximum TU size can be stored
in an encoder and/or a decoder, thus the VPDU size and/or the maximum TU size is not

signaled. In one example, the VPDU size and/or the maximum TU size can be stored in
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profile and/or level definitions. The VPDU size and/or the maximum TU size can be stored
in terms of luma or chroma samples.

(6179}  In some embodiments, VPDUs share the same size but may have different
shapes. For example, when a VPDU size is 4096 in terms of luma samples, the VPDU can
have a square shape of 64x64 or a rectangular shape of 32x128. The VPDU can alsc have
other shapes, such as an L shape, as long as the VPDU size 15 4096 in terms of luma samples.
The above description is also applicable to certain TUs,

{0180} 1. Example A

8181}  According to aspects of the disclosure, 2 maximum allowable TU size {(also
referred to as a maximum TU size) is M samples (e.g., a size of MxM sarmaples). Inan
example, the maximum width and the maximum height of the TU is M. Iun an example, the
maximum area of the TU 1s MxM. A processing data unit size (such as a VPDU size} is K
samples {e.g., a size of KxK samples). In an example, the maximum width and the maximum
height of the processing data unit size 1s K. In an example, the maximum area of the
processing data unit size is KxK. A CU of WxH has a width of W samples and a height of H
samples. The CU can be partitioned into multiple sub-units, referred to as sub-processing
units {SPUs), based on the CU size and the processing data unit size K. The CU can be
partitioned into the SPUs using any suitable partitioning structures or a combination of any
suitable partitioning structures, such as QTBT, QT, BT, TT, or a combination thereof. The
SPUs may have a same size or different sizes.

(60182}  In an embodiment, the CU is partitioned into the SPUs when the width W or
the height H is larger than K. In an example, the SPUs have a same size (i.e, a SPU size) and
each SPU has a size of Min(W, K} x Min{H, K) samples. Thus, a width of each SPUisa
mnimum of W and K, and a height of the SPU 15 a munimum of Hand K. In some examples,
prior to partitioning the CU, whether to partition the CU can be determined based on the size
of the CU and the processing data unit size K.

16183} A SPU in the CU can be further partitioned into TUs having a size of, for
example, MxM samples. In some examples, the SPU can be partitioned into the TUs having
a size of Min{W, K, M} x Min{H, X, M). In some examples, prior to partitioning the SPU,
whether to partition the SPU can be determined based on the size of the SPU and the
maximum TU size M. The SPU can be partitioned using any suitable partitioning structures
or a combination of any suitable partitioning structures, such as QTBT, QT, BT, TT, or a
combination thereof.  According to aspects of the disclosure, one or more partitioning

structures to partition the SPU can be determined based on the size of the SPU and the
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maximum TU size M. In an example, the SPU can be recursively split into the TUs using the
determined oune or more partitioning structures.

{6184}  In an example, when the width and the height of the SPU are larger than the
maximum TU size M, the SPU is split into the TUs of MxM using a quadtree partitioning
structure. The SPU can be recursively split into the TUs using the quadtree partitioning
structure.

[0185]  In an example, when the width of the SPU is larger than M and the height of
the SPU is equal to M, the SPU is split into the TUs of MxM using a vertical binary tree
partitioning structure. For example, M i3 32 and the SPU has a size of 64x32. Thus the
width of the SPU 1s 64 and the height of the SPU 15 32, Accordingly, the vertical binary free
partitioning structure can be used to split the SPU into two TUs of 32x32. The SPU can be
recursively split into the TUs using the vertical binary tree partitioning structure.

[0186]  In an example, when the width of the SPU is larger than M and the height of
the SPU is less M, the SPU can be split into the TUs using the vertical binary tree partitioning
structure where the width of the TUs 1s M and the height of the TUs 1s equal to the height of
the SPU.

[0187]  In an example, when the height of the SPU is larger than M and the width of
the SPU is equal to M, the SPU is split into the TUs of MxM using a horizontal binary tree
partitioning structure. The SPU can be recursively split into the TUs using the horizontal
binary tree partitioning structure. For example, M is 32 and the SPU has a size of 32x64.
Thus the width of the SPU 1s 32 and the height of the SPU 15 64. Accordingly, the horizontal
binary tree partitioning structure can be used to split the SPU into two TUs of 32x32.

{0188}  When the height of the SPU is larger than M and the width of the SPU is less
M, the SPU can be split into the TUs using the horizontal binary tree partitioning structure
where the height of the TUs is M and the width of the TUs is equal to the width of the SPU.

3189}  The transform tree syntax in FIG. 24 shows an example of splitting the SPU
and a processing order used to process the TUs.

10199]  In an example, the CU of WxH can be partitioned in two steps. In a first step,
the CU is partitioned into the SPUs where each SPU has the size of Min(W, K} x Min{H, K).
Subsequently, in a second step, each SPU is further partitioned into the TUs where each TU
has the size of MxM.

10191]  When processing the TUs in the CU, the SPUs in the CU can be scanned and

processed in a first scan order (also referred to as a first order). Further, within each of the
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SPUs, the TUs can be scanned and processed in a second order {also referred to as a second
order).

(6192}  In various embodiments, the first order for processing the SPUs can be a raster
scan order, a vertical scan order {e.g., scans SPUs column-wise from left to right or vice
versa}, a zig-zag order, a diagonal scan order, or the like.

10193]  In various embodiments, the second order for processing the TUs within each
SPU can be a raster scan order, a vertical scan order {e.g., scans the TUs column-wise from
left to right or vice versa), a zig-zag order, a diagonal scan order, or the like.

18194}  The first order and the second order can be the same or different in different
embodiments. For example, the first order for processing the SPUs and the second order for
processing the TBs within each of the SPUs are both the raster scan order in an embodiment.

16195} 2. Example B

10196]  FIG. 25 shows a CU (2510) having a size of WxH saraples where W=128, and
H=04 A maximum TU size M is 32 samples. The processing data unit size K, such as a
VPDU size, 1s 64 saruples. The CU (2510) 1s first split into a first 64x64 SPU (2520) and a
second 64x64 SPU (2530). The first SPU (2520) and the second SPU (2530} can then be
further partitioned into TUs 0-7 each having a size of MxM samples. The TUs 0-3 are
included in the first SPU (2520}, and the TUs 4-7 are included in the second SPU {2530},

18197}  According to the first order, the first SPU (2520} can first be processed
followed by the second SPU (2530). Within the first SPU (2520) or the second SPU (2530),
the second order used for processing the TUs 0-3 or 4-7 is the raster scan order. Accordingly,
the TUs 0-7 are processed according to an order indicated by arrows (2551). The first order
and/or the second order can be determined explicitly {e.g., via signaling from an encoder to a
decoder) or implicitly.

{6198}  In some examples, partitioning a CU into SPUs where each of the SPUs
further includes TUs as described above traproves coding efficiency. Referring to FIG. 25, o
an example, the first SPU (2520} is a first VPDU and the second SPU (2530} is a second
VPDU. Each of the first VPDU (or the first SPU (2520}) and the second VPDU {or the
second SPU (2530)) can sequentially pass through a multi-stage pipeline including a first
stage {(e.g., entropy decoding), a second stage {(e.g.. de-quantization), a third stage {(e.g., an
inverse transform), and/or the ltke. According to the first order shown in FIG. 25, the first
SPU (2520} 1s to be processed prior to the second SPU (2530), thus the first SPU (2520} 15
processed by the first stage and then goes to the second stage. In an example, when the first

SPU (2520) is processed by the second stage, the second SPU (2530) is processed by the first
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stage to improve the coding etficiency. Subsequently, the first SPU (2520) goes to the third
stage and the second SPU (2530) can move to the second stage. When the first SPU (2520) 18
processed by the third stage, the second SPU (2530) can be processed by the second stage.
The above description is given using VPDUs and a multi-stage pipeline as an example and
can be suitably adapted to other architectures or video coding methods. The above
description can be adapted when the first SPU (2520) s included in the first VPDU and the
second SPU (2530) s included in the second VPDU. At least a part of the processing of the
SPUs in the different stages is performed simultaneously .

i8199]  As described above, when the SPU size is larger than the TU size, multiple
TUs in the CU can be grouped into a processing data unit, such as a SPU (or a VPDU) where
the SPUs can be processed in a multi-stage pipeline that allows parallel processing (or
simultaneous processing) of successive SPUs. In some examples, The description can be
modified as follows: the CU is partitioned into first units. Further, each of the first units can
be partitioned into second units. Each of the second units may be partitioned into third units,
In an example, a size of the tirst units is larger than a size of the second units, and the size of
the second units is farger than a size of the third units. Such partitioning may be beneficial
when a first multi-stage pipeline is nested within a second multi-stage pipeline.

10200 3. Example C

10201]  FIG 26A shows a CU (2610A) having a size of WxH samples where W=128,
and H=32. The maximum TU size M 1516 samples. The processing data unit size K, such as
a VPDU size, is 64 samples. A minimum of W and K 15 64, while a minimum of H and K is
32. Thus, a size of a SPU can be determined to be 64x32 samples, for example, to align
transform blocks with VPDUs. The CU (2610A) can be partitioned into a left SPU (2620A)
and a right SPU (2630A) each having a size of 64x32 samples. The two SPUs (2620A) and
(2630A) can be scanned and processed in an order from left to right.

10202]  Each of the two SPUs (2620A) and (2630A) can be further split into TUs each
having the maximum TU size, 16x16 samples. As shown, the left SPU (2620A) is partitioned
into the TUs 0-7, while the right SPU (2630A) is partitioned into the TUs 8-15. In the SPU
(2620A), the TUs 0-7 can be processed in the raster scan order. In the SPU (26304), the TUs
8-15 can be processed in the raster scan order. Accordingly, the TUs 0-15 can be scanned
and processed in an order indicated by arrows (2651 A) where the TU O is processed first and
the TU 15 is processed after the TUs 0-14 are processed.

[0203] 4. Example D
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10284 FIG. 26B shows a CU (2610B) having a size of WxH samples where W=128,
and H=32. The maximum TU size M is 16 samples. The processing data unit size K, such as
a VPDU size, is 64 samples. In a similar way as in the FIG. 25 example, the CU (26108} can
be partitioned into two SPUs (2620B) and (2630B) that can each be further partitioned into
TUs. The SPUs (2620B) and (2630B) can be processed from left to right in the same order as
in FIG. 25. However, different trom the FIG. 25 example, the TUs 0-7 in the SPU (2620B)
are processed in the zig-zag scan order, and the TUs 8-15 in the SPUJ (2630B) are processed
in the zig-zag scan order.

10205} 8. Example £

102067  FIG. 27 shows a flow chart cutlining a transform block partitioning and
processing process {2700} according to an embodiment of the disclosure. The process (2700)
can be used in the reconstruction of a block coded in intra mode or inter mode. In various
embodiments, the process {2700) are executed by processing circuitry, such as the processing
circuitry in the terminal devices {210}, (220), (230) and {240}, the processing circuitry that
performs functions of the video encoder (403}, the processing circuitry that performs
functions of the video decoder (310}, the processing circuitry that performs functions of the
video decoder {410}, the processing circuitry that performs functions of the video encoder
{603), and the like. In some embodiments, the process (2700} is implemented in software
instructions, thus when the processing circuitry executes the software instructions, the
processing circuitry performs the process (2700). The process starts at (82701} and proceeds
t0 (S2710).

18287 At (52710), coded information of a CU in a picture can be decoded from a
coded video bitstream. The coded information can indicate a width of W samples and a
height of H samples of the CU.

[0208] At (82720), the CU can be partitioned into SPUs, for example, when at least
one of the width W and the height H of the CU 1s larger than the processing data unit size K,
such as described with reference to FIGs. 24-26. Based on the processing data unit size K
and the size of the CU, a size of the SPUs can be determined. A width of the SPUs canbe a
minimum one of W and K, and a height of the SPUs can be a minimum one of H and K.
Accordingly, the CU can be partitioned into the SPUs each having the determined width and
height. For example, when W is 128, H 13 64, and K 1s 64, the CU can be divided into a first
SPU of 64x64 and a second SPU of 64x64. For example, the processing data unit can be a

VPDU, and thus K can be a VPDU size.
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18209 At (52730), one or more partitioning structures to partition each of the SPUs
can be determined, for example, based on ove or a cornbination of the width and the height of
the SPUs and a maximum TU size of M samples. In an example, at least one of the width
and the height of the SPUs is larger than M.

10210}  As described above, any suitable partitioning structure can be used to partition
or split each of the SPUs. In an example, when the width and the height of the SPU are larger
than M, the one or more partitioning structures is determined to be a quadtree partitioning
structure. In an example, when the width of the SPU is larger than M and the height of the
SPU is not larger than M, the one or more partitioning structures is determined tobe a
vertical binary tree partitioning structure. In an example, when the height of the SPU is
farger than M and the width of the SPU is not larger than M, the one or more partitioning
structures is determined to be a horizontal binary tree partitioning structure.

8211} At (S52740), each of the SPUs can be partitioned into TUs based on the
determined one or more partitioning structures. In an example, the respective SPU can be
recursively partitioned into the TUs using the determined ove or more partitioning structures.

16212} At (S2750), the TUs of the SPUs are processed according to a processing
order. For example, the SPUs can be processed according to the first order, and the TUs in
each of the SPUs can be processed according to the second order, as described above.
Residual data of each TU can be determined by various decoding operations {e.g., entropy
decoding of transform coefficients, inverse quantization or de-quantization, inverse
transforming, and/or the like). The process (2700) can proceed to ($2799) and terminate.

18213}  The process {2700} 1s described using a CU as an example. The process
{2700} can be suitably adapted for a CB, such as a luma block, a chroma block, or the like.
For purposes of brevity, the description for a CB 15 omitted.

{6214}  The process (2700) can be suitably adapted. For example, one or more steps
can be modified, omiited, or combined. For exarple, steps (82730} and (52740 can be
combined into a single step. Additional step(s} can also be added. An order that the process
2700} 1s executed can also be modified.

[6218] IV, Computer System

10216}  The technigues described above, can be implemented as computer software
using computer-readable instructions and physically stored in one or more computer-readable
media. For example, FIG. 28 shows a computer system (2800} suitable for implementing

certain embodiments of the disclosed subject matter.
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16217}  The computer software can be coded using any suitable machine code or
computer language, that may be subject to assembly, compilation, linking, or like
mechanisms to create code comprising instructions that can be executed directly, or through
interpretation, micro-code execution, and the like, by one or more computer central
processing units {CPUs), Graphics Processing Units (GPUs), and the like.

10218}  The instructions can be executed on various types of computers or components
thereof, including, for example, personal computers, tablet computers, servers, smartphones,
gaming devices, internet of things devices, and the like.

18219  The components shown in FIG. 28 for computer system (2800) are exemplary
in nature and are not intended to suggest any limitation as to the scope of use or functionality
of the computer software implementing embodiments of the present disclosure. Neither
should the configuration of components be interpreted as having any dependency or
requiremnent relating to any one or combination of components tliustrated in the exemplary
embodiment of a computer system {2800}

162207  Computer system (2800) may include certain human interface input devices.
Such a human interface input device may be responsive to input by one or more human users
through, for example, tactile input (such as: keystrokes, swipes, data glove movements),
audio tnput (such as: voice, clapping}, visual input (such as: gestures), olfactory input (not
depicted). The human interface devices can also be used to capture certain media not
necessarily directly related to conscious input by a human, such as audio (such as: speech,
music, ambient sound}, images (such as: scanned images, photographic images obtain from a
still image camera), video (such as two-dimensional video, three-dimensional video including
stereoscopic video).

10221}  Input human interface devices may include one or more of {only one of each
depicted): keyboard (2801}, mouse (2802), trackpad (2803), touch screen {2810), data-glove
{not shown), joystick {2805}, microphone (2806), scanner (2807), camera (2808).

162227  Computer system (2800} may also include certain human interface output
devices. Such human interface output devices may be stimulating the senses of one or more
human users through, for example, tactile output, sound, light, and smeli/taste. Such human
interface output devices may include tactile output devices (for example tactile feedback by
the touch-screen (2810), data~-glove (not shown), or joystick (2803}, but there can also be
tactile feedback devices that do not serve as input devices), audio output devices (such as:
speakers (2809}, headphones (not depicted)), visual output devices (such as screens (2810} to

include CRT screens, LCD screens, plasma screens, OLED screens, each with or without
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touch-screen input capability, each with or without tactile feedback capability—some of
which may be capable to output two dimensional visual output or more than three
dimensional output through means such as stereographic output; virtual-reality glasses (not
depicted), holographic displays and smoke tanks (not depicted)), and printers (not depicted).

16223}  Computer system (2800} can also include human accessible storage devices
and their associated media such as optical media including CD/DVD ROM/RW (2820) with
CD/DVD or the like media (2821), thumb-drive (2822}, removable hard drive or solid state
drive (2823), legacy magnetic media such as tape and floppy disc (not depicted), specialized
ROM/ASIC/PLD based devices such as security dongles (not depicted), and the like.

10224}  Those skilled in the art should also understand that term “computer readable
media” as used in connection with the presently disciosed subject matter does not encompass
transmission media, carrier waves, or other transitory signals.

10225]  Computer systern {2800} can also include an interface to oue or more
communication networks. Networks can for example be wireless, wireline, optical.
Networks can further be local, wide-area, metropolitan, vehicular and industnial, real-time,
delay-tolerant, and so on. Examples of networks include local area networks such as
Ethernet, wireless LANSg, cellular networks to include GSM, 3G, 4G, 5G, LTE and the like,
TV wireline or wireless wide area digital networks to include cable TV, satellite TV, and
terrestrial broadcast TV, vehicular and industrial to include CANBus, and so forth. Certain
networks commonly require external network interface adapters that attached to certain
general purpose data ports or peripheral buses (2849) (such as, for example USB ports of the
computer system {2800}}; others are commonly integrated into the core of the computer
system {2800} by attachment to a system bus as described below (for example Ethernet
interface into a PC computer system or cellular network interface into a smartphone computer
system). Using any of these networks, computer system {2800} can communicate with other
entities. Such communication can be uni~-directional, receive only (for example, broadcast
TV), uni-directional send-only {for example CANbus to certain CANbus devices), or bi-
directional, tor example to other computer systems using local or wide area digital networks.
Certain protocols and protocol stacks can be used on each of those networks and network
interfaces as described above.

10226}  Aforementioned human interface devices, human-accessible storage devices,
and network interfaces can be attached to a core (2840) of the computer system (2800},

10227} The core (2840} can include one or more Central Processing Units (CPU}

(2841), Graphics Processing Units (GPU) (2842), specialized programmable processing units
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in the form of Field Programmable Gate Areas (FPGA) (2843), hardware accelerators for
certain tasks (2844), and so forth. These devices, along with Read-only memory (ROM)
(2845), Random-access memory {2840), internal mass storage such as internal non-user
accessible hard drives, SSDs, and the like (2847), may be connected through a system bus
{2848}, In some computer systems, the system bus (2848) can be accessible in the form of
one or more physical plugs to enable extensions by additional CPUs, GPU, and the like. The
peripheral devices can be attached either directly to the core’s system bus (2848), or through
a peripheral bus (2849). Architectures for a peripheral bus include PCI, USB, and the like.

10228]  CPUs (2841), GPUs (2842), FPGAs (2843), and accelerators (2844) can
execute certain instructions that, in combination, can make up the aforementioned computer
code. That computer code can be stored in ROM (2845) or RAM (2846). Transitional data
can be also be stored in RAM (2846), whereas permanent data can be stored for example, in
the internal mass storage (2847). Fast storage and retrieve to any of the memory devices can
be enabled through the use of cache memory, that can be closely associated with one or more
CPU (2841), GPU (2842}, mass storage (2847), ROM (2845}, RAM (2846), and the like.

162297  The computer readable media can have computer code thereon for performing
various computer-implemented operations. The media and computer code can be those
speciaily designed and constructed for the purposes of the present disclosure, or they can be
of the kind well known and available to those having skill in the computer software arts.

16230]  As an example and not by way of limitation, the computer system having
architecture (2800), and specifically the core (2840) can provide functionality as a result of
processor(s) {including CPUs, GPUs, FPGA, accelerators, and the like) executing software
embodied in one or more tangible, computer-readable media. Such computer-readable media
can be media associated with user-accessible mass storage as introduced above, as well as
certain storage of the core {2840} that are of non-transitory nature, such as core-internal mass
storage (2847) or ROM (2845). The software implementing various embodiments of the
present disclosure can be stored in such devices and executed by core (2840). A computer-
readable medium can include one or more memory devices or chips, according to particular
needs. The software can cause the core (2840} and specifically the processors therein
(including CPU, GPU, FPGA, and the like) to execute particular processes or particular parts
of particular processes described herein, including defining data structures stored in RAM
2846) and modifying such data structures according to the processes defined by the software.
In addition or as an alternative, the computer system can provide functionality as a result of

logic hardwired or otherwise embodied in a circuit (for example: accelerator (2844}), which
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can operate in place of or together with software to execute particular processes or particular
parts of particular processes described herein. Reference to software can encompass logic,
and vice versa, where appropriate. Reference to a computer-readable media can encompass a
circuit (such as an integrated circuit (IC)) storing software for execution, a circuit embodying
fogic for execution, or both, where appropriate. The present disclosure encompasses any

suitable combination of hardware and software.

Appendix A Acronyms
ASIC: Application-Specific Integrated Circuit
BMS: benchmark set
CANBus: Controller Area Network Bus
CBF: Coded Block Flag
CD: Compact Disc
CPUs: Central Processing Units
CRT: Cathode Ray Tube
CTBs: Coding Tree Blocks
CTUs: Coding Tree Units
CU: Coding Unit
DVD: Digital Video Disc
FPGA: Field Programmable Gate Areas
GOPs: Groups of Pictures
(GPUs: Graphics Processing Units
GSM: Global System for Mobile communications
HEVC: High Efficiency Video Coding
HRD»: Hypothetical Reference Decoder
ISP: Intra Sub-Partitions
IC: Integrated Circuit
JEM: joint exploration model
LAN: Local Area Network
LCD: Liquid-Crystal Display
LTE: Long-Term Evolution
MPM: Most Probable Mode
MYV: Motion Vector
OLED: Organic Light-Emitting Diode
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PBs: Prediction Blocks
PCL: Peripheral Component Interconuect
PLD: Programmable Logic Device
PUs: Prediction Units
RAM: Random Access Memory
ROM: Read-Only Memory
SBT: Sub-block Transform
SEIL Supplementary Enhancement Information
SNR: Signal Noise Ratio
SS8D: solid-state drive
TUs: Transform Units,
USB: Universal Serial Bus
YPDU: Virtual Pipeline Data Unit
YUI: Video Usability Information

VVC: versatile video coding

PCT/US2020/023752

10231}  While this disclosure has described several exemplary embodiments, there are

alterations, permutations, and vartous substitute equivalents, which fall within the scope of

the disclosure. It will thus be appreciated that those skilled in the art will be able to devise

numerous systems and methods which, although not explicitly shown or described herein,

embody the principles of the disclosure and are thus within the spirit and scope thereof.
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The claims defining the invention are as follows:

1. A method for video decoding in a decoder, comprising:

decoding coded information of a coding unit (CU) in a picture from a coded video
bitstream, the coded information indicating a width of the CU as W samples and a height of
the CU as H samples;

partitioning the CU into sub-processing units having a width and a height, wherein the
width of the sub-processing units is a minimum one of W and K or the height of the sub-
processing units is a minimum one of H and K, at least one of the width W and the height H
of the CU being larger than a processing data unit size K;

determining a maximum transform unit (TU) size M based on whether at least one of the
width of the sub-processing unit or the height of the sub-processing unit is greater than 64,
the maximum TU size M being equal to 64 responsive to the at least one of the width of the
sub-processing unit or the height of the sub-processing unit being greater than 64, and equal
to a maximum sub-processing unit size responsive to the width of the sub-processing unit and
the height of the sub-processing unit not being greater than 64;

determining a partitioning structure to further partition the sub-processing units based on
the width and the height of the sub-processing units and the maximum TU size M; and

partitioning each of the sub-processing units into TUs of MxM based on the determined

partitioning structure.

2. The method of claim 1, wherein

when the width and the height of the sub-processing units are larger than M;

the determining the partitioning structure includes determining the partitioning structure
to be a quadtree partitioning structure; and

the partitioning the sub-processing units into the TUs includes partitioning the sub-

processing units into the TUs based on the quadtree partitioning structure.

3. The method of claim 1, wherein

when the width of the sub-processing units is larger than M and the height of the sub-
processing units is equal to M;

the determining the partitioning structure includes determining the partitioning structure

to be a vertical binary tree partitioning structure; and
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the partitioning the sub-processing units into the TUs includes partitioning the sub-

processing units into the TUs based on the vertical binary tree partitioning structure.

4. The method of claim 1, wherein

when the height of the sub-processing units is larger than M and the width of the sub-
processing units is equal to M;

the determining the partitioning structure includes determining the partitioning structure
to be a horizontal binary tree partitioning structure; and

the partitioning the sub-processing units into the TUs includes partitioning the sub-

processing units into the TUs based on the horizontal binary tree partitioning structure.

5. The method of any one of claims 1 to 4, wherein the partitioning the sub-processing
units into the TUs includes partitioning one of the sub-processing units recursively into the

TUs based on the partitioning structure.

6. The method of any one of claims 1 to 5, further comprising:
processing the sub-processing units according to a first scan order; and

processing the TUs in each of the sub-processing units according to a second scan order.

7. The method of claim 6, wherein at least one of the first scan order and the second scan
order is one of (i) a raster scan order, (ii) a vertical scan order, (iii) a zig-zag order, and (iv) a

diagonal scan order.

8.The method of claim 7, wherein the first scan order and the second scan order are the

raster scan order.

9. The method of any one of claims 1 to 8, wherein

the processing data unit size K indicates a size of a virtual pipeline data unit (VPDU);

a first one of the sub-processing units is included in a first VPDU and a second one of
the sub-processing units is included in a second VPDU in the picture; and

the method further includes:

after processing the first VPDU in a first stage of a multi-stage pipeline, simultaneously
processing the first VPDU in a second stage of the multi-stage pipeline and the second VPDU

in the first stage.
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10. The method of claim 1, wherein at least two TUs in one of the sub-processing units

are configured to be processed simultaneously at different stages of a multi-stage pipeline.

11. The method of claim 1, wherein partitioning the CU comprises:

selecting a partitioning structure from among plural partitioning structures to partition
the CU based on a comparison of at least one of the width W and the height H of the CU to
the TU size M.

12. The method of claim 11, wherein the plural partitioning structures comprise at least
one of a quadtree partitioning structure, a vertical binary tree partitioning structure, and a
horizontal binary tree partitioning structure; and the method further comprises:

in response to the width W being greater than M and the width W being greater than the
height H, selecting the vertical binary tree partitioning structure to partition the CU into two
partitions, each having a size of W/2 x H;

in response to the height H being greater than M and the height H being greater than the
width W, selecting the horizontal binary tree partitioning structure to partition the CU into

two partitions, each having a size of W x H/2.

13. An apparatus for video decoding, comprising processing circuitry configured to

perform the method of any one of claims 1 to 12.
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{{aa,aa,aa,a8a,83,83,82,23,a8,88,83,83,83,82,83,83,938,83,88,38,24,83,88,88,38,88,88,
a3,aa,34,88,84,48,34,83,3a,848,43,34,43,348,82,948,88,88,48,848,88,23,88,38,34,83,3a,4
8,83,38,88,389,88,88,88,84,a8}

{bf bg,bh,bi bj,bk bl.bm,bn bo, bp,bq,br.bs, bt bu, bv bw bx by, bz ca,ch,cc.cd ce,cf cg,ch,
ci, ¢, ck,-ck,-¢j,-ci,-ch, -cg,-¢f -ce,-cd -ce -Ch, -8, -bz -by -bx -bw -bv -bu,-bt,-bs -br -bg, -
bp,~bo,-bn,-bm, -bl, -bk, -bj,-bi, -bh, -bg, -

bfY{ap,aq,ar,as,at, au,av,aw,ax,ay,az,ba bb,be bd be -be -bd,-bc,-bb,-ba,-az,-ay,-ax,-
aw,-av,-au,-at, -8s,-ar,-aq,-ap,-ap,-aq,-ar,-as,-at,-au,-av,-aw,-ax,-ay,-az,-ba,-bb,-bc,-
bd,-be be bd bc bb ba az ay,ax,aw,av,au, at as,ar,aq,ap}

{bg,bj, bm bp,bs by by, cb ce,ch,ck -ci,-cf,-cc -bz -bw -bt -bag,-bn -bk, -bh -bf -bi,-bl -bo, -
br.-bu,-bx -ca,-cd, -cg,~Ci,ci,cg,cd,ca,bx, by, br,bo, bl bi, bf bh, bk bn bq bt bw bz cc cf ai, -
ck,-ch,-ce -ch,-by,-bv -bs,-bp,-bm,-bj,-bg}{ah,ai aj,ak,al,.am,an,ac,-a0,-an,-am,-al,-ak, -
aj,-ai,-ah,-ah,-ai -gj,-ak,-al -am,-an,-ao,80,an,am, al, ak, aj,ai,ah,ah, ai,aj, ak,al, am,an,ao,-
ao,-an,-am,-al -ak -aj,-ai,-ah,-ah,-ai -aj,-ak,-al -am,-an,-ac,a0,an,am,al, ak aj,ai,ah}
{bh,bm,br bw cb cg,-ck,-cf -ca-bv,-bg,-bl -bg,-bi -bn,-bs,-bx,-cC,-

ch,cj,ce bz bu,bp bk bf bl bo,bi, by, cd,ci,-ci,-cd, -by ,-bt -bo,-bj, -bf -bk -bp,-bu,-bz,-ce -
¢j,ch,cc bx,bs,bn,bi,bg, bl bg, by, ca, cf ck, -cg,-cb,-bw -br -bm, -bh{ag,at aw,az be,-be -
bb,-ay,-av,-as,-ap,-ar,-au,-ax,~-ba,-bd bd ba ax au arap,as,av,ay,bb,be -bc -az,-aw -at,-
aq,-ag,-at,-aw,-az,-bc be,bb,ay av,as,ap,ar.au,ax,ba,bd,-bd,-ba,-ax,-au,-ar -ap,-as,-
av,-ay,-bb,-be bcaz aw, at agibi bp bw, cd ck ~ce -bx -bq,-bj,-bh,-bo,-bv, -cc,-

¢j,ci, by, br bk bg,bn bu,cb,ci,-cg,-bz,-bs,-bi -bf -bm -bt -ca,-

ch,ch,ca, bt bm bf bl bs bz cg,-ci,-cb,-bu,-bn,-bg,-bk,-br -by -
of,¢j,cc,bv,bo,bh bj,bg,bx,ce, -cl-cd -bw -bp,-bi}

{ad,ae af ag,-ag,-af -ae -ad,-ad, -ae -af -ag,ag,af ae,ad, ad,ae, af ag,-ag,-af,-ae,-ad,-ad,-
ae,-af -ag,ag,.af ae,ad,ad,ae af ag,-ag,-af -ae,-ad,-ad -ae,-af -

ag,ag,af ae,ad ad as,af ag,-ag,-af -ae,-ad,-ad, -ae,-af -ag,ag,af ae,ad}{bj,bs,cb,ck,-cc,-
bt,-bk,-bi -br -ca,-cf,cd, bu bl bh bg bz ci -ce -bv,-bm,-bg,-bp,-by -

ch,cf bw bn,bf,bo bx cq,-cg,-bx,-bo,-bf -bn, -bw,-cf ch, by bp,bg bm,bv,ce -ci -bz,-hg,-
bh,-bl,-bu,-cd,¢j,ca,br bi bk, bt cc,-ck,-cb,-bs,-bji{ar,aw,bb,-bd, -ay -at -ap,-au,-az -
be,ba av,aq,as,ax.be,-bg,-ax,-as,-aq,-av,-ba,be,az,au,ap,at,ay,bd,-bb,-aw, -ar -ar -aw -
bb,bd ay,at,ap,au,az,be -ba,-av,-aq,-as,-ax,-bc, be,ax,as,aqg,av,ba,-be -az -au,-ap,-at,-
ay,.-bd bb,aw ar{bk bv,cg,-ce,-bt,-bi -bm, -bx -ci,cc,br bg,bo, bz ck ~ca,-bp,-bf -ba, -
cb,¢j, by, bn,bh, bs,cd -ch,-bw,-bl -bj -bu,-cf, cf bu, b}, bl bw,ch -cd -bs -bh,-bn -by -
¢j,cb,bg,bf bp,ca,-ck,-bz -bo -bg,-br,-cc,ci, bx bm bi bt ce -cg,-bv -bk}H{ai, al ac,-am,~gj, -
ah,-ak,-an,an,ak, ah,aj,am -ac,.-al,-ai -ai,-al -ao,am, aj,ah,ak, an,-an, -ak,-ah,-aj,-
am,aoc,al ai ai,al g0,-am,-gj,-ah,-ak,-an,an,ak,ah,aj,am,-ao,-al,-ai, -ai -al -
ao,am,aj,ah,ak an,-an,-ak,-ah,-aj,-am,ao,al, ai{{bl, by -ck,-bx,-bk,-bm -bz cj bw bj bn,ca,-
¢i,-bv,-bi,-bo,-cb,ch,bu,bh bp,cc.-cg,-bt -bg,-bq,-cd, cf bs,bf br.ce,-ce,-br -bf -bs, -
cf,cd,bg,bg,bt,cg,-cc -bp,-bh,-bu, -ch,cb,bo,bi bv i -ca,-bn, -bj ~-bw,-¢j, bz bm bk bx ck, -
by, -bi{as,az, -bd,-aw,-ap,-av,-bc,ba,at ar ay -be -ax,-aq,-au,-bb, bb,au, ag,ax,be -ay -
ar,-at,-ba,bc av, ap,aw bd, -az,-as, -as,-az bd aw,ap,av,bc,-ba -at -ar -

ay,be ax,aq,au,bb,-bb -au -ag,-ax,-be ay.ar al,ba,-bc, -av,-ap,-aw,-bd, az, asi{bm,cb,-cf -
ba,-bi -
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bx,ci.bu,bf bt,ci -by -bi -bp -ce cc bn, bl ca,-cg,-br,-bh,-bw, ck by, bg,bs,ch -bz,-bk -bo -
cd,cd,bo bk, bz, -ch -bs,~-bg,-bv,-ck, bw bh,br,cg,-ca,-bl,-bn -cc,ce bp . bj, by ~ci -bt,-bf,-bu -

¢l bx,bi,bg,cf ~cb,-bm¥{ab,ac -ac,~ab,-ab,-ac,ac,ab,ab,ac,-ac,-ab,-ab,-ac,ac,ab,ab.ac-ac,-
ab,-ab -ac,ac,ab,ab,ac -ac -ab -ab,-ac,ac ab,ab,ac -ac,-ab,-ab -ac,ac,ab,ab,ac -ac,-ab,-ab -
ac,ac,ab,ab,ac -ac,-ab,-ab,-ac,ac,ab,ab,ac-ac,-ab -ab ~ac,ac,ab}
{bn,ce,-ca,-bj,-br,~ci,bw,bf bv,-¢j,-bs,~-bi,-bz,cf bo bm,cd, -cb -bk,-bg,-ch,bx . bg,bu,-ck ~bt,-
bh, -by,cg,bp,bl,cc,-co,-bl,-bp,-cg, by, bh,bt,ck -bu,-bg,-bx,ch,bg,bk,cb,-cd -bm,-bo,-

cf bz bi,bs,ci,-bv -bf -bw,ci,br.bj,ca,-ce ~-bn¥at be,-ay,-ap.-ax,bd,au,as,bb ~az -ag,-

aw,be, av,ar.ba -ba,-ar-av,-be aw,ag,az,-bb,-as,-au,-bd,ax,ap,ay.-be,-at,-at,-be,ay,ap,ax,-
bd -au,-as -bb,az aqg,aw,-be,-av,-ar-ba,ba,ar,av be ~aw,-aq,-az,bb,as,au, bd, -ax -ap,-
ay,be,af}

{bo,ch,-bv -bh,-ca,cc bj bl,~cl,-bg,~-bm,-¢f bx,bf by -ce -bl.-br -ck,bs bk, cd -bz -bg,-
bw,cg,bn,bp,ci,-bu,-bi,-cb,chb bi bu,-ci,-bp,-bn,-cg,bw, bg, bz -cd -k, -bs ¢k br.bl,ce,-by,-bf -
bx,cf bm bqg,ci,-bi-bj -cc,ca bh,bv,~-ch,-bo}{a},ao,~-ak -ai,-an,al.ah,am,-am,-ah,-al,an,ai,ak -
ao,~aj,-aj,-ao,ak,ai,an,-al -ah,-am,am,ah,al -an,-ai,-ak,a0,ai,aj,a0,-ak -ai,-an,al,zh,am,~-am,-
ah,-al,an,ai,ak,-ac,-aj,~aj -ao,ak ai,an,-al -ah -am,am,ah,al, -an,-ai,-ak,ao0,a}{bp,ck -bq,-bo,-
cj,br.bn,ci~bs,-bm,-ch b bl,cg.-bu,-bl -cf by, bj,ce -bw -bi,-cd, bx,bh,cc,-by -bg -cb bz bf ca,-
ca,-bf,-bz,cb bg by ~cc,-bh -bx,cd, bi,bw, -ce.-bj -bv,cf bk, bu,-cg,~-bl,-bt,ch bm bs,-ci -bn,-
br.cj,bo,bg,-ck,-bp}

{au,-be ~at-av,bd asaw -be,-ar,-ax,bb,ag,ay -ba,-ap,-az,az,ap,ba,-ay,-ag,-bb,ax.ar,be -
aw,~-as,-bd,av,at,be,-au,~au.be at av,-bd, -as,-aw,bc ar, ax,-bb,-aq,.~-ay,ba,ap,az,-az,-ap,-
ba,ay,aq,bb,-ax,~ar,-bc,aw,as, bd, -av, -al,-be,aul{bg,-ci -bl,-bv,cd, bg,ca,-by,-bi,~cf bt bn,ck -
bo,-bs,cg,bi,bx,-cb,-bf -cc bw bk ch,-br -bp,cj, bim, bu,-ce,-bh,-bz bz, bh,ce,-bu,-bm -¢j, b, br -
ch,-bk,-bw,cc,bf,cb,-bx, -hj,-cg,bs,bo,-ck ~-bn,-bt,cf b, by -ca,-bg,-cd,bv,bl,ci,-bag}

{ae,-ag,-ad -af af ad, ag,-ae,-ae,ag,ad af -af -ad,-ag,as, ae,-ag,-ad,-af af ad, ag,-ae,-
ae,ag,ad,af -af -ad,-ag,a8e,ae,-ag,-ad,-af af ad,ag,-ae,-ae,ag,ad, of -af -ad -ag,as ,a8,-ag,-
ad,~af af ad,ag.-ae -ae,ag,.ad af -af -ad -ag,aeHbr,-cf -bg.-cc,bu,bo -¢i,-bi,-bz  bx,bl ck -bm,-
bw,ca,bi,ch,-bp,-bt,cd bi ce -bs,-bg,cg, bh,cb,-bv -bn,¢j, bk by, -by -bk -¢j,bn bv,-cb,-bh,-
cg.bq,bs,-ce,-bf -cd,bt, bp,-ch,-bi,-ca,bw, bim, -clk bl -bot bz, bj,ci,-bo,-bu, oo bg, of -bi}

{av,-bb ~ap,-bcau,aw, -ba,~aq,-bd,at,ax,-az,-ar -be as ay,~ay,-as,be,ar,az -ax,-at,bd,aq,ba,-
aw,-au,bc,ap,bb,-av -av bb ap,bc -au -aw, ba,aq,bd,-at -ax,az, ar,be,-as,-ay ay,as,-be -ar -
az,ax,at,-bd,-aq,-ba aw,au,-be -ap,-bb, avi{bs,-cc,-bi -¢f bl bz -bv -bp,cf b cg,-bo,-

bw, by bm,-~ci,-bh,-cd, br bt -cb ~bj,-ck bk,ca -bu -bg,ce,bg,ch,-bn,-bx, bx.bn -ch,-bg,-
ce,bg,bu,~-ca,-bk ck bj,cb,-bt,-br,cd, bh,ci -bm -by, bw, bo,-cg,-bf -cf bp,bv,-bz,-bl,¢j bi,cc,-bs}
{ak,-am,-ai,a0,ah,an,-a},-al,al,a},-an,-ah,-a0,ai, am,-ak,-ak, am,ai,-ao,-ah,-an,aj,al,-al -
aj,an,ah,a0,-al-am,ak,ak -am, -ai,a0,ah,an,-aj,-al,al aj,-an,-ah,-a0,al,am,-ak,-ak,am,ai -ao,-
ah,-an,aj,al,~al -aj,an,ah,a0,-ai,-am,ak}{bt -bz -bn,cf bh,ck,-bi -ce,bo by -bu,-bs,ca,bm,-cg,-
bg,-cj, b, cd,-bp,-bo, by, br -cb -bl oh, bf ¢l -bK -cc, bg, bw -bw -bg, oo, bk -¢i - BT -ch, bl cb -br,-
bv,bx bp,-cd, -bj,¢cj.bg,cg,-bm,-ca,bs bu,-by -bo,ce, bi -ck -bh -cf bn bz -bi}
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{aw, -ay,-au,ba,as -bc,-ag,be,ap,bd -ar -bb, at,az,-av,-ax,ax,av,-az,-at, bb,ar,-bd,-ap,-be ,ag b -
as,-ba,au,ay,-aw, -aw,ay,au,-ba -as,beaqg,-be,~ap -bd,ar bb -at ~az av,ax ~ax,-av,az, at,-bb -
ar,bd,ap,be -ag,-be,as ba,-au -ay, awlbu, -bw,-bs by, bg,-ca -bo,cc,bm,-ce -bk,cg, bi,-¢i -

bg,ok b o -bh,-ch bj,cf -bl,-cd bn,ch -bp,-bz,br bx, -bt -bv, by bt -bx, -br bz bp,-ch -bn,cd bl -¢f -
bj.ch,bh, -cj,-bf -ck bg,ci,-bi,-cg,bk,ce,-bm,-cc, bo,ca -bqg,-by,bs, bw -bul{aa,-aa,-a3,83,aa,-33,-
a8,88,848,-82,-89,88,82,-84,-83,88,83,~83,-88, 88,23, -88,~-24,33,88,-84,-83,88, 88,33 ~
aa,aa,2a,-34,-98,23,84,-94,-33,83,84,-28,-83,88,98,-33,-88,34,33,-88,-28,83, 8&,-38
29,33,88,~33,-33,88,9a,-3a3,~-aa,aa}

{bv,-bt -bx.br bz -bp,-cb,bn,cd.-bl -¢f bj,ch,-bh,-¢j, bf -ck -bg, ¢i,bi,-cg,-bk ce bm,-cc, ~bo,ca,byg,-
by,-bs,bw,bu,-bu,-bw,bs, by -bg,-ca,bo,cc -bim,-ce bk, cg,-bi,-ci,bg, ok, -bf ¢, bh, -ch,-bj,cf bl -cd -
bn,ch,bp,-bz,-br bx bt -bvi{ax -av,-az at bb -ar-bd,ap,-be -ag,bec as -ba,-au, ay aw, -aw,-
ay,au,ba,~-as,-bc,aq.be -ap,bd,ar.-bb,-at az,av -ax,-ax,av,.az,-at,-bb,ar, bd,-ap,be,aq,-be,-
as,ba,au -ay,-aw,aw,ay,~au,~-ba,as,bc,-aq,-be,ap, -bd,-ar bb at,-az -av,ax}
{bw,-bg,-cc.blci,-bf,ch, bl -cb -br, by, bx -bp,~cd bj,ci.-bg,cg,bm,-ca,-bs,bu by ,-bo -ce bi,ck -
bh,cf.bn,-bz,-bi,bt bz, -bn, ~cf bh,-ck -bi,ce,bo,-by -bu,bs,ca,-bm,-cg,bg,-¢j -bj.cd,bp,-bx -

bv,br cb -bl ~-ch bf -ci -bk, co, by, -bwial,-aj,-an,ah,-a0,-ai,am, ak,-ak,-am,ai,ao,-ah,an,aj,~al -
al,aj,an,~-ah,a0.ai,-am,-ak,ak,am,-ai -ao,ah -an,-aj,al,al -aj,-an,ah,-a0 -ai,am,ak -ak -~am,ai,a0,-
ah,an,aj,-al-al,aj,an,-ah,a0,ai,-am,-ak ak,am,-ai,-ao,ah,-an -aj,al}
{Ix,-bn,-ch,bg,-ce,-bg,bu,ca,-bk,~-ck, bj,-ch,~-bt,br,cd -bh,ci,bm -by -bw bo, cg,-bf ¢f bp -bv,-

bz, bl,cj,-bi,ce,bs,-bs -ce, bi,~-¢j -bl, bz, by -bp,-cf bf -cg,-bo bw, by -bm -ci,bh,-cd -br bt,cb,-
bi,ck,bk,-ca,-bu bg,ce -bg,ch bn -bx}ay,-as,-be ar -az,-ax,at bd,-ag,ba,aw,-au,-bc,ap,-bb, -
av,av,bb -ap,bcau,-aw,-ba,aq,-bd -al ax,az,-ar,be as,-ay,-ay as,be,-ar,az, ax,-at,-bd,aq,-ba,-
aw,au,be -ap,bb,av -av,-bb ap,-bc,-au,aw ba,-ag,bd,at,-ax,~az, ar,-be -as,ay by -bk,cj,bn,-bv -
cb,bh,-cg,-bg,bs,ce,-bf cd bi,-bp,-ch,bi -ca,-bw, bm ck -bl bx, bz -bj,ci,bo,-bu,-cc,bg,-cf,-br.br,¢f -
bg,ccbu,-bo,-ci,bj,-bz, -bx, bl -ck, -bm, bw, ca,-bi,ch,bp,-bi,-cd, bf -ce -bs byg,cg,-bh,cb, by -bn,-

¢i, bk, -by}

{af -ad,ag.ae,~ae,~ag.ad,-af -af ad,-ag, -ae,ae,ag,-ad, af af -ad ag,ae -ae,-ag,ad -af -af .ad -ag,~
as,ae,ag,-ad af af -ad ag,ae,-ae,-ag,ad,-af -af ad -ag,-ae,a8¢,ag,-ad,af af -ad,ag,ae,-ae,~ag,ad,-
af -af ad,-ag,-as,ae,ag,-ad,af{bz -bh,cs bu,-bm, ¢f, bp,-br,-ch, bk,-bw -cc, bf -cb - bl -cg,-
bs,bo,ck,-bn,bt,cf -bi by, ca,-bg,cd, bv,-bl.ci ba,-bg,-ci, bl -bv,-¢d,bg,-ca,-by bi ~cf -bt, bn,-ck, -
bo,bs,cg,-bj.bx cb,-bf cc bw -bk ch,br,-bp,-¢j,bm,-bu,~-ce, bh -bz}
{az,-ap,ba,ay,-aq,bb,ax,-ar,bc,aw,-as,bd,av,-at,be au,-au,-be at,-av,-bd,as,-aw,-bc ar,-ax -
bb.ag,-ay,-ba.ap,-az,-az ap,-ba,-ay,aq,-bb -ax,ar-bc,~aw,as,-bd,-av at,-be -au,au,be -at,av,bd,-
as,aw,bc ~ar,ax, bb,-ag,ay,ba, -ap,azi{ca,-bf bz,ch,-bg,by,cc,-bh,bx,cd -bi bw,ce -bj, bv ¢f -

bk, bu,cg,-bl bt ch -bm bs,ci -bn,br,¢i,-bo,ba,ck,-bp,bp,-ck -bg, bo,-cj,-br bn -ci -bs,bm,-ch bt bl -
cq,-bu, bk -cf -by bi,-ce -bw, bi,~cd,-bx,bh,-cc,-by by -cb,-bz bf -ca}

{am, -ah,al,an -ai,ak,ao,-aj,a|,~a0 -ak, ai,~an,-al, ah,~am,~-am,ah,-al -an,ai,~ak,-ac,aj,~a,a0,ak -
ai,an,al,-ah,am,am,-ah,al an,-ai,ak,ao,-a,aj,~-ao,-ak ai,-an,-al, ah,-am,-am,ah,-al,-an,ai,-ak,-
a0,aj,-aj,a0,ak,-ai,an,al,-ah,am}{cb,-bi bu,ci -bp, bn,-cg,-bw, bg,-bz,~cd, bk -
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bs,-ck, br,-bl ce by -bf bx, cf -bm, bg,-¢j,-bt, bj,-cc -ca,bh,-bv -ch bo,-bo, ch, by -bh,ca,cc -bj, bt i, -
bg,bm,-cf -bx,bf -by -ce bl -br,ck bs -bk,cd, bz -bg,bw,cg,-bn,bp,-ci,~-bu,bi -cb}

{ba,-ar,av -be,-aw,aq,-az,-bb,as,-au,bd ax,-ap,ay.be,-at, at,-bc ~ay,ap,-ax,-bd,au,-as,bb,az -
aq,aw,be -av,ar -ba,-ba,ar -av,be aw -ag az,bb,-as,au,-bd -ax, ap,-ay,-be,at -at b ay -
ap,ax,bd,-au,as,-bb,-az,aq,-aw,-be av,-ar,ba}{cc, -bl bp.-cg,-by bh -bt, cl  bu -bg,bx,ch,-bg,bk,-
ch,~-cd,bm,-bo,cf bz -bi bs,-¢i,-bv, bf -bw ~ci br.-bj,ca,ce,-bn,bn,~-ce ~ca,bi,-br, ci, bw,~-bf bv,¢j -
bs,bi,-bz -cf bo,-bm,cd, cb,-bk, bg,-ch,-bx, bg,-bu,~-ck,bt,-bh,by,cg,-bp,bl,~cc}
{ac,-ab,ab-ac-ac,ab,-ab,acac,-ab,ab -ac-ac,ab,-ab,ac,ac -ab,ab,-ac,~ac,ab -ab,ac,ac,-ab,ab -
ac,-ac,ab,-ab,ac,ac,-ab,ab,~ac,-ac,ab,-ab,ac,ac,-ab,ab.~ac,-ac,ab,-ab,ac,ac,-ab ab.~ac,~ac,ab,-
ab,ac,ac -ab,ab,-ac,-ac,ab, -ab,ack{cd,-bo bk, -bz,-ch bs,-bg, by -ck, -bw,bh -br,cg,ca,-bl,bn,~-cc -
ce,bp,-bj, by, ci,-bt.bf -bu ¢j, bx,-bi,bg,-cf -cb bm,-bm,cb,cf -bg,bi -bx -cj, bu -bf bt -ci,-by b} -
bp,ce,cc,-bn, bl -ca,-cg,br-bh,bw ck -bv, by, -bs,ch,bz,-bk bo,~cd}
{bb,-au,aq,-ax,be,ay,-ar at,-ba,-bc,av,-ap,aw, -bd -az,as,~as,az bd,-aw,ap,-av,bc,ba,-at, ar -ay -
be,ax,~-aq,au,-bb,-bb au -aq,ax,-be,-ay ar.-al,ba be ~av ap,~-aw,bd, az -as,as, -az -bd, aw,-ap,av,-
be,-ba,at -ar,ay,be ~ax,aq,-au,bb}{ce,-br bf -bs cf cd,-bg,bg,-bi,cg,cc,-bp,.bh,-bu,ch,cb -bo bi -
bv,ci,ca,-bn,bj,-bw,cj,bz,-bm bk, -bx, ck by -bl bi -by -ck bx,-bk, bm,-bz,-j, bw,-bj,bn -ca,-ci, by -
bi,bo,-ch,-ch bu,-bh,bp,-cc,~cq, bt -bg,bg,~-cd -cf bs,-bf br,-ce}

{an,~ak,ah,-aj,am,a0,-al ai,-ai,al,-a0,-am,aj,-ah,ak -an,-an,ak,-ah,aj,~am,-ao,al,-ai,ai,-al,.ao,am,-
aj,ah -ak,an,an,-ak ah,-aj,am,ac,~al ai,-ai,al, -a0,-am, aj,~-ah,ak ~an -an,ak,-ah,aj,-am,~-a0,al,-
ai,al,-al ac,am,-aj,ah -ak an}cf -bu,bj,-bl bw,-¢ch,-cd, bs,-bh.bn -by,cj,cb -bg,bf -bp,ca,ck -

bz, bo,-bg,br -cc ¢l bx -bm,bi -bt,ce,cg,-bv bk,-bk, bv,~-cg,-ce, bt -bi, bm,-bx,¢i,cc -br,bg,-bo bz -
ck,~ca,bp,-bf bg,-ch,-cj by -bn,bh,-bs,cd,ch -bw,bi,-bj, bu,-cf}
{be,-ax,as,-a0,av,-ba,-be,az,-au,ap,-at,ay,-bd -bb,aw -ar,ar -aw,bb bd -ay, at,-ap,au,-az be ba -
av,.aq,-as,ax,-be,-be,ax,-as,aq,-av, ba,be -az au,-ap.al,-ay,bd, bb -aw,ar -ar,aw,-bb,-bd,ay -
at,ap,~au,az,-be,-ba,av -aq,as,-ax,bcHeg,-bx, bo,-bf bn -bw cf ch -by bp,-bg,bm, -bv,ce ci -

bz bag,-bh, bl -bu,cd, ¢f,-ca br,-bi bk -bi, oo, ok -cl bs - b -bs,cb,-clk -co b -bk bi -br.ca,-¢j,-
cd,bu,-bl,bh,~bg bz, -ci -ce by ,-bm,bg,-bp, by ~ch,-¢f bw,-bn, bf -bo bx, -cg}

{ag,-af,ae -ad ad -ae af -ag,-ag,af, -ae,ad -ad,ae -af ag,ag,-af ae -ad,ad,-as,af -ag,-ag,af -
ae,ad,-ad ae,-af,ag,ag,.-af, ae,-ad,ad,-ae af ~ag,-ag,af ~ae,ad,-ad,ae -af ag,ag,-af ae,~ad,ad,-
ae,af,-ag,~ag,af -as,ad,~ad,as -af agi{ch,-ca,bt,-bm,bf -bl bs -bz,cg,ci,-cb,bu,-bn, by -bk br -

by, cf cj,-cc,bv -bo,bh,-bj,bg,-bix,ce,ck -cd, bw,-bp,bi,-bi bp,-bw,cd,-ck,-ce bx,-bg,bj,-bh,bo -
bv,cc,-cj,-¢f by, -br bk, -bg,bn,-bu,cb ~¢i -cg,bz,-bs, bl -bf bm,-bt,ca,~-ch}{bd,-ba,ax,~au,ar,-ap,as,-
av,ay,-bb,be b -az aw -at,ag,-aq,at -aw,az -be -bs bb -ay, av -as, ap,-ar,au,-ax, ba,-bd -bd ba -
ax,au,-ar,ap,-as,av,-ay,bb,-be -be,az ~-aw,at,-aq,aq,-at,aw,-az,be,be -bb ay -av,as,-ap, ar,-
au,ax,-ba,bd}{ci,-cd by -bt,bo,-bi, bf -bK b -bu, bz -ce ¢ ,ch,-cc, b, -bs, bn,-bi by, -bl,bg,-bv,ca,-
cf.ck,cg,-ch bw -br bm -bh,bh -bmy,br -bw, cb,-cg,-ck, of -ca,bv,-bq, bl -bg, bi -bn, bs,-bx, ¢ -¢ch,-
¢j,ce,-bz, bu,-bp, bk, -bf bj,-bo,bt,-by cd,-ciH{a0,-an,am,-al ak,-aj,ai,-ah,ah,-ai,a],-ak, al -
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Continue from FiGz. 11D

am,an,-ao0,-ao,an,~-am,al,-ak, aj,~ai,ah,-ah, ai,-aj,ak,-al,am,-an,ao,ao,-an,am, -al ak,-aj,ai,-
ah,ah,-ai,aj,-ak,al -am,an,-ao,-a0,an,-am, al -ak, aj,~ai,ah,-ah,ai,-aj, ak,-al, am,-an,acHcgj,-
cg,cd,-ca bx,-bu br-bo bl -bi, bf -bh,bk,-bn, ba.-bi bw -bz, ce -cf ¢l ck. -ch,ce,-ch by -
bv,bs,-bp.bm,-bi,bg,-bg,bj,-bm.bp,-bs,bv,-by,cb ~ce ch -k, -ci,cf,-cc, bz, -bw, bt -bg,bn,-
bk, bh,-bf bi -bl bo -br.bu,-bx,ca,~cd,cg,-cj}

{be,-bd be,-bb ba -az ay-ax aw.-av,.au-at as -ar,ag,-ap,ap,-aq,ar,-as,at,-au,av,-aw, ax,-
ay,az,-ba,bb -bc bd,-be -be bd -bc bb,-ba,az -ay,ax,-aw,av,~au,at -as,ar,-aq,ap,~-ap,aq,-
ar,as,-at,au,-av,aw,-ax,ay,~az,ba,-bb be,-bd beHck -¢j,ci,-ch,cg,-cf c8,-cd, cc,-ch.ca, -

bz by, -bx, bw -bv bu, -bt,bs,-br.bag,~-bp,bo,~bn,bm -bi, bl -bj, bi,~bh,bg,-bf bf -bg, bh,-bi,bj,-
bk, bl-bm.bn,-bo,bp -bg,br -bs,bt,-bu, by -bw,bx, -by bz -ca,cb -cc.cd,~-ce, cf -cg,ch,-cl -
cki}

where

{aa,ab,ac ad ae,af ag,ah.ai,aj.ak,al.am,an.ao,ap,ag,ar,as,at,au,av,aw,ax,ay,az,ba,bb,b
c,bd,be, bf bg,bh, bi,bj,blk bl bm,bn,bo,bp, bg,br,bs, bt bu,bv bw bx by bz ca,cb.cc,cd,ce,cf
,¢g,ch,ci ¢, chg=

{64,83,36,80,75,50,18,80,87,80,70,57,43,25,8,80,90,88,85,82,78,73,57,61,54,46,38,31
22,13,4,91,80,90,90,88,87,86,84,83,81,79,77,73,71,69,65,62,569,56,562,48,44 41,37 33
,28,24,2015,11,7.2}

SUBSTITUTE SHEET (RULE 26)



WO 2020/197957

PCT/US2020/023752

18/45

Transform basis functions of DCT-2, DST-7 and DCT-8 for N-peint input

Transform Tvpe

Basis function T4y, 7,7=0, 1...., &1

2 fmei{(Zi+ D)
Ti{j} = wg |7~ cOS i\T)
il FY !
DCT-2 h - /
where wy = %\5 ~x (=0
1 i%0
. s (204 1) (27 + 1)
DCT-§8 L = ;EEN 1 s:os( AN 12 }
N
P4 e (Zi+ 1)+ 1)
DST"? i = { . ot ER
e by T )

mis wdx Transform Type Transtorm type
Horwzontal Vertical
e 1301
1 i
0 ~ ™ 1302
. 2 I
1 - ~" 1303
A 1 2
2 ~ 1304
5 2
3 “ - " 1305
Transform Type
(-DCT2
1-DST7
2-DCT8
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32-pointDST-7:

{abcdefghijkimnopagrstuvwxyzABCDEF}
{feiiboruxADFCzwlankheb-a-d-g--m-p-s.-v-y,-B,-

EHejoty D Dytoje0-e--0-t-y-D-D-y-1-0--

g, 0ejoty,D¥anuBDwnpib-e--s-z-F-y-r-kK-dcjgxEAtmf-a-h-o-
v,-C Hi,rnAC Lk b,-g,-p,-y,-E~v,-m-d,e nwF xo0f-c--u-D-z-q,-

hajs.B kv Fuj-a--w-E--ibmxDsh-c-n-y-C-r-gdozB.qgf-e-p-A}
{fmz,zm0-m-z-z-m0mzzm0-m-z-z-m0mzzm0-m-z-z-m0mz}
{o0,Dte--v-v1e1D000-0-D-t-ejvyvi-e-1-0-000D1te--v}
{g,En-c-B-kfwyh-i-z-v-elCsb-0-F-parDm-d-u-A-gx}
{s,Ah-Kk-D-pcyvxe-n-F-mfyub-q-C-iBr-a-t-z-glEo0-d-w}
{uw.b-s -y -daqAf-0-C-hmEj-k-F-iDn-g-B-pezr-c-x-tav}
{w,s,-d,-A-ohE KA -D-gp.zc-tvaxr-e-B-niFj-m-C-fayb-u}
{y,0,-,-D-eti-e-D-0y0-y-0iDe-t-1eD,j-0,-y.0y0--D-et}
{Ak-p-v.eF f-u-qjBa-z-0w-d-E-gir-i-C-bym-n-xcbDh-s}
{C,g,-v,-n,0,u,-h-B.aDf-w-mpt-i-AbEe-x-.q5--zcFd-v-Kr}
{E,c-B-fyi-~v-80-p-rmu--xgA-d-DaF b-C-ezh-w-kin-q}
{F,-a,-E,b,D,-c-C,dBe-Afz-g-v.hx--wjv-K-ult-m-snr-0-qp}
{D,-e-yit-0-0tj-y-eD0-Dey--100-1-ye-D0D-e-yvit-0}
{B,-srj-A-aC-h-tak-z-b.D-g-upl-y-ck-f-vom-x-dF-e-wn}
{z,-m,-mz0-zmm-z0z-m-mz0-zmm-z0z-m-mz0-zmm-z0z-m}
£2%,-0,-0.E,4,-n A -c,-u b d -Bm Kk -DLErw-a Y -p,-h F -0, 2 -0 v 8 0,-C 1
{v-u,-a,w-t-bx-s-cy -r-dz-g-eA-p-fB-0-gCn-hD-m-E--F -k}
{t-y,e,0,-Djj-Doe-vy10-ty-e-00D--D-0-ey-t01-veo-Di}
{r-C.kg,-vv-d-nF-0-cu-znhi-Bs-a-qD---fx-wem-Epb-1A-}

{p,-F g,-a-0E-rbn-Ds-c-mC-tdi-Bu-e-kA-vfj-zw-qg-v-xh}
{n,-Bw, - - s-Fr-d-x-Ama-0C-~vhftE-qck-yz--bp-Du-g}
i,-%,C-q,8,0,-8,E ~v jb-nz-A0-c-u-Fi-h-dp-By-mak-wD-rf}
{,-4,D,-y,0,-e-2 0y D -1j0-1-Dy-0ee-0y-Dt-0j-1D-y0,-e}
{h-pox-Fy,-gi-a-g0-wE-zr-bf-nv-DA-sk-c-em-uC-B1i-.d}
#-r-x,D,-Cow ~q.k-e-a.9-ms-yE-Bv-pj-d-bh-nt-zF-Au-0i-C}
{d,-h,L-p,1,-%,B,-F.C -y, u,-gm-ie-a-cg,-Ko-sw-AE-Dz-vr-nj-fb}
{b~di-hj-n-pr-tv-xz-BD-FE-CA-yw-us-q0-mK-ig-ec-a}
where{a b cdefghijklmnoparstuvwxyzABCDEF={491317.21,
26, 30,34 38,42 45 50,53 56,60 63,66 68,72 74,77 78,80,82 84,85 86,88,88,89,90
90}
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32-pointDCT-8:

{abcdefghijkimnopagrstuvwxyzABCDEF}
{behkngtwzCF-E-B-y-v-8-p,-m--g-d-a,-C-fi-1-0-r-u-x-A-D}
{c. b, w B.O-B -w -r-m,-h -C,-¢ - -m, - -w,-B,0,B w o r ot hye o b my row B
dkryF-A-t-m-f-b-i-p-w-DCvohagnubB-E-x-q--c-e--8-2}
{e,nw,F -y -p-g,-c--u-0AriajsB-C-t-kK-b-h-q-z,Ev.mdfox}
§,.9.8,-A-p,-8,-0,-r-C,2,0,d,h,8,D -y -n,-c -i -1 -E xm b u F-w -l -a,-K-v )
{9.10,-t-¢,-0,-,0.t,0.¢.4,0,-,-0,-¢.-1.0.t,5,0.1,0,-t-g,~g.-t.0,L,g.0.t}
hw,-B,-m,-¢,-r,0,r,c,m,B,~w, -h,-h -w,B,m,c r,0,-r-c-m-Bwhhw-B -m-c-r}
{i,z,-w,-f-1-Ctc0F -g-a-rEndu-B-K-g-xv hiA-v-e-m-Dsbp}
4,C,-r-b,~uz,g.mF o~ xwdp,-E-l-h-Atas-B-i-k-Dacv-y-f-n}

K F-m-i,-0,0,0,8,-6,-6,-2,5,C,%,-u,~a,-v,w,b i,-y,-d,-r, A fp,-C-h-nE j 1L}
{-E-h-pAdt-w-a-x5e8B-0--Fkm-D-g-qzcu-v-b-yriC-n-}
im,~B,-¢,~w,r.h,0,-h-rwcB-m-mB.cw-r-h0ohr-w-c-Bmm-B-c-wrh}
{n-y,~¢,-B.i,s,-,-hEdx-0,-mz b C-j-rug-F.-e-wpl-A-a-BKqg-v-}
{0,~v,-1,C,8,D-g,~w.n,p,-u-1,BbE-f-»xmqg-i-LAcF 8-y lr-s-kzd}
o,-5,-myvi-v,-q.B.d-E-a-F¢C-f-ziw--og-r-nuk-x-hAe-D-b}
{9,~p,-r,0,8,~n,~t,mu-l-v.Kw-i-xiy,-h-z9gA-f-BeC-d-DcE-b-Fa}
{r-m-w h B-c0.c-8-hwm-r-row-h-B,60-c,Bh-w-mrr-m-whB-c}
{8,4,-B.a,~-C-itr-k-Ab-D-huq--zc-E-gvp-m-yd-F-fwo-n-xe}
{t,-9.0,9,-t,-t,¢,0,-g.4.4,-9,0,9.-1,-1,9,0,-g,1.1,-0,0,9,-1,-1,g,0,-g,4.t,-g,}
{u,-d,Bn,-k-E,g,-r-x8,-y,-q,h-F -L0A ¢ v t-e,Com-L-D T -5 -w, b -2 -p,i }
{v,-a,wu~bxi-cvs-dzr-eAq-fBp-0Co-hDn-LEm-Fl-k}
fw,~¢,r,B,-h,m 0,-mh,-B,-r c-w,-wc-r-Bh-m0 m-hBr-cww-crbB,-hm}
x,-f,m-E,-q,b-1,-B,j-LAu-cpFne-w-yg-.0r-8sC-kKh-z-vd-0}

- h-x -z 0 -g,w ALK v -B i -eu,C-m,d ~1,-Dn,-¢,8,E -0,b-r-F.p-8,0.}
{z,-,¢-q,E,u,~g,h,-v-D,p,-b.m,-A-y k-dr-F-ti-iwC-0,a,-nBx-e-8}
{A-0,c.-,v.F -th-e.q,-C-ym-al-x-Dr-fg-sEw-Kb-nzB-pd-iu}
1B,-r.h,~¢c,m-w,0w,-m,c-hr-B-Br-hc-mw0~wm.-ch-r,B B -rh-cm-w}
{C~um,-ed-t-B-0v-nf-ck-sAE-w0,-gb-r-z-F x-ph-ai-9y}
O,-xr-Lf-a,g-m.5-v,EC-wa-ka-bh-nt-zF B-vp-d-ci-ou-A}
E-Aw.-s0-kKq-cb-fj-nr-vz-D-FB-xt-pl-hd-ae-im-qu-y,C}
{F-D.B-zx-vi-rp-nl-h-fd-ba-ce-gi-km-04q-5u-wy-AC-E}
where{a b,c.d,efg hiikimnoparstuvwxyzARBCDEF={00908388,

88,86,85,84,82,80,78,77,74,72,68,66,63,60,56,53,50,45,42 38,34,30,26,21,17,1
3,9,4}

SUBSTITUTE SHEET (RULE 26)
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General slice header svntax

PCT/US2020/023752

shoe heades! 3 { Descriptor
shice pic parsmeter sef id welvy
shice address uv}
slice fvpe welv}
i{ slice type =134
lng? Giff ctu max bt sfze uelv)
i¥ spe shiwvp enabled flag) {
shimvp size override flag uwi{l}
#f sbiotvp size override flag)
kg shimvp active size minas? W
if sps ternporal myvp enabled flag)
siice_temporal_ mvp_enaﬁ%ed_ﬂag Wl
if slice fype == B}
nwd_ll Fero fag a1}
f{ slice fernpoval myvp enabled flag
hs:e ope == B
miiﬁmte{i_fmm_ﬁi_ﬂag wl)
}
six_minus max pum merge cand na(v}
il sps sbt evable flag)
slice max sbi size 64 flag i1}
1 \
i sps_ alf enabled flag) { \
stice a2l enabled fiag \ uil}
ift shica s ensbled flag) \
alf datal) \\
} \
dep gquant enabled flag \ w1}
iff 'dep_quani snabled flag) \
sign data hiding enabled flag \ a1}
byte_alignment] ) \
) \
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Coding unit sviitax
cading uaH{ x4, v0, chWidth, cbHeight freeType ) { Deseriptor

Hf CuPredMode{xD 30 ] = MODE INTRA && cu skip fag{x0fyli] == D)
ifei 3e{v}

ifl Qt&Pie&Meéﬁ RS
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&

i chWidth <= maxSbiSize && o “ﬁyt M}sm et

allowSbivVerHall = obWidth >= §

allowsbitVerQuad = cbWidth >= 15

allowShiHorHal = chHﬂgm »=§

<5 ]
5,
Ca
w‘
E‘.Y‘
ﬁ
o]
L]
Pe)
b
7
Coine
1l
£
e
f‘b

eight »= 16

iff allowShiVerHal |
allowSbtVerQus

saiio Wbbidm‘(}md 3

eu_shi flagfxi {3 ] 7e{v)
}
i on abt flagxOH v0 1) ¢
i { allowSbiVerHall || allowShiioH} &&
{ aflowShV sr{}ﬂa(i allowSbiHorQuad 13

cu_sbi guad flag{x0 0] ag(v}

i {eu_sbt qoad Hagx0 v0 ] && allowshiVerQuad & & allowShiHor(Juad )
(1 fen sht guad Bag{ad f v0 ] && allowSbiVerHsH & & sllowShiHorHal )

eu_sbt horizontal fagix0| v0 ] as{v}
et shi pos Bagix0H 0] aelv)
)
i ;
wansiorm free{ xO, w0, chWidth, chHeigltt, freeType } /

Lo

2103




WO 2020/197957 PCT/US2020/023752
32/45
Transform tree syntax
fransform_iveal xB, v0, tbWidth, (bHeight, treeType) { Deseriptor

Wil > MaxThBizeY || bHeight > ManThSizeY}

Paiagt

frafoWidth = { HWidih > MaxToSizeY } THHWId /2 HWidth

224
2

rafoHeight = { hiHeight > MaxThSizeY ¥ 7 (ibHeight/ 2} - thHaight

fragsform _freed X0, ¥0, el Width, fafoHeight )

i thWidth > MaxThSizeY )

transform free{ x0 + irafoWidth, v, bafoWidth, trafoHeight, treeType

ST 8

i thHeaight » MaxThSmeY )

transform freel X0, w0 + aboHeight, trafoWidth, trafoHeight, weeType )

i thWidth > MaxTbBizeY && bHeight > MaxTbSizeY }

sionn feeel X0+ waloWidth, v0 + taloHeight, raloWidih, irafoHeig

é

3

i, freeType )

else th st fag XU N Y0 )

l‘\.ll

factorThO = cu bt quad fag{x U w0171
L]

factorTLO = cu bl pos fagfx0H v017(4 - SBolorTHE Y ¢ faclorTHO

noResiThl = cu bl pos fOegix0f 17100

i ten sbt horizontal flagix

r““1

D

rafoWidth = HWidth * HBoorThHI /4

transtormfree{ %0, v0, trafoWidth, tbHeight, reeType, noRexiThi}

ansform free! X0 + waloWidth, v0, HWidth — irafoWidth, ibHeight, treeTvpe |
noResiTho )
3
2
alse {

irafoHeizht = {bHeight * ooy Thi /4

ransforn_freef x0, ¥0, tIhWidih, frafoHeight, eeType, noResiTh )

ansfrm fvee! X0, v + wafoHeighi, thWidth, HHeight — trafoHeight, tresType .

fnResiTh()

transform nai{ X0, v0, thWidth, thHeight. treeTypel, {

[aas]
g

d
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Coding unit semantics

cu_sbt flag{ x0 }{ v0 1 equal to 1 specifies that for the current codiig unit, sub-block
wansform s nsed. cu sbt flag] x0 }{ v0 | equal to © specifies that for the cwrent codmg
wnt, the sub-block fransfons s not used.

When cu sbt flag] x0 i v0 | 1s not presend, #ts value s miforred to be equal e 0.

NOTE — . When sub-block transform s wed, a coding mnit is tied mto fwo transfonn
nnits, one fransform untt has resadual, the other does not have resudual.

cu_sht quad flagf xD { v0 ] equal to 1 specifies that for the curent coding mait, the sub-
block transform nclude & trasfonn wmit of 14 swe of the current coding unit
cu sht guad flag] <0 | v0 | equal o 0 specifies that for the curent coding unid the sub-
block transform mclude a transform vnit of 172 size of the ciwremt codmg nmt,

When cn sbt guad flag] x0 }{ v0 ] s not present, #s value s mferred to be equal to 0.

cu_shi horizontal flag{ x& }{ v& | equal to 1 specifies that the curent coding mmt s filed
mio 2 transform maits by a horizontal spint. cu sbt hornizontal flagi x0 [{v0 J equal 10 O
specifies that the current coding wnit is tiled wito 2 transtonn waits by a vertical splil.

When cu sbt horizontal flag] x0 || v0 | 1s not present, s value s denved as follows:

— I cu sbt guad flag{ x0 }f vt ] s equal to 1, cu sbi horizonial flag{ xB { v ] s set
o be equal to allowSbiHonQuad.

—  Otherwise {cu sbt quad flagi x0 }f v ] 18 equal o &,
cu_sbt horizontal flagf x0 [ v0 ] 15 setto be equal to sllowShtHonHalf

cu_shi pos flag{ x0 }f vt ] equal to 1 specifies that the tw cbf huna, w cbf cb and
tu cbf or of the first fransform wnit w the current coding wni are not preseni i the
bitstreamy. cu sbt pos flagl xC §f v0 | equal to © specifies that the tu_cbf luma, tu cbf ¢b
and W1 cbi or of the second transtorm unil m the corrent coding unt are not present m the
bifstream.
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Transformation process for scaled transform coefficients

General

-
Tee

puts to this process are:

& huma location { xTOY, vTBY } specifving the top-left sample of the current hnw transform
biock relativeto the top-left iuma sample of the current picturs,

& variable nThbW specifying the width of the current tyansform black,

a variablenThH specifying the beight of the cumentiransform block,

a variable cldx specifying the colow component of the current block,

an {(nThWix{nThH} avrav d x v 1 of scaled transform coefficients with x=0.8ThW - ||
v=0.aThH - L

Output of rovess s the tﬁHJ‘v}MHTbH\? array ffx Hwv ] of restdual samples with
s AN R - w X
x=0.0ThW - f{ ¥ = _nfiH)H_ i.

o

o
2112 H oon sht flag] xTHY I vTHY ] is equal to |, the vaniable 8TypeHor specifying the honzontal
\ transform kernel and the variable trTypeVer specifying the verticd transform kernel are dertved in
Table 8-xX depencing on cu_sht horizongal flag] #THY I yThY § and

cu_sbt pos flag{xTHY }{ yThY L

PCT/US2020/023752

Otherwise {on_sht flag] xTOY { vTBY | 15 equal to 0 jthe vanable §TypeBor speciving the

borizontal rausionm kerpel and the vartable riypeVer \pacﬁvmg the vertical ransfrm kemei are

dar

ved m Table 8- depending on mts 1] xTBY H vTbY and CuPredMode] xTBY H vThY L

The (nTOWxinThH} array r of residual sanples is derived as follows:

i

.

ks

Each {vertical} colunm of scaled wansform coeffivients dfx Yy
y=0.0ThH -1 iv transformed to efxHv] with x=0.aTbW
invoking the one-dimensional tramsformation yrﬂ.ﬁ\s for each cohwm x =0 aTHhW — | with
the height of the transforsy block nThH, the bt d{x v} with },vf:i}.‘n'ﬂr‘ij—i and the

fransfrm type vanable rType set equal to &TypeVer as inputs, and the output s the list
efxsyviwthy=00ThH -1

pees

, ¥ =0.nThH — | are denived

The intermediate samaple valies gl x v 1 with x=0.270W -
as follows:

of x § v 1= Clip3f Contilin, Coefax, (el x [ y]1+2561 »» &)
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Continue from FIG. 21H
3. Each thorizontal} row of the resulting arrsy i x § v } nﬁ} x=0.401ThW -1, y=0nThH -1
13 n’u‘\‘armed to fxiv] wath x=00ThW -1, AThH -1 by mv oixﬂm the one-
dirnenstonal transformation process for each row ¥ =9, Lﬂ"} —1 with the width of the
transtorm block nThW, the Bst gl x i v I with x = 0. 2TbW — | and the transiorm type variable
Tvpe set egual to trTypeHor as inputs, and the outp i the Bst i xY vl with
x=0.0Th%W —
Table X — Ipecification of trTypeHor and urlypeVer depending on mits dfxllyv] and
CuPrediiode] x v
eu sbt bhonizontad flag cu sht horizontal flag
[xTbY [¥TbYi==¢8 [xTbY J[yThY i==1
en_sbt pos flag | cu_sbt pos flag | onosbi pos flag | cu_sbi pos_ilag
bY { +ThY ] xThY }{ vThY | THY } vTbY } XThY i vIbY
[<TYI [XTOYILYTOY] | [<TOY5TbY ] {::} Y] | K g
frTypeHor | 2 i afbW»3270:1 | nTHW=3274:1
#TypeVer | nThbH>32746: afhH =3276:1 | 2

3-9
CuPrad w?ui‘f

ahin

— Specification of

£

iy

triyosHor and

Typever depsnding on

vl and

mits idx ®

mts idx] xTHY Y vThY 1| CoPredMode] xTHY { vThY 1 | CuPredilode] xThY H 2ThY ]
==MODE INTRA == MODE INTER
frTypeHor rTypeVer wTypeHor rivpeVer
=1 {inferred} 8 8 & &
8 {G i i 2 2
1{8D 2 ! ! 2
218 i 2 2
3I(IY 2 2 i 1
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Examples of disallowed TT and BT partitioning
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transform tree( x0, v0, thWidth, thHeight | treeType) { Descriptor

InferTuChfLuma =1

if{ IntraSubPartSplitType NO ISP SPLIT ) {

#{ tbWidth > Max5hSizeY || tbHeight > MaxShSizeY ) {

trafoWidth = (tbWidth > Max5BbSizeY ) ? (tbWidih/ 2) - bWidth

trafoHeight = (tbHeight > MaxSbSizeY ) 7 (fbHeight / 2) : thHeight

transform _tree{ x0, y0, trafoWidth, trafoHeight )

if( thWidth > MaxSbSizey )

transform_tree( x0 + trafoWidth, y0, trafoWidih, trafoHeight, treeType )

if{ thHeight > Max3bSizeY )

transform_tree{ x0, vO + trafoHeight, trafoWidth, trafoHeight, treeType )

#{ tbWidih > Max5bSizeY && thHeight > MaxShSizeY )

transform tree( x0 + trafoWidth, y0 + trafoHeight, trafoWidth, trafoHeight, treeType )

Yelse {

transform_pmit( x0, v0, thWidth, thHeight, treeType, 0)

}

Yelse f{ cu_sht flag) {

i#{ lcu sbt horizontal flag ) {

trafoWidth = thWidth * SbitNumFourthsTh( / 4

fransform_pmit( x0, v0, rafoWidth, thHeight, treeType , 0)

transform upit( x0 + trafoWidth, y0, thWidth - trafoWidth | thHeight, treeType , 1}

yelse {

trafoHeight = tbHeight * ShiMNumFourthsTh0 / 4

transform_unii( x0, v0, bWidth, trafoHeight, treeType , 0)

transform_unit{ 30, v0 + trafoleight, tbWidth, tbHeight - trafoHeight, treeTvpe, 1)

3

trafoHeight = tbHeight / NumintraSubPartitions

for( partldx = 0; partldx < NumInitraSubPartitions; partidx++ )

transform unit{ x0, v0 + trafoHeight * partids, tbWidth, trafoHeight, treeType, partldx )

trafoWidth = thWidth / NumirdraSubPartitions

for( padtidx = ¢; partldx < NumlntraSubPartitions; partids++ )

transform pmit( x0 + trafoWidth * partidx, v0, trafoWidth, thHeight, treeType, partldx )

-

N
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Decode coded miformation of a coding block (CB) in a picture
from a coded video bitstream, the coded mformation L 89710
mdicating a width of W and a height of H of the CB o

Partition the CB into sub processing umits (SPUs), a width of ¥~ . 82720
the SPUs being a mintmum one of W and K, and a height of
the SPUs being a mmimum one of H and K

Dietermine one or more partitioning structures to partition each
of the SPUs based on the width and the height of the SPUs

and a maximum transtorm block (TU) size of M samples e 52730

\\V

Partition each of the SPUs mto TUs of MxM based on the
determined one or more partitioning structures

- S2740

B

Process the TUs in the SPUs according to a processing order L S2750

Mo

.-""“ \
\ STOP ;\},.‘-m\\\\wf 89799
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