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1. 

METHODS AND APPARATUSESTO 
CONFIGURE AND DEPLOY SERVERS 

FIELD OF THE INVENTION 

This invention generally relates to server technology. More 
particularly an aspect of this invention relates to configuring 
and deploying one or more servers. 

BACKGROUND OF THE INVENTION 

Typically, a server is a hardware computerized-device hav 
ing software with a specific purpose in a network shared by 
multiple users. Servers generally have pre-installed software 
to perform a dedicated service. For example, a Web server 
refers to a computer system dedicated to a Web server appli 
cation. Likewise, mail servers, database servers, print servers, 
network access servers and other similar servers exist to per 
form the corresponding function. A server usually requires an 
end user to ship the hardware back to the manufacturer to 
fundamentally change the purpose of a server. The manufac 
turer would then use a coded key, Such as a digital signature, 
to burn a new digital image into the server hardware in order 
to change the purpose of a server, for example, from a mail 
server to a print server. Accordingly, a server manufacturer 
typically installs a digital image onto the server prior to send 
ing the server to the user. A digital image is usually a file in a 
compressed file format that contains an exact replica of the 
applications, operating system, and configuration settings of 
a fully operational source computerized device at the time 
when the digital image was created. 

Integration of a server farm deployment has typically 
required manual coordination of the protocol for network 
monitoring and control. Such as Simple Network Manage 
ment Protocol (SNMP), the protocol to build images for serv 
ers in the server farm, the deployment protocol, and the com 
ponents within the network. A user, Such as a system 
administrator, configures servers having pre-installed digital 
images to operate with the network protocols and monitoring 
and control protocols. After the digital images and Software 
have been installed, the user configures each component in 
the network to have links to each other to work as a clustered 
group. As a last step, the user then typically utilizes a deploy 
ment protocol to create an operational server farm. A server 
farm typically refers to a cluster of servers and other net 
worked components that work together as a group. The server 
farm components are linked together to handle variable work 
loads, communicate with each other, and/or to provide con 
tinued operation in the event one component fails. Protocols 
such as SNMP generally have no protocol to build digital 
images for servers as well as no deployment protocol to 
strategically arrange the networked components in an opera 
tional topology. 

SUMMARY OF THE INVENTION 

Various methods, apparatuses, and systems that configure a 
digital image for a target server, build the digital image, and 
deploy the digital image onto the target server. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The drawings refer to the invention in which: 
FIG. 1 illustrates an embodiment of a system to configure, 

build, and deploy a dynamic digital image for one or more 
components in a network after receiving a design; 
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2 
FIG. 2 illustrates an embodiment of a master configurer 

having logic to configure settings in a digital image for a 
target server, build the digital image, and deploy the digital 
image onto that target server; and 

FIG.3 illustrates a method to configurer a digital image for 
a target server, build the digital image. and deploy the digital 
image to the target server. 

While the invention is subject to various modifications and 
alternative forms, specific embodiments thereof have been 
shown by way of example in the drawings and will herein be 
described in detail. The invention should be understood to not 
be limited to the particular forms disclosed, but on the con 
trary, the intention is to cover all modifications, equivalents, 
and alternatives falling within the spirit and scope of the 
invention. 

DETAILED DISCUSSION 

In the following description, numerous specific details are 
set forth, Such as examples of specific data signals, named 
components, connections, number of memory columns in a 
group of memory columns, etc., in order to provide a thor 
ough understanding of the present invention. It will be appar 
ent, however, to one skilled in the art that the present invention 
may be practiced without these specific details. In other 
instances, well known components or methods have not been 
described in detail but rather in a block diagram in order to 
avoid unnecessarily obscuring the present invention. Thus, 
the specific details set forth are merely exemplary. The spe 
cific details may be varied from and still be contemplated to 
be within the spirit and scope of the present invention. 

In general, various methods, apparatuses, and systems are 
described that configure a digital image for a target server, 
build the digital image, and deploy the digital image onto the 
target server. 

FIG. 1 illustrates an embodiment of a system to configure, 
build, and deploy a dynamic digital image for one or more 
components in a network after receiving a design. The system 
100 includes a master configure 102 and a network with 
components, such as a router 104, a first server 106, a second 
server 108 and a third server 110. The master configure 102 
may use one or more network designs such as a first network 
design 112 or a second network design 114 to base the con 
figuring and building of the digital images for the network 
components. In an embodiment, master configurer 102 may 
connect to one or more servers but three will be used to 
illustrate aspects of the invention. 
A user may Submit a first network design 112 to the master 

configurer 102. Alternatively, the user may use a wizard pro 
gram having graphic user interface 228 that resides on the 
master configurer 102 to create the network design. Either 
way, the master configurer 102 receives the first network 
design 112. The master configurer 102 uses the design of the 
network to configure the digital images of each network com 
ponent to include the unique operational network settings for 
that network. The network settings may include the IP address 
assigned to various components in the network, port and 
Socket settings, as well as other similar variables. The master 
configurer 102 then builds a digital image for one or more 
components in the network to create the designed network. In 
an embodiment, the master configurer 102 dynamically 
builds the digital images because the building operations are 
performed “on the fly in the master configurer 102 to incor 
porate the operational network configuration settings rather 
than a digital image made beforehand during the manufactur 
ing process. 
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The master configurer 102 then deploys the digital images 
onto the corresponding components in the network in order to 
produce an operational server farm. In an embodiment, a 
server farm consists of a group of networked components 
configured to be aware of other components in the network 
and linked to one or more of the other components within the 
network. In an embodiment, the components in the opera 
tional server farm communicate with each other and work 
cohesively without the user needing to manually change set 
tings or parameters on the Software on those components. 

The master configurer 102 may be a central server that 
contains various logic blocks. A logic block may be logic 
designed to accomplish a specific function consisting of elec 
tronic circuits that follow the rules of Boolean Logic, soft 
ware that contain patterns of instructions, or a combination of 
both. The logic allows the integration of a network of addres 
sable components to be designed, mapped out with the 
desired network topology, and deployed from the master con 
figurer 102. Thus, the master configurer 102 may assist in the 
design, address configuration, links configuration, and 
deployment of a digital image on individual servers in a server 
farm. 
The logic identifies each component in the network 

through user input, detection, or a component-initiated 
request for identification. A user may supply the amount and 
types of hardware components available in the network mak 
ing up the server farm. The logic may generate a Snoop signal 
to detect what type of device such as a server or a router 104, 
exists on a given IP address. Additionally, the master config 
urer 102 may receive a remote boot signal from each server in 
the network that identifies that network component as a 
Sever. 

The logic tracks what Internet Protocol (IP) addresses are 
available in the network, which of the available IP addresses 
have been assigned, and the particular component assigned 
that IP address. All nodes in a TCP/IP network, for example, 
clients, servers, routers, etc., areassigned an IP address. Thus, 
the router 104, the first server 106, the second server 108, and 
the third server 110 all have an IP address. 
As noted, the master configurer 102 may assist in the 

design, address configuration, links configuration, and 
deployment of a digital image on individual servers in a server 
farm. 

For example, the first network design 112 may cause the 
master configurer 102 to build, configure, and deploy a net 
work having a firewall server, a web server, and an email 
server all routed by the router 104 to the same domain name. 
The master configurer 102 may import from a database a 
generic digital image containing all of the necessary Software 
to create a functional firewall server. Next, the master config 
urer 102 may consult a design rule logic block 220 to deter 
mine that the firewall server should be layered as the first 
device to receive incoming data packets. A firewall server 
typically contains anti-virus and security Software to protect 
the inner network components from a hacker or virus threat 
external to the local network. The master configurer 102 then 
configures the digital image for the firewall server to be aware 
of the other two servers in the network and the router 104 in 
the network. The master configurer 102 then configures links 
into the digital images for the firewall server between the 
firewall server and the router 104, between the firewall server 
and the web server, as well as between the firewall server and 
the e-mail server. 

The master configurer 102 then configures network set 
tings in the digital images for the e-mail server and web server 
to work cohesively with the firewall server and each other. 
The master configurer 102 then configures the IP addresses 
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4 
and links for the digital images of the web server and e-mail 
server. The master configurer 102 dynamically builds digital 
images for each network component once the generic digital 
images are imported and pre-configured to be fully opera 
tional. 
The master configurer 102 may then deploy the dynami 

cally built digital images over a network connection onto each 
corresponding server. In an embodiment, the master config 
urer 102 deploys dynamic digital images over a network 
connection in response to a net boot request from a server. 
Thus, the first server 106 may be deployed as a firewall server, 
the second server 108 deployed as an e-mail server, and the 
third server 110 may be deployed as a web server. 
The master configurer 102 may redeploy digital images for 

the same network. Overtime the need for new network design 
may arise. For example, due to upgrades of the Software in the 
digital images of the web server and the e-mail server, a 
firewall server is no longer necessary. Thus, the dedicated 
purpose of the first sever 106 may be changed from a firewall 
server to another server Such as an application server. The 
master configurer 102 imports a generic application server 
digital image, reconfigures all of the digital images in that 
network to operationally work with an application server, 
rebuilds all of the new digital images, and then deploys the 
new digital images to each component in the network. 

FIG. 2 illustrates an embodiment of a master configurer 
202 having logic to configure settings in a digital image for a 
target server, build the digital image, and deploy the digital 
image onto that target server. In an embodiment, the master 
configurer 202 may contain logic Such as a design rule logic 
block 220, a configuration logic block 222, a digital image 
building logic block 224, a network topology logic block 226 
which includes a graphic user interface 228, a deployment 
logic block 230, an administrative logic block 232, a records 
tracker 234, and a database 236. As noted, a logic block may 
be logic designed to accomplish a specific function consisting 
of electronic circuits that follow the rules of Boolean Logic, 
Software that contain patterns of instructions, or a combina 
tion of both. 
The design rule logic block 220 contains instructions as to 

how a component in the network can and cannot be employed 
in the network. Each server type, Such as a firewall server, etc., 
may have a data sheet reflecting required and preferred net 
work settings applications, other server types and applica 
tions that cause conflicts, as well as other design characteris 
tics associated with that specific server type. For example, the 
rule base may include a set of rules that govern what is and 
what is not allowed through the firewall. Firewall servers 
must be assigned to a certain IP address. E-mail servers and 
web servers must be assigned to certain sockets and ports. 

Data packets identify a target program operating on the 
server with which to communicate by its Socket. A socket is a 
combination of (1) the server's IP address and (2) the pro 
gram's port. If the data packet does not know the IP address, 
but knows the server by name, the data packet uses a Domain 
Name System server (DNS server) in the configuration logic 
block to turn the name into the IP address. The port may be a 
logical number assigned to every application. For FTP, 
SMTP, HTTP and other common applications, there are 
agreed-upon numbers known as “well-known ports. For 
example, HTTP applications (World Wide Web) are on port 
80, so a web server is located by its IP address and port 80. 
The digital image building logic block 224 contains digital 

imaging software to build a digital image for a server. In 
response to the network design topology and server purposes 
requested, the digital image building block 224 generates 
dynamic digital images for the components in the network. 
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The digital image building logic block 224 may import a 
generic digital image corresponding to a given server type, 
such as a web server, from the database. The logic block may 
install any additional custom applications, pre-configured 
links and IP addresses from the configuration logic block 222, 
and custom content, as well as other information into the 
generic digital image. 
A wizard program may guide a user through a graphic user 

interface 228 to generate a network topology for the new 
network. Network topology is the pattern of interconnection 
between nodes (network components); for example, a bus 
configuration, ring configuration, or star configuration. The 
user may provide a design list of functions that the server farm 
should perform, the amount and type of hardware compo 
nents that populate the network, and the number of WAN IP 
addresses assigned to the network. The graphic user interface 
228 may forward the information to the network topology 
logic block 226. The network topology block 226then uses an 
algorithm to determine the type or types of network topolo 
gies needed to meet the design list requirements Submitted by 
the user. The network topology block 226 then imports vari 
ous network topologies from the database that meet the 
design list requirement. The graphic user interface 228 illus 
trates these network topology options to the user and allows 
the user to choose one of the network topologies to deploy. 

The wizard program also allows a user to Submit a network 
design, a design list of functions that the server farm should 
perform, the amount and the type of hardware components 
that populate the network, and the number of WAN IP 
addresses assigned to the network. The network topology 
logic 226 in conjunction with the design rule logic block 220 
analyzes the user's network design to ensure that the user's 
network design will operate cohesively. The graphic user 
interface 228 conveys the network topology logic block's 226 
analysis to the user. 
The deployment logic block 230 executes a deployment of 

a digital image over a network connection onto one or more 
components in the network. In an embodiment, once the 
digital image is on the target server, a self-executing installing 
program installs the digital image on the target server. In an 
embodiment, the deployment logic block 230 may respond to 
a broadcast request of the server to restore the digital image. 
In an embodiment, the deployment logic block 230 in parallel 
sends digital images to two or more components in the net 
work because the master configurer 202 automatically pre 
configures IP addresses and links in every network compo 
nent automatically. Thus, the master configurer 202 may 
deploy two or more dynamic images at approximately the 
same time. 
The configuration logic block 222 may contain a configu 

ration file that sets various logical or physical Switches and 
jumpers for hardware and defines values of parameters for 
Software. In an embodiment, the configuration logic 222 gen 
erates the unique network settings, such as IP addresses and 
ports, for each component to make Sure the application layer 
of each server farm is pre-configured into each digital image 
prior to the digital image being deployed. In an embodiment, 
the configuration logic 222 stores the IP address unique to all 
of the components in each server farm associated with the 
master configurer 202 and the dedicated purpose of each 
server in the one or more server farms. In an embodiment, the 
configuration logic 222 includes a domain name server. 

In an embodiment, the configuration logic 222 may install 
network translation software on a server if the network has 
fewer WAN IP addresses than component nodes needed. In a 
network, every component exists on a unique IP address, i.e., 
a node. The node address may be a real WAN IP address and 
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6 
thus accessible directly to devices external to the network, or 
the node may be a virtual IP address. A virtual IP address 
makes that node accessible directly to components within the 
network linked to that virtual IP and accessible to devices 
external to the network only through another networked com 
ponent containing network translation Software to route data 
packets to and from the virtual IP address. 

Referring to FIG. 1, the first network design 112 uses only 
one WAN IP address and network translation software 
installed on the digital image of the firewall server on the first 
server 106. The second network design 114 could also use one 
WANIP address and network translation software for the first 
server 106. Alternatively, the second network design 114 
could use three discreet WANIP addresses for the first server 
106, second server 108, and third server 110. 

Referring to FIG. 2, the database 236 stores information 
Such as various typical network topologies 226, typical net 
work configuration settings, generic digital images for serv 
ers, design rules, and pointers to the records tracker 234, as 
well as other information. 
The records tracker 234 keeps track of frequently changing 

variables concerning the server farms associated with the 
master configurer 202. The records tracker 234 may contain 
pointers to remote network backups of custom content on 
each server in the server farm, custom applications on each 
components digital image, revision control data for each 
components digital image, specific network topology of 
each network associated with the master configurer 202, the 
amount and type of components in each network associated 
with the master configurer 202, as well as other similar vari 
ables. 
The administrative logic 232 may contain logic to perform 

ministerial tasks Such as turning the master configurer 202 
remote on or off, control of the master configurer 202, updates 
for the logic in the master configurer 202, etc. 

In an embodiment, the master configurer 202 may build 
and deploy the network from the network design without user 
intervention except to provide the WAN IP available. In an 
embodiment, the digital image for a single hardware server 
may contain an integrated digital image providing e-mail 
services, web hosting, internet standard file transfer protocol 
as well as other server functions. 
A Summary of actions performed by the master configurer 

202 according to one embodiment of the inventions is now 
provided with reference to FIG. 3. In block 302, the master 
configurer receives a design of a network. In block 304, it 
configures network settings for one or more servers in the 
network into a digital image based upon the design of the 
network. In block 306, it builds the digital image for at least 
one of the servers in the network. And in block 308, the master 
configurer deploys the digital image onto at least one of the 
servers in the network. 

In one embodiment, portions of the logic may be applica 
tion Software, operating Software, and other types of digital 
instructions embodied onto a machine-readable medium. A 
machine-readable medium includes any mechanism that pro 
vides (e.g., stores) information in a form readable by a 
machine (e.g., a computer). For example, a machine-readable 
medium includes read only memory (ROM); random access 
memory (RAM); magnetic disk storage media; optical Stor 
age media; flash memory devices; DVD’s, EPROMs, 
EEPROMs, FLASH, magnetic or optical cards, or any type of 
media suitable for storing electronic instructions. Slower 
media could be cached to a faster, more practical, medium. 
Some portions of the detailed descriptions above are pre 

sented in terms of application Software, operating software, 
and other types of digital instructions to cause operations on 
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data bits within a memory. The software descriptions and 
representations are the means used by those skilled in the data 
processing arts to most effectively convey the Substance of 
their work to others skilled in the art. Software is generally 
conceived to be a self-consistent sequence of steps leading to 
a desired result. The steps acre those requiring physical 
manipulations of physical quantities. Usually, though not 
necessarily, these quantities take the form of electrical or 
magnetic signals capable of being stored, transferred, com 
bined, compared, and otherwise manipulated. It has proven 
convenient at times, principally for reasons of common 
usage, to refer to these signals as bits, values, elements, sym 
bols, characters, terms, numbers, or the like. 

It should be borne in mind, however, that all of these and 
similar terms are to be associated with the appropriate physi 
cal quantities and are merely convenient labels applied to 
these quantities. Unless specifically stated otherwise as 
apparent from the above discussions, it is appreciated that 
throughout the description, discussions utilizing terms such 
as “analyzing or “computing or “configuring or “deter 
mining or “displaying or the like, refer to the action and 
processes of a computing system that manipulates and trans 
forms data represented as physical (electronic) quantities 
within the computing system's registers and memories into 
other data similarly represented as physical quantities within 
the computer system memories or registers, or other Such 
information storage, transmission or display devices. 

While some specific embodiments of the invention have 
been shown, the invention is not to be limited to these embodi 
ments. The invention is to be understood as not limited by the 
specific embodiments described herein, but only by scope of 
the appended claims. 

What is claimed is: 
1. A method, comprising: 
receiving a design list for a plurality of network servers, the 

design list comprising functions of a network, amount of 
hardware for the network, type of hardware for the net 
work and number of WAN IP addresses assigned to the 
network; 

generating a plurality of network designs for the plurality 
of network servers based upon a design rule and the 
design list, further comprising receiving a first network 
design of the plurality of network designs, and wherein 
the design rule determines a first server in the network is 
a gateway server layered in a network location, and 
wherein the gateway server is first in receiving all 
incoming data packets to the network; 

configuring software and hardware settings for the plural 
ity of network servers in the network, the software and 
hardware settings including Switches, jumpers, IP 
address, links, ports and values of software parameters, 
the configuration of the Software and hardware settings 
based upon the design rule and the first network design 
wherein the software and hardware settings are deter 
mined to provide cohesive network settings operable to 
interconnect the plurality of network servers: 

building a respective digital image with the Software and 
hardware settings for each of the plurality of servers, 
each design corresponding to a digital image for a 
respective network server, the plurality of servers having 
a different server type than the first server and operable 
to support dissimilar operations; and 

deploying each of the respective digital images onto the 
plurality of servers without user intervention except to 
provide the number of WAN IP addresses. 
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2. The method of claim 1, wherein the digital image is 

dynamically built from at least one generic digital image to 
include at least one custom application. 

3. The method of claim 2, further comprising: 
deploying the dynamically built digital image over a net 
work connection in response to a netboot request from 
the first server. 

4. The method of claim 1, wherein the number of WAN IP 
addresses is fewer than the number of servers in the network 
and wherein configuring network settings comprises sending 
a request to a Domain Name System server. 

5. The method of claim 1, further comprising determining 
server type, the server type indicative of the configured 
parameters. 

6. The method of claim 5 wherein deploying further com 
prises deploying images for a plurality of servers at Substan 
tially the same time, the plurality of servers including servers 
of a dissimilar server type. 

7. A computer readable storage medium encoded with a set 
of instructions that, when executed by a processor in the 
computer, cause the computer to perform a method, the com 
puter readable storage medium comprising: 

a graphic user interface having a function to receive a 
design list for a plurality of network servers, the design 
list comprising functions of a network, amount of hard 
ware for the network, type of hardware for the network, 
and number of WAN IP addresses assigned to the net 
work; 

design rule logic having design instructions, wherein the 
design instructions determine a first server in the net 
work is a gateway server layered in a network location 
and wherein the gateway server is first to receive all 
incoming data packets to the network; 

network topology logic having a function to generate a 
plurality of network designs for the plurality of network 
servers according to the design list and the design 
instructions, wherein a first design of the plurality of 
network designs is selected through the graphic user 
interface; 

configuration logic to configure software and hardware 
settings for the plurality of network servers in the net 
work, the Software and hardware settings including 
Switches, jumpers, IP address, links, ports and values of 
Software parameters, the configuration of the Software 
and hardware settings based upon the design instruc 
tions and the first network design; 

digital image building logic to build a respective digital 
image with the software and hardware settings for each 
of the plurality of servers, each design corresponding to 
a digital image for a respective network server, the plu 
rality of servers having a different server type than the 
first server and operable to Support dissimilar opera 
tions; and 

deployment logic to deploy each of the respective digital 
images onto the plurality of servers without user inter 
vention except to provide the number of WAN IP 
addresses, the second server accessible to network traf 
fic via the first server. 

8. The apparatus of claim 7, wherein the number of WAN 
IP addresses is fewer than number of the servers in the net 
work. 

9. The computer readable storage medium of claim 7. 
wherein the design rule logic determines how a server in a 
network can or cannot be employed in the network. 

10. The computer readable storage medium of claim 7. 
wherein the configuration logic installs network translation 
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software on a third server in the network, wherein the network 
translation Software routes data packets to and from a virtual 
IP address of the network. 

11. A computer-implemented method for configuring and 
deploying network servers, the method comprising: 

receiving a design list for a plurality of network servers, the 
design list comprising functions of a network, amount of 
hardware for the network, type of hardware for the net 
work and number of WAN IP addresses assigned to the 
network; 

generating a plurality of network designs for the plurality 
of network servers based upon a design rule and the 
design list, further comprising receiving a first network 
design of the plurality of network designs, and wherein 
the design rule determines a first server in the network is 
a gateway server layered in a network location, and 
wherein the gateway server is first in receiving all 
incoming data packets to the network; 

configuring software settings for a plurality of network 
servers, at least two of which have different server func 
tions, based upon a network design specifying functions 
of each of the plurality of network servers and a number 
of assigned WAN IP addresses, and based upon a 
Selected network topology, settings for each server being 
configured to implement the selected network topology 
and server function using the number of assigned WAN 
IP addresses; 

building a respective configured digital image for each of 
the plurality of network servers by importing a generic 
digital image corresponding to a given server function 
and incorporating the corresponding software configu 
ration settings to implement the selected network topol 
ogy and server function; and 
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deploying each configured digital image to a correspond 

ing one of the plurality of network; and 
wherein building the respective configured digital image 

for each server and deploying each configured digital 
image is done without user intervention except to pro 
vide the number of WAN IP addresses. 

12. The method of claim 11 further comprising: 
incorporating network translation Software into the config 

ured digital image if the number of assigned WAN IP 
addresses is less than a number of components specified 
in the network design. 

13. The method of claim 11 further comprising selecting a 
network topology from a list of potential network topologies 
wherein the potential network topologies are determined by 
network topology logic based on the number and function of 
the plurality of network servers in the network design. 

14. The method of claim 11 wherein configuring comprises 
configuring the plurality of servers to be aware of other com 
ponents within the network and linked to one or more of the 
other components within the network to produce a server 
farm after the configured digital images are deployed to cor 
responding servers. 

15. The method of claim 11 further comprising automati 
cally installing each configured digital image on a corre 
sponding server after deploying. 

16. The method of claim 11 wherein deploying is per 
formed in response to a netboot request. 

17. The method of claim 11 wherein at least one of the 
plurality of servers functions as a firewall server and wherein 
configuring comprises incorporating rules that govern what is 
allowed and what is not allowed through the firewall into the 
configured digital image. 

k k k k k 
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