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A Web-based fault and alarm management tool that enables customers to monitor and analyze the performance of their voice and
data network via a graphical user interface (20) is provided. The tool provides customers an Internet/Intranet (22) access to near real-time
alarms, events, and performance statistics and configuration reports corresponding to their switched network, including voice network,
broadband, dedicated point-to—point circuits, and signaling services (30), for enabling customers to make informed network management
decisions. A Web-based fault and alarm management infrastructure which enables the secure initiation, acquisition, and presentation of
customer reports relating to network management via a Web browser on any computer is also provided.
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INTEGRATED PROXY INTERFACE FOR WEB BASED
ALARM MANAGEMENT TOOLS

The present invention relates generally to an
Internet enabled system for monitoring call conditions
on a telecommunications network, and more specifically
is directed toward a system and a method for
interactive reporting of network events, including
alarms and other network conditions affecting a
customer’s telecommunication service, directly to a
customer.

Customers of major telecommunications
services have in the past relied upon their
telecommunications carriers to identify network
problems and take corrective measures. Typically,
common carriers conduct a continuous fault monitoring
process throughout their networks to identify, locate
and correct conditions which adversely affect voice and
data lines, after which, the common carriers make the
obtained fault information, i.e., information regarding
network events, available to the customers of various
leased facilities. The customers may then take some
corrective measures to mitigate faults that occur over
the leased services.

In conventional customer enabled network
event monitoring systems, a connection is made with a
large legacy system via a dial-up connection from a
customer owned personal computer or workstation. This
connection frequently, although not always, emulates a
terminal addressable by the legacy system. The dial-up
access requires custom software on the customer
workstation to provide dial-up services, communication
services, emulation and/or translation services and

generally some resident custom form of the legacy
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application to interface with the midrange or mainframe
computer running the legacy system.

’ There are several problems associated with
this approach. First, the aforementioned software is
very hardware specific, and customers generally have a
wide range of workstation vendors, which requires
extensive inventory for distribution, and generally,
intensive customer hand holding through initial setup
and installation before reliable and secure sessions
are possible. If the customer hardware platform
changes through an upgrade, most of these issues need
renegotiation.

Second, dial-up modem and communications
software interact with each other in many ways which
are not always predictable to a custom application,
requiring extensive troubleshooting and problem solving
for an enterprise desiring to make the legacy system
available to the customer, particularly where various
telephone exchanges, dialing standards or signal
standards are involved.

Third, when an enterprise desires to make
more than one system available to the customer, the
custom application for one legacy system is not able to
connect to a different legacy system, and the customer
must generally logoff and logon to switch from one to
the other. Moreover, the delivery technologies used by
the two legacy systems may be different, requiring
different interface standards, and different machine
level languages may be used by the two systems, as for
example, the 96 character EBCDIC language used by IBM,
and the 127 character ASCIT language used by
contemporary personal computers.

Finally, the security and entitlement

- features of the various legacy systems may be
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completely different, and vary from system to system
and platform to platform. It is, therefore, desired to
provide connectivity to enterprise legacy systems over
the public Internet, as the Internet provides access
connectivity world wide via the TCP/IP protocol,
without need to navigate various telephone exchanges,
dialing standards or signal standards.

One such type of legacy system for the
telecommunications industry is known as a fault or
alarm management system which can provide a range of
services, including fault information regarding network
events, to the customers of the enterprise. The
delivery of information relating to these service
problems, to the department or location within a
customer’s organization that is responsible for
managing their leased facilities, would permit the
customer to analyze various fault conditions and
traffic patterns within their portion of the network
and to manage these facilities more economically.
However, providing individual telecommunications
management information to telecommunications customers
is complicated by the fact that different customers
lease different types of services, precluding a “one
size fits all” solution to network management.

Thus, what is needed is a system and a method
for aliowing customers of leased telecommunications
services to remotely access information pertaining to
performance at their facility. This remote access must
enable a customer to seamlessly view near real-time
custom events specific to the services leased by a
telecommunications customer. Customers further desire
an open access route to this information. The rapid
adoption and wide use of the Internet for data exchange
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has compelled a desire on the part of customers to
access their data over the Internet.

The present invention is one component of an
integrated suite of customer network management and
report applications using the Internet and a World Wide
Web (“WWW” or “Web”) Web browser paradigm. Introduced
to the communications industry as the “networkMCI
Interact,” the integrated suite of Web-based
applications provides an invaluable tool for enabling
customers of a telecommunications enterprise to manage
their telecommunication assets, quickly and securely,
from anywhere in the world.

The popularity of the public Internet
provides a measure of platform independence for the
customer, as the customer can run his/her own Internet
Web browser and utilize his/her own platform connection
to the Internet to enable service. This resolves many
of the platform hardware and connectivity issues in the
customer’s favor, and lets the customer choose their
own platform and operating system. Web-based programs
can minimize the need for training and support since
they utilize existing client software, i.e. a Web
browser, which the user has already installed and
already knows how to use. Moreover, there is no longer
a need to produce and distribute voluminous hard copies
of documentation including software user guides.
Further, if the customer later changes that platform,
then, as soon as the new platform is Internet enabled,
service is restored to the customer. The connectivity
and communications software burden is thus resolved in
favor of standard and readily available hardware and
the browser and dial-up software used by the public

Internet connection.
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An Internet delivered paradigm obviates many
of the installation and configuration problems involved
with initial setup and configuration of a customer
workstation, since the custom application required to
interface with the legacy system can be delivered via
the public Internet and run within a standard Web
browser, reducing application compatibility issues to
browser compatibility issues.

For the enterprise, the use of off-the-shelf
Web browsers by the customer significantly simplifies
the enterprise burden by limiting the client
development side to screen layouts and data
presentation tools that use a common interface enabled
by the Web browser. Software development and support
resources are thus available for the delivery of the
enterprise legacy services and are not consumed by a
need for customer support at the work station level.

The present invention is an event monitor
application system for providing customers with various
reports and information relating to their dedicated
voice and data networks in real time or near-real time,
and allowing them to make informed network management
decisions in controlling their business
telecommunications networks. The event monitor
application of the present invention provides an
integrated Web-based graphical, user-friendly interface
to receive information on the performance of their
dedicated voice and data networks, by presenting
physical and logical network configuration, physical
and logical network alarms, and physical and logical
performance information pertaining to the circuits
which comprise customers’ dedicated voice and data
networks, on a real time or a near-real time basis.

Thus, via the Web-based interface, customers may
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monitor their dedicated voice and data circuits,
receive network alarms on degraded or broken circuits,
and devise immediate and efficient troubleshooting
procedures accordingly.

Using the Web-based graphical user interface
(GUI), customers may also define or display customized
troubleshooting procedures for specific alarms or
circuits, and define or display customized alarm
filters to specify which alarms may appear in the alarm
presentation. Customers may also access via the Web-
based GUI a database of their monitored facilities,
e.g., dedicated voice and data circuits. In addition,
with the present invention, customers may display
and/or print lists of active alarms, as well as
generate reports about network performance via their
Web-enabled workstation.

For providing a system and a method for
communicating information relating to the dedicated
voice and data networks, from an enterprise to a
customer at a client workstation, the present invention
includes a client browser application located at the
client workstation. The client browser application
enables interactive Web-based communications with the
event monitor system and also provides an integrated
interface to the various enterprise application
services. The client browser application invokes a
Java application/applet specifically for performing the
event monitor functionality. Via the event monitor
Java application/applet, customers may define and
display reports associated with the derived alarms and
the performance statistics at the client terminal.

At the enterprise location, the present

invention includes various systems for collecting

" statistics on performance of the dedicated voice and
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data network and deriving performance alarms based on
the performance statistics. A server system is
included to receive and store the performance
statistics and the derived alarms from the collecting
systems. Accordingly, using the present invention,
customers with workstations having generic Web
browsers, for example, the Internet Explorer 4.0, may
receive, view, and monitor various alarms and
performance statistics relating to their dedicated
voice and data network.

Further features and advantages of the
present invention as well as the structure and
operation of various embodiments of the present
invention are described in detail below with reference
to the accompanying drawings. 1In the drawings, like
reference numbers indicate identical or functionally
similar elements.

Preferred embodiments of the present
invention will now be described, by way of example
only, with reference to the accompanying drawings in
which:

Figure 1 illustrates the software
architecture component comprising a three-tiered
structure;

Figure 2 is a diagrammatic overview of the
software architecture of the networkMCI Interact
system;

Figure 3 is an illustrative example of a
backplane architecture schematic viewed from a home
page of the present invention;

Figure 4 illustrates an example client GUI
presented to the client/customer as a browser web page;

Figure 5 is a diagram depicting the physical

- networkMCI Interact system architecture;
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Figure 6 is a block diagram illustrating an
event monitor architecture overview;

Figure 7 illustrates an example of a back-end
configuration for the fault management system;

Figure 8 illustrates an architectural view of
a fault management host;

Figure 9 is a high level logic flowchart
depicting the operation of the preferred embodiment of
the present invention:

Figure 10 illustrates a logical message
format sent from the client browser to the desired
middle tier server for a particular application;

Figures 1l(a) and 11(b) are schematic
illustrations showing the message format passed between
the dispatch server and the application specific proxy
(Figure 11(a)) and the message format passed between
the application specific proxy back to the dispatch
server (Figure 11(b)); and

Figures 12(a), 12(b), and 120 illustrate a
low level logic flow diagram depicting the
multithreading functionality of the proxies.

An overview of the Web-enabled integrated system

The present invention is one component of an
integrated suite of customer network management and
report applications using a Web browser paradigm.
Known as the networkMCI Interact system (“nMCI
Interact”) such an integrated suite of Web-based
applications provides an invaluable tool for enabling
customers to manage their telecommunication assets,
quickly and securely, from anywhere in the world.
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The nMCI Interact system architecture is
basically organized as a set of common components
comprising the following:

1) an object-oriented software architecture
detailing the client and server based aspect of nMCI
Interact; ,

2) a network architecture defining the
physical network needed to satisfy the security and
data volume requirements of the networkMCI System;

3) a data architecture detailing the
application, back-end or legacy data sources available
for networkMCI Interact; and

4) an infrastructure covering security, order
entry, fulfillment, billing, self-monitoring, metrics
and support.

Each of these common component areas will be
generally discussed hereinbelow.

Figure 1 is a diagrammatic illustration of
the software architecture component in which the
present invention functions. A first or client tier 10
of software services are resident on a customer
workstation 10 and provides customer access to the
enterprise system, having one or more downloadable
application objects directed to front-end business
logic, one or more backplane service objects for
managing sessions, one or more presentation services
objects for the presentation of customer options and
customer requested data in a browser recognizable
format and a customer supplied browser for presentation
of customer options and data to the customer and for
Internet communications over the public Internet.
Additional applications are directed to front-end
services such as the presentation of data in the form

of tables and charts, and data processing functions
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such as sorting and summarizing in a manner such that
multiple programs are combined in a unified application
suite.

A second or middle tier 16, is provided
having secure web servers and back-end services to
provide applications that establish user sessions,
govern user authentication and their entitlements, and
communicate with adaptor programs to simplify the
interchange of data across the network.

A third or back-end tier 18 having
applications directed to legacy back-end services
including database storage and retrieval systems and
one or more database servers for accessing system
resources from one or more legacy hosts.

Generally, the customer workstation includes
client software capable of providing a platform-
independent, browser-based, consistent user interface
implementing objects programmed to provide a reusable
and common GUI abstraction and problem-domain |
abstractions. More specifically, the client-tier
software is created and distributed as a set of Java
classes including the applet classes to provide an
industrial strength, object-oriented environment over
the Internet. Application-specific classes are
designed to support the functionality and server
interfaces for each application with the functionality
delivered through the system being of two-types: 1)
cross-product, for example, inbox and reporting
functions, and 2) product specific, for example, toll
free network management or call management functions.
The system is capable of delivering to customers the
functionality appropriate to their product mix.

Figure 2 is a diagrammatic overview of the
software architecture of the networkMCI Interact system
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including: the Customer Browser (a.k.a. the Client) 20;
the Demilitarized Zone (DMZ) 17 comprising a Web
Servers cluster 24; the MCI Intranet Dispatcher Server
26; and the MCI Intranet Application servers 30, and
the data warehouses, legacy systems, etc. 40.

The Customer Browser 20, is browser enabled
and includes client applications responsible for
presentation and front-end services. Its functions
include providing a user interface to various MCI
services and supporting communications with MCI’s
Intranet web server cluster 24. As illustrated in
Figure 3, the client tier software is responsible for
presentation services to the customer and generally
includes a web browser 14 and additional object-
oriented programs residing in the client workstation
platform 20. The client software is generally
organized into a component architecture with each
component generally comprising a specific application,
providing an area of functionality. The applications
generally are integrated using a “backplane” services
layer 12 which provides a set of services to the
application objects that provide the front-end business
logic. The backplane services layer 12 also manages the
launching of the application objects. The networkMCI
Interact common set of objects provide a set of
services to each of the applications. The set of
services include: 1) session management; 2) application
launch; 3) inter-application communications; 4) window
navigation among applications; 5) log management; and
6) version management.

The primary common object services include:
graphical user interface (GUI); communications;:

printing; user identity, authentication, and
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entitlements; data import and export; logging and
statistics; error handling; and messaging services.

Figure 3 is a diagrammatic example of a
backplane architecture scheme illustrating the
relationship among the common objects. 1In this
example, the backplane services layer 12 is programmed
as a Java applet which may be loaded and launched by
the web browser 14. With reference to Figure 3, a
typical user session starts with a web browser 14
creating a backplane 12, after a successful logon. The
backplane 12, inter alia, presents a user with an
interface for networkMCI Interact application
management. A typical user display provided by the
backplane 12 may show a number of applications the user
is entitled to run, each application represented by
buttons depicted in Figure 3 as buttons 58a,b,c
selectable by the user. As illustrated in Figure 3,
upon selection of an application, the backplane 12
launches that specific application, for example,
Service Inquiry 54a or Event Monitor 54b, by creating
the application object. In processing its functions,
each application in turn, may utilize common object
services provided by the backplane 12. Figure 3 shows
graphical user interface objects 56a,b created and used
by a respective application 54a,b for its own
presentation purposes.

Figure 4 illustrates an example client GUI
presented to the client/customer as a browser web page
250 providing, for example, a suite 252 of network
management reporting applications including: MCI
Traffic Monitor 252c¢; Call Manager 252f; a Network
Manager 252e and Online Invoice 252i. Access to

network functionality is also provided through Report

- Requester 252b, which provides a variety of detailed
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reports for the client/customer and a Message Center
252a for providing enhancements and functionality to
traditional e-mail communications.

As shown in Figures 3 and 4, the browser
resident GUI of the present invention implements a
single object, COBackPlane which keeps track of all the
client applications, and which has capabilities to
start, stop, and provide references to any one of the
client applications.

The backplane 12 and the client applications
use a browser 14 such as the Microsoft Explorer
versions 4.0.1 or higher for an access and distribution
mechanism. Although the backplane is initiated with a
browser 14, the client applications are generally
isolated from the browser in that they typically
present their user interfaces in a separate frame,
rather than sitting inside a Web page.

The backplane architecture is implemented
with several primary classes. These classes include
COBackPlane, COApp, COAppImpl, COParm. and COAppFrame
classes. COBackPlane 12 is an application backplane
which launches the applications 54a, 54b, typically
implemented as COApp. COBackPlane 12 is generally
implemented as a Java applet and is launched by the Web
browser 14. This backplane applet is responsible for
launching and closing the COApps.

When the backplane is implemented as an
applet, it overrides standard Applet methods init (),
start (), stop() and run(). 1In the init() method, the
backplane applet obtains a COUser user context object.
The COUser object holds information such as user
profile, applications and their entitlements. The

user’s configuration and application entitlements

- provided in the COUser context are used to construct
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the application toolbar and Inbox applications. When
an application toolbar icon is clicked, a particular
COApp is launched by launchApp() method. The launched
application then may use the backplane for inter-
application communications, including retrieving Inbox
data.

The COBackPlane 12 includes methods for
providing a reference to a particular COApp, for
interoperation. For example, the COBackPlane class
provides a getApp() method which returns references to
application objects by name. Once retrieved in this
manner, the application object’s public interface may
be used directly.

As shown in Figure 2, the aforesaid objects
will communicate the data by establishing a secure TCP
messaging session with one of the DMZ networkMCT
Interact Web servers 24 via an Internet secure
communications path 22 established, preferably, with a
secure sockets SSL version of HTTPS. The DMZ
networkMCI Interact Web servers 24 function to decrypt
the client message, preferably via the SSL
implementation, and unwrap the session key and verify
the users session. After establishing that the request
has come from a valid user and mapping the request to
its associated session, the DMZ Web servers 24 re-
encrypt the request using symmetric encryption and
forward it over a second socket connection 23 to the
dispatch server 26 inside the enterprise Intranet.

A networkMCI Interact session is designated
by a logon, successful authentication, followed by use
of server resources, and logoff. However, the world-
wide web communications protocol uses HTTP, a stateless
protocol, each HTTP request and reply is a separate
TCP/IP connection, completely independent of all
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previous or future connections between the same server
and client. The nMCI Interact system is implemented
with a secure version of HTTP such as S-HTTP or HTTPS,
and preferably utilizes the SSL implementation of
HTTPS. The preferred embodiment uses SSI. which
provides a cipher spec message which provides server
authentication during a session. The preferred
embodiment further associates a given HTTPS request
with a logical session which is initiated and tracked
by a “cookie jar server” 28 to generate a “cookie”
which is a unique server-generated key that is sent to
the client along with each reply to a HTTPS request.
The client holds the cookie and returns it to the
server as part of each subsequent HTTPS request. As
desired, either the Web servers 24, the cookie jar
server 28 or the Dispatch Server 26, may maintain the
“cookie jar” to map these keys to the associated
session. A separate cookie jar server 28, as
illustrated in Figure 2 has been found desirable to
minimize the load on the dispatch server 26. This form
of session management also functions as an
authentication of each HTTPS request, adding an
additional level of security to the overall process.
As illustrated in Figure 2, after one of the
DMZ Web servers 24 decrypts and verifies the user
session, it forwards the message through a firewall 25b
over a TCP/IP connection 23 to the dispatch server 26
on a new TCP socket while the original socket 22 from
the browser is blocking, waiting for a response. The
dispatch server 26 unwraps an outer protocol layer of
the message from the DMZ services cluster 24, and re-
encrypts the message with symmetric encryption and

forwards the message to an appropriate application

" proxy via a third TCP/IP socket 27. While waiting for
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the proxy response all three of the sockets 22, 23, 27
block on a receive. Specifically, once the message is
decrypted, the wrappers are examined to reveal the user
and the target middle-tier (Intranet application)
service for the request. A first-level validation is
performed, making sure that the user is entitled to
communicate with the desired service. The user’s
entitlements in this regard are fetched by the dispatch
server 26 from the StarOE server 49, the server
component of the present invention, at logon time and
cached.

If the requestor is authorized to communicate
with the target service, the message is forwarded to
the desired service’s proxy. Each application proxy is
an application specific daemon which resides on a
specific Intranet server, shown in Figure 2 as a suite
of mid-range servers 30. Each Intranet application
server of suite 30 is generally responsible for
providing a specific back-end service requested by the
client, and, is additionally capable of requesting
services from other Intranet application servers by
communicating to the specific proxy associated with
that other application server. Thus, an application
server not only can offer its browser a client to
server interface through the proxy, but also may offer
all its services from its proxy to other application
servers. In effect, the application servers requesting
services are acting as clients to the application
servers providing the services. Such mechanism
increases the security of the overall system as well as
reducing the number of interfaces.

The network architecture of Figure 2 may also
include a variety of application specific proxies

having associated Intranet application servers
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including: a StarOE proxy for the StarOE application
server 39 for handling authentication order
entry/billing; an Inbox proxy for the Inbox application
server 31, which functions as a container for completed
reports, call detail data and marketing news messages;
a Report Manager proxy capable of communicating with a
system-specific Report Manager server 32 for
generation, management and receipt notification of
customized reports; a Report Scheduler proxy for
performing the scheduling and requests of the
customized reports. The customized reports include,
for example: call usage analysis information provided
from the StarODS server 33; network traffic
analysis/monitor information provided from the Traffic
view server 34; virtual data network alarms and
performance reports provided by Broadband server 35;
trouble tickets for switching, transmission and traffic
faults provided by Service Inquiry server 36; and toll
free routing information provided by Toll Free Network
Manager server 37.

As partially shown in Figure 2, it is
understood that each Intranet server of suite 30
communicates with one or several consolidated network
databases which include each customer’s network
management information and data. For example, the
Services Inquiry server 36 includes communication with
MCI’'s Customer Service Management legacy platform
40(a). Such network management and customer network
data is additionally accessible by authorized MCI
management personnel. As shown in Figure 2, other
legacy platforms 40(b), 400 and 40(d) may also
communicate individually with the Intranet servers for
servicing specific transactions initiated at the client

- browser. The illustrated legacy platforms 40(a) - (d)
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are illustrative only and it is understood other legacy
platforms may be interpreted into the network
architecture illustrated in Figure 2 through an
intermediate midrange server 30.

Each of the individual proxies may be
maintained on the dispatch server 26, the related
application server, or a separate proxy server situated
between the dispatch server 26 and the midrange server
30. The relevant proxy waits for requests from an
application client running on the customer’s
workstation 10 and then services the request, either by
handling them internally or forwarding them to its
associated Intranet application server 30. The proxies
additionally receive appropriate responses back from an
Intranet application server 30. Any data returned from
the Intranet application server 30 is translated back
to client format, and returned over the Internet to the
client workstation 10 via the Dispatch Server 26 and at
one of the web servers in the DMZ Services clustér 24
and a secure sockets connection. When the resultant
response header and trailing application specific data
are sent back to the client browser from the proxy, the
messages will cascade all the way back to the browser
14 in real time, limited only by the transmission
latency speed of the network.

The networkMCI Interact middle tier software
includes a communications component offering three (3)
types of data transport mechanisms: 1) Synchronous; 2)
Asynchronous; and 3) Bulk transfer. Synchronous
transaction is used for situations in which data will
be returned by the application server 40 quickly.

Thus, a single TCP connection will be made and kept

open until the full response has been retrieved.
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Asynchronous transaction is supported
generally for situations in which there may be a long
delay in application server 40 response. Specifically,
a proxXy will accept a request from a customer or client
10 via an SSL connection and then respond to the client
10 with a unique identifier and close the socket
connection. The client 10 may then poll repeatedly on
a periodic basis until the response is ready. Each
poll will occur on a new socket connection to the
proxy, and the proxy will either respond with the
resultant data or, respond that the request is still in
progress. This will reduce the number of resource
consuming TCP connections open at any time and permit a
user to close their browser or disconnect a modem and
return later to check for results.

Bulk transfer is generally intended for large
data transfers and are unlimited in size. Bulk
transfer permits cancellation during a transfer and
allows the programmer to code resumption of a transfer
at a later point in time.

Figure 5 is a diagram depicting the physical
networkMCI Interact system architecture 10. As shown
in Figure 5, the system is divided into three major
architectural divisions including: 1) the customer
workstation 20 which include those mechanisms enabling
customer connection to the Secure web servers 24; 2) a
secure network area 17, known as the demilitarized Zone
“DMZ” set aside on MCI premises double firewalled
between the both the public Internet 25 and the MCI
Intranet to prevent potentially hostile customer
attacks; and, 3) the MCI Intranet Midrange Servers 30

and Legacy Mainframe Systems 40 which comprise the

. back-end business logic applications.
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As illustrated in Figure 5, the present
invention includes a double or complex firewall system
that creates a “demilitarized zone” (DMZ) between two
firewalls 25a, 25b. In the preferred embodiment, one
of the firewalls 29 includes port specific filtering
routers, which may only connect with a designated port
on a dispatch server within the DMZ. The dispatch
server connects with an authentication server, and
through a proxy firewall to the application servers.
This ensures that even if a remote user ID and password
are hijacked, the only access granted is to one of the
web servers 24 or to intermediate data and privileges
authorized for that user. Further, the hijacker may
not directly connect to any enterprise server in the
enterprise intranet, thus ensuring internal company
system security and integrity. Even with a stolen
password, the hijacker may not connect to other ports,
root directories or applications within the enterprise
system.

The DMZ acts as a double firewall for the
enterprise intranet because the web servers located in
the DMZ never store or compute actual customer
sensitive data. The web servers only put the data into
a form suitable for display by the customer’s web
browser. Sincé the DMZ web servers do not store
customer data, there is a much smaller chance of any
customer information being jeopardized in case of a
security breach.

As previously described, the customer access
mechanism is a client workstation 20 employing a Web
browser 14 for providing the access to the networkMCI
Interact system via the public Internet 15. When a

subscriber connects to the networkMCI Interact Web site

' by entering the appropriate URL, a secure TCP/IP
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communications link 22 is established to one of several
Web servers 24 located inside a first firewall 25a in
the DMZ 17. Preferably at least two web servers are
provided for redundancy and failover capability. In
the preferred embodiment of the invention, the system
employs SSL encryption so that communications in both
directions between the subscriber and the networkMCI
Interact system are secure.

In the preferred embodiment, all DMZ Secure
Web servers 24 are preferably DEC 4100 systems having
Unix or NT-based operating systems for running services
such as HTTPS, FTP, and Telnet over TCP/IP. The web
servers may be interconnected by a fast Ethernet LAN
running at 100 Mbit/sec or greater, preferably with the
deployment of switches within the Ethernet LANs for
improved bandwidth utilization. One such switching
unit included as part of the network architecture is a
HydraWEB™ unit 45, manufactured by HydraWEB
Technologies, Inc., which provides the DMZ with a
virtual IP address so that subscriber HTTPS requests
received over the Internet will always be received.
The HydraWEB™ unit 45 implements a load balancing
algorithm enabling intelligent packet routing and
providing optimal reliability and performance by
guaranteeing accessibility to the "most available"
server. It particularly monitors all aspects of web
server health from CPU usage, to memory utilization, to
available swap space so that Internet/Intranet networks
can increase their hit rate and reduce Web server
management costs. In this manner, resource utilization

is maximized and bandwidth (throughput) is improved.

- It should be understood that a redundant HydraWEB™ unit
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may be implemented in a Hot/Standby configuration with
heartbeat messaging between the two units (not shown) .
Moreover, the networkMCI Interact system architecture
affords web server scaling, both in vertical and
horizontal directions. Additionally, the architecture
is such that new secure web servers 24 may be easily
added as customer requirements and usage increases.
The use of the HydraWEB™ enables better load
distribution when needed to match performance
requirements.

As shown in Figure 5, the most available Web
server 24 receives subscriber HTTPS requests, for
example, from the HydraWEB™ 45 over a connection 44a
and generates the appropriate encrypted messages for
routing the request to the appropriate MCI Intranet
midrange web server over connection 44b, router 55 and
connection 23. Via the HydraWEB™ unit 45, a TCP/IP
connection 38 links the Secure Web server 24 with the
MCI Intranet Dispatcher server 26.

Further as shown in the DMZ 17 is a second
RTM server 52 having its own connection to the public
Internet via a TCP/IP connection 48. This RTM server
provides real-time session management for subscribers
of the networkMCI Interact Real Time Monitoring system.
An additional TCP/IP connection 48 links the RTM Web
server 52 with the MCI Intranet Dispatcher server 26.

With more particularity, as further shown in
Figure 5, the networkMCI Interact physical architecture
includes three routers: a first router 49 for routing
encrypted messages from the Public Internet 15 to the
HydraWEB™ 45 over a socket connection 44; a second

router 55 for routing encrypted subscriber messages
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from a Secure Web server 24 to the Dispatcher server 26
located inside the second firewall 25b; and, a third
router 65 for routing encrypted subscriber messages
from the RTM Web server 52 to the Dispatcher server 26
inside the second firewall. Although not shown, each
of the routers 55, 65 may additionally route signals
through a series of other routers before eventually
being routed to the nMCI Interact Dispatcher server 26.
In operation, each of the Secure servers 24 function to
decrypt the client message, preferably via the SSL
implementation, and unwrap the session key and verify
the users session from the COUser object authenticated
at Logon.

After establishing that the request has come
from a valid user and mapping the request to its
associated session, the Secure Web servers 24 will re-
encrypt the request using symmetric RSA encryption and
forward it over a second secure socket connection 23 to
the dispatch server 26 inside the enterprise Intranet.

As described herein, the data architecture
component of networkMCI Interact reporting system is
focused on the presentation of real time (un-priced)
call detail data, such as provided by MCI’'s TrafficView
Server 34, and priced call detail data and reports,
such as provided by MCI’'s StarODS Server 33 in a
variety of user selected formats.

All reporting is provided through a Report
Requestor GUI application interface which support
spreadsheet, a variety of graph and chart type, or both
simultaneously. For example, the spreadsheet
presentaﬁion allows for sorting by any arbitrary set of

columns. The report viewer may also be launched from

' the inbox when a report is selected.
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A common database may be maintained to hold
the common configuration data which may be used by the
GUI applications and by the mid-range servers. Such
common data includes but are not limited to: customer
security profiles, billing hierarchies for each
customer, general reference data (states, NPA’g,
Country codes), and customer specific pick lists: e.g
ANT’s, calling cards, etc. An MCI Internet StarOE

.7

server manages the data base for the common
configuration of data.

Report management related data is also
generated which includes 1) report profiles defining
the types of reports that are available, fields for the
reports, default sort options and customizations
allowed; and 2) report requests defining customer
specific report requests including report type, report
name, scheduling criteria, and subtotal fields. This
type of data is typically resident in a Report Manager
server database and managed by the report manager.

The Infrastructure component of the nMCI
Reporting system includes mechanisms for providing
secure communications regardless of the data content
being communicated. The nMCI Interact system security
infrastructure includes: 1) authentication, including
the use of passwords and digital certificates; 2)
public key encryption, such as employed by a secure
sockets layer (SSL) encryption protocol; 3) firewalls,
such as described above with reference to the network
architecture component; and 4) non-repudiation
techniques to guarantee that a message originating from
a source is the actual identified sender. One
technique employed to combat repudiation includes use
of an audit trail with electronically signed one-way

message digests included with each transaction.
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Another component of the nMCI Interact
infrastructure includes order entry, which is supported
by the present invention, the Order Entry (“StarOE”)
service. The general categories of features to be
ordered include: 1) Priced Reporting; 2) Real-time
reporting; 3) Priced Call Detail; 4) Real Time Call
Detail; 5) Broadband SNMP Alarming; 6) Broadband
Reports; 7) Inbound RTM; 8) Outbound RTM; 9) Toll Free
Network Manager; and 10) Call Manager. The order entry
functionality is extended to additionally support 11)
Event Monitor; 12) Service Inquiry; 13) Outbound
Network Manager; and, 14) Online invoicing.

The self-monitoring infrastructure component
for nMCI Interact is the employment of mid-range
servers that support SNMP alerts at the hardware level.
In addition, all software processes must generate
alerts based on process health, connectivity, and
availability of resources (e.g., disk usage, CPU
utilization, database availability).

The Metrics infrastructure component for nMCI
Interact is the employment of mechanisms to monitor
throughput and volumes at the Web servers, dispatcher
server, application proxies and mid-range servers.
Metrics monitoring helps in the determination of
hardware and network growth.

To provide the areas of functionality
described above, the client tier 10 is organized into a
component architecture, with each component providing
one of the areas of functionality. The client-tier
software is organized into a “component” architecture
supporting such applications as inbox fetch and inbox
management, report viewer and report requestor, TFNM,

Event Monitor, Broadband, Real-Time Monitor, and system

- administration applications. Further functionality

SUBSTITUTE SHEET (RULE 26)



10

15

20

25

30

WO 99/15950 ‘ PCT/US98/20156

-26 -

integrated into the software architecture includes
applications such as Outbound Network Manager, Call

Manager, Service Inquiry and Online invoicing.
Event monitor

The present invention is directed to an event
monitor tool for enabling customers to monitor, over
the Internet or a company Intranet, their dedicated
voice and data circuits. A Web-based user-friendly
interface presents network alarms on degraded or broken
circuits and provides network performance and alarm
information, thereby effectively increasing the
efficiency of troubleshooting and allowing customers to
make informed network management decisions.

More specifically, the present invention
gives customers the ability to: exercise alarm
management from a single workstation, the management
including, triggering the alarms and clearing the
events; acknowledge or recognize new alarm conditions
as they occur; receive notification of fiber outages
that impact their data circuits; define or display
customized troubleshooting procedures for specific
alarm or circuits; access a comprehensive database of
their dedicated voice and data circuits; display or
print lists of active alarms; define or display
customized alarm filters to specify which alarms will
appear in the alarm presentation; and generate reports
about network performance.

A general block diagram illustrating the
event monitor system architecture 600 is shown in
Figure 6. In accordance with the invention, a first

component includes a user web browser 620, e.g.,

" Internet Explorer® 4.0, employing an event monitor GUI
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630 enabling the generation of requests and receipt of
responses from various event monitor system server
processes 650 over the Web/Internet via a secure socket
connection for presentation of event monitor’s alarms
and reports. A second component may include a report
viewer and requestor processes 625 which are part of a
“networkMCI Interact” Reporting System 615, 625 and
which provides the support for generating and
presenting reports relating to the conditions of the
customer’s dedicated voice and data networks.

The “networkMCI Interact” system particularly
employs corresponding server side reporting component
615 having the above mentioned inbox, report scheduler
and report manager components, in addition to alarm and
report viewer and requestor components implementing
Java applets having viewer classes that enable the
downloading and display of performance reports
generated from event monitor server processes 650. In
the preferred embodiment, the viewer classes provide
the following types of network alarms on dedicated
circuits that carry the following service types:
inbound services, e.g., toll free and 900 numbers;
outbound services, e.g., Vnet/Vision, and PRISM; and
data services such as TDS 1.5. The circuit types for
which the present invention presents network alarms
include: dedicated access lines such as DALs; TDS 1.5
circuits; TDS45 circuits, DDS/DSO point to point
circuits; ISDN DALs; and SW 56 DALs. In addition, the
event monitor reporting feature enables customers to
review alarm data over a period of time by creating and
saving reports. The reports which may be generated
include alarm summary, alarm detail, alarm duration,
data circuit performance, and DAL performance. The

alarm and performance reporting scheme effectually
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allows the customers to perform alarm trending and
analysis, and to correlate alarm occurrences to network
availability, network performance and problem
resolution. Reports for fault reporting may be
requested through the report requestor, a component of
StarWRS, and the inbox. Recurring reports may be
requested on a timely basis, e.g., hourly, daily,
weekly, and monthly. Moreover, through the report
requestor, a user may specify whether the user should
be paged or e-mailed when a report is in the inbox.

Also shown as part of the event monitor
system architecture 600 of Figure 6 is a web
server/dispatcher component 635 which provides for the
transport between the web browser and an event monitor
proxy interface including all authentication and
encryption. Thus, secure communication from the
customer browser to a DMZ web server is enabled over a
first TCP/IP socket connection, such as SSL, and
communication from the DMZ web server over an
enterprise firewall to the dispatcher server is enabled
over a second TCP/IP socket connection. These secure
paths enable customer requests and server responses to
be communicated from the client browser to the event
monitor server 650.

Specifically, the dispatcher forwards user
requests to the event monitor server process 650 that
employs an integrated proxy application 640 for
receiving and interpreting the user messages and
enabling the event monitor functionality. This proxy
capability includes a multithreaded engine enabling
multiple, simultaneously executing sessions supporting
anticipated user load. The interface between the
dispatcher server 635 and the event monitor proxy

process 640 1s also message-based, e.g., employing
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TCP/IP socket transport, and, as will be described, a
defined messaging protocol which includes a generic
message header followed by proxy-specific data. 1In the
other direction, the same process is employed, i.e.,
the event monitor proxy 640 sends the generic header
followed by the proxy-specific response back to the
dispatch server 635 for communication over the firewall
(not shown) and back to the user browser 620.

In the embodiment shown in Figure 6, the
necessary CSV data files and report definition metadata
files may be downloaded to StarWRS component 615 and
particularly to an inbox messaging server for
subsequent access. It should be understood, however,
that all event monitor responses including CSV data
files and report definition metadata files are
forwarded through the dispatcher and intervening DMZ
web servers for eventual display at the client.
Additionally, the event monitor may return a report
object of variable length which includes the report
data to be displayed at the client workstation.

In a preferred embodiment, the event monitor
server 650 performs the various database queries and
function calls in response to requests received from
the customer via the event monitor proxy 640.
Particularly, the event monitor server 650 is
responsible for all tasks leading up to and including
the management of alarms and performance reports
including data collection, calculation, storage, and
report generation.

In operation, the event monitor server 650
supports communication with a system administration
(“StarOE”) component 660 which provides order entry
functions including functionality necessary to manage
(create, update, delete) event monitor users, and
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allows for a feed of the appropriate order entry
information to the event monitor server in order to
properly associate the appropriate event monitor
functionality and data to the right customer once given
admission to the event monitor service. The StarOE
order entry process essentially provides the mechanisms
for authenticating users, and supplying entitlement
information. A messaging interface is provided between
StarOE 660 to the event monitor server 650 functioning
as a client to receive authentication information
including logon user identifiers which are supplied in
response to launch of the event monitor GUI applet 630.
The billing identifiers and levels of services,
including the specific entitlement information are
supplied from StarOE 660 to the event monitor server
650 via flat files which may be generated daily.

From the back-end legacy host, the event
monitor server 650 receives statistics on voice (DAL)
and data (TDS 1.5) services for providing its
functionality to the event monitor users. The DALs are
groups of dedicated 64K circuits that carry voice
traffic to and from a customer’s premise terminating
equipment, i.e., PBX, to a telecommunication service
provider’s switch. A TDS 1.5 data circuit is a
dedicated point-to-point circuit that spans from one
customer location directly to another. The data
circuit includes at least two monitoring units, called
Extended Superframe Monitoring Units (ESFMUs or ESF
Cards), which generate alarms and collect statistics on
the performance of the circuit. Alarms are presented
near real-time and indicate that there is a failure
associated with the data circuit. Performance

statistics are compiled in 15-minute intervals and are

" used to derive performance alarms that provide the
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users with the indication that their network
performance is degraded before the problem becomes
service impacting. _

Performance statistics are compared against
pre-set performance parameters and deviations from
these parameters are recorded. When a given threshold
is exceeded, alarms are generated and notification is
sent to the customers such that the customers may then
view alarms and take necessary steps to correct the
problem. The performance parameters and thresholds may
be modifiable via the event monitor GUI applet 630 by
those customers having proper access level entitlements
as verified by the StarOE 660. Each of the components
shown in Figure 6 and their respective processes will
be described in further detail herein.

Event monitor GUI client application

All alarms and reports for event monitor are
typically accessible via the “networkMCI Interact”
alarming and reporting structure established within the
home page (Figure 4). Event monitor alarms are viewed
via an alarm monitoring system in which both broadband
and event monitor alarms may appear. The event monitor
GUI client application is typically launched via the
event monitor icon 2524 on the home page (Figure 4).
Reports for fault reporting may be requested through
the report requestor 252b, a component of StarWRS, and
the inbox 252a.

In the preferred embodiment, the event
monitor GUI client application is provided as a
launching pad for accessing all the event monitor
services. The event monitor GUI client application is

itself launched by selecting the event monitor icon
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252d from the “networkMCI Interact” home page (Figure
4) . The event monitor GUI client application provides
a menu bar, toolbar, and status bar for accessing event
monitor services depending on the customer’s service
subscriptions. Event monitor service availability is
determined by user logon session with StarOE server
660. If the user is not entitled or does not have
authorization for a particular service, the
corresponding toolbar icon or menu item is disabled.
Thus, in accordance with the customer service option,
the corresponding service icon and/or menu item is not
activated and would not respond to a user input.

In providing its basic services, the event
monitor display applet may have the responsibility of:
1) requesting reports that are no longer on the inbox
server to be retrieved from a report data archive if a
pre-determined period of time has elapsed, e.g., 45
days, and provide these reports to the customer via the
inbox; 2) defining alarm thresholds and parameters and
trouble shooting procedures; 3) defining how the
customer reports should be requested, e.g., report id,
date, etc.; 4) providing on-line context sensitive help
for all aspects of the event monitor web-based
application; 5) providing the ability to spawn separate
dialog windows, for example, to explain reporting
activity in progress; and 6) providing access to custom
reporting capability via the toolbar and menu.

In the preferred embodiment, the event
monitor GUI application is implemented in Java to
ensure platform independence and particularly is
developed using many of the networkMCI Interact’s
common objects for achieving interoperability with the
application backplane. Specifically, the event monitor
GUI application’s startup code implements the COApp
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class, typically derived from the CoAppImpl interface.
COApp provides an applet-like interface and includes
applet methods such as getImage() and
getAppletContext () and allows Java applet prototypes to
be easily converted to COApps. The Event monitor GUI
application, via the COApp, may create its own display
space and present its user interface in a separate
frame by having the space in one or more COAppFrame
windows. The COAppFrame class and its COStdAppFrame
subclass are wrappers for the Java Frame class which
provide COApps with standard look-and-feel elements and
implement some standard behavior, such as participating
in COBackPlane’s window management functions. The
COAppFrame is a desktop window, separate from the
browser. It presents the user with a preset layout of
a menu, toolbar, status bar, enterprise logo, an
application icon, etc., and a main viewing area. Since
a separate frame does not need to be located inside a
Web page, a concurrent (side-by-side) access to more
than one networkMCI Interact application service is
possible.

In another embodiment, the event monitor GUI
application’s startup code may be implemented using the
COApplet class. The COApplet class extends the Applet
class and may be launched by the browser from an HTML
<Applet> tag. The COApplet class is useful in cases
where more isolation from the networkMCI Interact’s
platform is desired, or an application needs its own
browser-based display space. The COApplet class
implements most of the COApp interface by forwarding it
to a contained COAppImpl object.

For determining the user’s event monitor
service options, the GUI client application reqguests

- and retrieves user profiles including the user
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entitlements from an event monitor customer database
populated by a periodic feed (e.g., on a daily basis)
from StarQE 660 (Figure 6).

From the event monitor GUI client
application, an alarm management object is also
launched upon initialization of the GUI client
application. The alarm management object essentially
creates a blank user interface and starts a thread to
handle communications with the event monitor server for
events or alarms. The alarm thread is created to run
periodically, e.g., every two minutes. Specifically,
the AlarmThread invokes a COAsynchronousTransaction
with the web server to poll for current event monitor
alarms. When the AlarmThread receives the data back
from the web server, it creates a command to update the
display and executes the command.

The event monitor alarms are generally
grouped into two categories: voice alarms and data
circuit alarms, including broadband and SNMP alafms.
Voice alarms are further divided into two types:
service outage alarms which are generated when a
percentage of circuits in a trunk group are not
available to complete calls; and traffic alarms which
are generated when a percentage of DALs reach a
predefined percentage for blockage, terminating failure
rates and originating failure rates. Traffic alarms
are based on data accumulated for five or thirty minute
intervals. Data alarms are divided into two types:
service affecting alarms which are typically generated
in instances where the service cannot be used because
there is a loss of signal, unframed signal or equipment
failure; and performance affecting alarms which are
generated when high error rates are received for ten

seconds or more, out-of-frame conditions occur or frame
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slips exist but service is still available. A drill
down view depicting each alarm down to the individual
circuit is available via the GUI as will be described
below.

Reporting functionality

As described above, the existing and new
event monitor reports may be requested via the report
requestor, a component of StarWRS. The reports are
then posted in the inbox. Customers typically view the
reports by launching the report viewer applet, another
component of StarWRS. Once the report is made
available, at the customer’s preference and selection
based on priorities and severity, the customers may
receive notification through one or any combination of
page, e-mail, or fax in addition to the display option
of the notification on the customer’s inbox. For
example, a customer may choose to receive page and e-
mail notification on all level 1 severity alarms and
just display notifications in the inbox for level 2
severity alarms, etc.

Recurring reports may also be created by the
user to run on a timely basis, e.g., hourly, daily,
weekly, and monthly, as well as ad hoc (one time)
reports. For example, a customer may have a standard
DAL performance report delivered on a daily basis, and
on a particular day, the same customer may choose to
submit an ad hoc DAL performance report for any given
interval, i.e., previous hour, previous several hours
or days.

In addition, the event monitor may provide
the ability to drill down within customer’s premise

equipment to view a breakdown of the customer’s
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equipment and the ability to monitor performance and
report alarms on individual channels within each
circuit. Giving customers the capability to create and
save a variety of reports and graphical views allows
them to perform customized trending and analysis for
maintaining better control and problem resolution
schemes during their network management process.

Moreover, the event monitor presents via the
report viewer applet, the map of the continental U.S.
(World for global customers/services) for purposes of
displaying the configuration of a customer’s network.
The customer may view their sites, the various
connections between any two or more of these sites, and
information about each specific site and circuit. The
topographical mapping display allows customers to see a
logical depiction of their network. The ability to
drill down into individual sites, nodes and circuits
are also available via the viewer applet. For example,
if a customer has a circuit between New York and Los
Angeles the highest level of the map shown may be the
two locations on either end as well as the circuit
between them. If a customer clicks on the circuit
itself, raw data pertaining to the current throughput
of that circuit or any alarm conditions that exist on
the circuit may be displayed. Additionally, if the
customer clicks on either of the two locations, further
drill down for logical design layout of the customer
premise equipment, such as a DSU or CSU, may be
enabled. Furthermore, if alarms are present for that
particular site, the drill down view may depict each
alarm down to the individual circuit on a 24 channel T-
1.

Another type of reporting service provided by

the event monitor is called an integrated management
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services bouncing busy intervals report. This report
provides a picture of a DAL group during its busiest
time of the day by reporting statistics for the current
or one of the previous 7 days at the busiest interval.
The busiest interval is defined to be the 30-minute or
60-minute time period in which total usage was at the
highest point. Other reports which may be obtained
through the event monitor include: monitoring and
performance reporting of individual DS3 and 0OC3
circuits, IDSN channels, International voice or data
point-to-point private lines, E1 lines; and trunk
utilization reports.

Alarming functionality

The event monitor presents all detected
alarms to the customer automatically, without the
customer’s intervention. The detected alarms within
the event monitor are sent to the customers’ inbox for
spreadsheet display for on-line reviews. All current
alarms are retrieved by the customer’s web browser GUI
applet using polling techniques at session initiation.
Customers may define a period of time during which
their alarms remain in current status, allowing non-
current alarms to be deleted.

In addition to providing alarm notifications
to customers, the event monitor may also provide a
scheme in which a pre-defined trouble shooting
procedure, modifiable by a customer, is launched
automatically when an alarm is detected. For example,
if an alarm is generated regarding a fiber outage that
impacts a customer’s toll free circuit, an option
allows the user to go directly from the alarm message

in the inbox to the appropriate alternate routing plan.
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In order to integrate two services, i.e., event monitor
with toll free network manager (TFNM), the event
monitor key data and alarm are communicated to allow
TFNM to find the appropriate routing plan associated
with the outage. The key data may include: toll free
number, service id, circuit id, and type of service,
e.g., toll free or broadband. The TFNM application is
typically launched directly from an alarm view with the
above parameters for finding the associated routing
plan. User profile information needed by TFNM for
authentication and entitlement verification before
actually proceeding with the alternate routing plan,
are also passed as parameters to the TFNM application

at the same time.

Performance metrics

The event monitor follows and conforms to
general “networkMCI Interact” reporting standards in
order to provide a consistent and common interface to
the customers. Weekly reports do not have to be on a
calendar week and may cover any consecutive 7 days.
Monthly reports are, unlike the weekly reports,
calendar based and are defined to cover the entire
month. Ad-hoc reports are reports outside the pre-
selected reporting structure and are typically
available to customers within two minutes from the
point of request by customers.

In a preferred embodiment, the event monitor
alarms are typically distinguished into two types:
event-based alarms, and statistical alarms. Event-
based alarms are alarms generated on the physical
connection between the customers CSU/DSU circuits and

the telecommunication service provider'’s switches,
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e€.g., alarms occurring due to a loss or bring-down of a
circuit. In addition, the customer may specify this
notification to be sent as a page, fax, or e-mail. In
these cases, the notification is sent within the
required 30-second window from the moment the alarm is
detected by the event monitor.

Statistical alarms are alarms generated due
to the percentage of down time or of other statistical
nature. Statistical alarms depend on the frequency at
which the customer’s web browser is pollegd, e.g., 2-4
minute intervals. Once polling is established and an
alarm is detected, the time-to-deliver notification of
the alarm is similar to the event-based alarms, i.e.,

within 30 seconds.

The event monitor back-end configuration

Figure 7 illustrates an example of a back-end
configuration for the fault management system for
reporting telecommunication service conditions. The
back-end configuration includes a network management
system 104 which collects network events, including
alarms and traffic densities from a common carrier
network 106. All of the events collected by network
management system 104 are reported to an event monitor
host 108. The common carrier keeps track of the
performance and network faults for network 106 through
a myriad of network management systems 104 and routes
the information in real-time to the event monitor host
108. 1In order to provide information regarding a
particular customer’s leased services, events collected
by event monitor host 108 are downloaded to event

monitor server 650.
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Event monitor server 650 accumulates in near
real-time a database of events pertinent to each
customer’s leased services. The accumulated data is
viewable via the client browser application GUI and
also via the StarWRS reporting system as described
above. Because individual customers may subscribe to
various different services which may experience
different events, event monitor server 650 must not
only collect different sets of data on a real-time
basis, but the client browser application GUI and the
reporting system must also present the data in a format
relevant to the particular services to which the
customer subscribes. This data may be organized for
display to the user in an event queue,

In the preferred embodiment of the present
invention, event monitor host 108 is an Integrated
Network Management System (INMS) host implemented as an
IBM S/370 mainframe and the event monitor server 650 is
implemented as the DEC Alpha and Sun Solaris; the
architecture of this embodiment is depicted in Figure
8. The present invention may be implemented in other
ways, as would be apparent to one skilled in the
relevant art.

Referring to Figure 8, the INMS host 108
operates in an IBM Customer Information Control System
(CICS) environment with a Transport Control
Protocol/Internet Protocol (TCP/IP) connection to DEC
Alapha event monitor server 650, which operates under
the DEC UNIX operating system.

The Server 650 comprises two servers: a
Structure Query Language (SQL) server 406 and an open
server 408. Open server 408 receives events from INMS
host 108 and stores them on a database 410 stored on

server 650. The SQL server 406 is a database engine
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providing access to and managing database 410. In the
preferred embodiment, database 410 is a Sybase®
database and SQL server 406 is a Sybase® SQL server.

The Database 410 compiles information that is
sent on a regular basis by INMS host 108. The data
stored in the SQL server may be queried at will by a
user via the client browser application for analysis.
Database 410 is a relational database using SQL server
406 as the database management system (DBMS). 1In the
preferred embodiment, database 410 comprises a database
having four partitions.

The Database 410 includes a number of tables
of data which are accessed by the client browser
application GUI to event displays, including alarm
displays, alarm report, facilities cross-references and
event log displays. In addition to the SEarOE
authentication and entitlement checking, user access to
database 410 is monitored by SQL server 406; levels of
security may be provided to permit tiers of access to
different levels of information within database 410, as
would be apparent to one skilled in the relevant art.

The data within database 410 is organized in
views. For example, an alarm view provides an alarm
description, an alarm severity representing the degree
of consequence for the alarm, and selected conditions
associated with the alarm. .

The interface between INMS host 108 and
server 650 is two-way. In this scenario, the INMS host
108 is a client, issuing calls for stored procedures to
SQL server 406 via TCP/IP when there is an event to
report.

When a new customer is provisioned, the Event
Monitor server 650 makes a client call to an INMS host
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session and updates the user profile table on the INMS
host.

Figure 9 is a high level logic flowchart
depicting the operation of the preferred embodiment of
the present invention. Typically, a customer
subscribes to several particular leased services. In
order to limit data collection to data germane to those
particular services, the user must specify the data to
be collected. The user does this by defining an event
view of data to be collected, as shown in a step 502.
The event view specifies, for example, which services
are to be monitored and what data is to be collected
and reported for those services. For example, the

event view may include the following items:

Severity: critical, major,
minor,
informational, no
alert.

Service Types (MCI):
800, 900, TDS 1.5,
TDS 45, VNET,
Prism®, Vision®,
ISDN, SW56, and
DDS/DDO.

Corporate Identifiers: A list of corporate
identifiers related
to the customer’s
enterprise and for
which the user is
authorized access.

Facilities: All elements of a
physical telephone
plant required to
provide a service
and to which the
user is authorized
access (for example,
trunk groups and
circuits).
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Data Elements: The user can
configure a
customized event
view by selecting
the data fields to
be displayed.

Date and Time Elements: The user can
configure a
customized event
view by selecting
the date and time
period for the
custom event view.

Sort Order: The user can
configure a
customized event
view by selecting,
for example, the
data fields on which
the data to be
displayed is sorted.

Once the event view has been defined, the
client browser application transmits a transaction
request to the server 650 via the web/dispatch server.
A pre-defined stored procedure, which takes as input a
“where” clause and an “order by” clause, is used to
create the event view from data stored in database 410.
In the preferred embodiment, the SQL statement is
constructed such that each element/field is joined by
an “AND” and values within each element/field are
joined by an “OR.” Thus, a partial SQL statement would
be similar to:

Severity = critical OR severity = major
AND
Service Type = VNET
AND
CORPID = 123434 OR CORPID = 32432423
AND ... etc.
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The SQL statement created in step 502 is
forwarded to SQL server 406. The SQL statement
identifies to SQL server 406 the particular stored
procedure to be activated to obtain the event view
specified by the SQL statement. The SQL server 406
then executes the stored procedure and builds a report
of event data specified by the event view, as shown in
a step 508.

Once the event report is built, it is sent to
the client browser via the web/dispatcher servers. The
events are typically loaded into an event queue, which
is a pass through mechanism existing between the INMS
host and the Sybase database. The events in the event
queue are sorted by sort criteria entered by the user
when defining the event view, as shown at step 512. 1In
a preferred embodiment, the primary sort criterium is
severity. The sorted events are displayed to the user
on the client browser application GUI in a step 514.
Each event displayed is accompanied by an
acknowledgment field for the user to indicate his
acknowledgment of the event; for example, the user may
acknowledge an event, if so authorized, by entering an
asterisk in the associated acknowledgment field. When
the user acknowledges an event, as indicated by the #Y”
branch from step 516, the client browser application
reports the acknowledgment to server 650, as shown at
step 518. When the user has acknowledged the last
event in the event queue, as indicated by the “#Y”
branch from step 520, event processing ends. At this
point, the user may either retain the session or close
it.

If the session remains open, server 650 will

report new events defined by the event view as they are

- received by server 650. When server 650 receives a new
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event, as indicated by the “Y” branch from step 522,
processing resumes at step 408, as shown in Figure 9.
Thus, in accordance with the event view

defined by the user and communicated to event monitor
server 650, reports of events identified in the event
view may be periodically forwarded, based upon a
customer configurable interval, to the client browser
application, and made available in an event queue for
display to the user in order of the severity of the

event.

The event monitor proxy

As mentioned herein with respect to Figure
2(b), the messages created by the client Java software
are transmitted to the StarWeb (DMZ) Server 24 over
HTTPS protocol. For incoming (client-to-server)
communications, the DMZ Web servers 24 decrypt a
request, authenticate and verify the session
information. The logical message format from the

client to the Web server is shown as follows:

|| TCP/IP || encryption || http || web header |
dispatcher header || proxy-specific data | |

where “||” separates a logical protocol level, and
protocols nested from left to right. Figure 10
illustrates a specific message sent from the client
browser to the desired middle tier server for the
particular application. As shown in Figure 10, the
client message 1500 includes an SSL encryption header
510 and a network-level protocol HTTP/POST header 1512
which are decrypted by the DMZ StarWeb Server(s) 24 to
access the underlying message; a DMZ Web header 1514
which is used to generate a cookie 1511 and transaction
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type identifier 1516 for managing the client/server
session; a dispatcher header 1515 which includes the
target proxy identifier 1520 associated with the
particular type of transaction requested; proxy
specific data 1525 including the application specific
metadata utilized by the target proxy to form the
particular messages for the particular middle tier
server providing a service; and, the network-level
HTTP/POST trailer 1530 and encryption trailer 1535
which are also decrypted by the DMZ Web server layer
24,

After establishing that the request has come
from a valid user and mapping the request to its
associated session, the request is re-encrypted and
then forwarded through the firewall 25 over an
encrypted socket connection 23 to one or more
decode/dispatch servers 26 located within the corporate
Intranet 30 (Figure 2(b)). _

The messaging sent to the dispatcher includes
the user identifier and session information, the target
proxy identifier, and the proxy specific data. The
decode/dispatch server 26 decrypts the request and
authenticates the user's access to the desired
middle-tier service.

It should be understood that networking-level
protocols and HTTP may be handled by off-the-shelf Web
server software, e.g., Netscape Enterprise Server, or
other Web Services-type cluster software that maintains
a virtual client connection state. The “networkMCI
Interact” DMZ Web services software may be invoked by
the “networkMCI Interact” StarWeb server 24 using a
POST-type mechanism, such as: a Netscape servlet API,

CGI or like equivalent.
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As shown in Figure 10, the StarWeb server 24
forwards the Dispatcher header and proxy-specific data
to the Dispatcher, “enriched” with the identity of the
user (and any other session-related information) as
provided by the session data/cookie mapping, the target
proxy identifier and the proxy-specific data. The
dispatch server 26 receives the encrypted requests
forwarded by the Web server(s) 24 and dispatches them
to the appropriate application server proxies.
Particularly, the messages are decrypted, and the
wrappers are examined, revealing the user and the
metadata-type service request. A first-level
validation is performed, making sure that the user is
entitled to communicate with the desired service. The
user's entitlements in this regard would be fetched by
the dispatch server 26 from StarOE server 660 at logon
time and cached. Assuming that the requestor is
authorized to communicate with the target service, the
message would be forwarded to the desired service's
DProxy.

Particularly, as explained generally above
with respect to Figure 6, the dispatch server 635
receives encrypted request messages forwarded by the
DMZ Web servers (shown with dispatch server) and
dispatches them to the appropriate server proxies. The
messages are decrypted, and the wrappers are examined,
revealing the user and the target middle-tier service
for the request. A first-level validation is
performed, making sure that the user is entitled to
communicate with the desired service. The user's
entitlements in this regard are fetched by the dispatch
server from StarOE server 660 at logon time and cached.

Assuming that the requestor is authorized to

- communicate with the target service, the message is
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then forwarded to the desired service's proxy, which,
in accordance with the principles described herein, is
the event monitor service proxy 640 corresponding to
the event monitor server 650. This Proxy process
further performs: a validation process for examining
incoming requests and confirming that they include
validly formatted messages for the service with
acceptable parameters; a translation process for
translating a message into the database gquery message
or networking protocol; and, a management process for
managing the communication of the specific customer
request with the middle-tier server to actually get the
request serviced. Data returned from the “networkMCI
Interact”’s server is translated back to client format,
if necessary, and returned to the dispatch server as a
response to the request.

Figures 1l(a) and 11(b) are schematic
illustrations showing the message format passed between
the Dispatcher 635 and the application specific proxy
(Figure 11(a)) and the message format passed between
the application specific proxy back to the Dispatcher
635 (Figure 11(b)). As shown in Figure 11l(a), all
messages between the dispatcher and the proxies, in
both directions, begin with a common header 1660 to
allow leverage of common code for processing the
messages. A first portion of the header includes the
protocol version 1665 which may comprise a byte of data
for identifying version control for the protocol, i.e.,
the message format itself, and is intended to prevent
undesired mismatches in versions of the dispatcher and
proxies. The next portion includes the message length
1670 which, preferably, is a 32-bit integer providing
the total length of the message including all headers.
Next is the echo/ping flag portion 1672 that is
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intended to support a connectivity test for the
dispatcher-proxy connection. For example, when this
flag is non-zero, the proxy immediately replies with an
echo of the supplied header. There should be no
attempt to connect to processes outside the proxy, e.g.
the back-end application services. The next portion
indicates the Session key 1675 which is the unique
session key or “cookie” returned by the Web browser and
used to uniquely identify the session at the browser.
As described above, since the communications middleware
is capable of supporting four types of transport
mechanisms, the next portion of the common protocol
header indicates the message type/mechanism 1680 which
may be one of four values indicating one of the
following four message mechanisms and types:

1) Synchronous transaction, e.g., a binary 0; 2)
Asynchronous request, e.g., a binary 1; 3) Asynchronous
poll/reply, e.g., a binary 2; 4) bulk transfer, e.g., a
binary 3.

Additionally, the common protocol header
section includes an indication of dispatcher-assigned
serial number 1685 that is unique across all dispatcher
processes and needs to be coordinated across processes
(like the Web cookie (see above)), and, further, is
used to allow for failover and process migration and
enable multiplexing control between the proxies and
dispatcher, if desired. A field 1690 indicates the
status is unused in the request header but is used in
the response header to indicate the success or failure
of the requested transaction. More complete error data
will be included in the specific error message
returned. The status field 1690 is included to
maintain consistency between requests and replies. As

shown in Figure 10, the proxy specific messages 1695
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may be metadata message requests from a Report
Requestor client (not shown). Likewise, the DProxy
specific responses are metadata response messages 1610
again, capable of being transmitted via a synch, asynch
or bulk transfer transport mechanism.

It should be understood that the application
server proxies may either reside on the dispatch server
635 itself, or preferably, on the middle-tier
application server, i.e., the dispatcher front-end code
is able to locate proxies resident on other servers.

As mentioned, each back-end service has a
proxy process with three responsibilities: validate,
translate, communicate. Validation includes of parsing
incoming requests, analyzing them, and confirming that
they include validly formatted messages for the service
with acceptable parameters. If necessary, the message
is translated into an underlying message or networking
protocol. If no errors in the message are found, the
proxy then manages the communication with the
middle-tier server to actually get the request
serviced. The application proxy supports application
specific translation and communication with the
back-end application server for both the Web Server
(java applet originated) messages and application
server messages.

Proxy functions and utilities provided
include enabling multithreaded proxy functionality in
order that the proxies may service multiple clients
simultaneously. The logic flow diagram illustrating
the multithreading functionality is shown in Figures
12 (a)-12(c).

Specifically, as shown in Figure 12(a), step
902, a proxy listener socket on a middle-tier server,

e.g., event monitor server, is first initialized. A
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proxy signal handler is invoked at step 904 to wait for
a connection signal from the dispatcher server, as
indicated at step 905. At step 908, a determination is
made as to whether the proxy has accepted a connection
request from the dispatcher. If the proxy could not
accept the connection, a SignalHandler Routine is
invoked as indicated at step 909 and described with
reference to Figure 12(b). If the proxy accepts the
connection, a child process is instantiated as
indicated at step 910. A determination is next made at
step 911 to determine if the forked process was
successful. If the forked process was successful, then
a check is made at step 912 to determine if the child
process was created for that session. If the child
process was created, then the child process is invoked
at step 915 as described with reference to Figure
12(c). If the child process was not created, a
determination is made at step 916 to determine whether
the parent proxy process is still executing. If the
parent is still executing, then the current
conversation socket is closed, as indicated at step
918, and the process returns to step 905. If the
parent is not alive, then an error handler routine is
invoked at step 920, and the process returns to step
905.

Returning back to step 908, if the proxy
could not accept a connection request, the Signal
Handler routine which described with reference to
Figure 12(b), is invoked. As shown at step 922, the
SignalHandler routine first blocks all signals except
the current signal. Then at step 922 a determination
is made at step 924 as to whether the received
(current) signal is equal to the SIGBUS indicating a

bus failure. If the received signal is not equal to
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SIGBUS, then a determination is made at step 926 as to
whether the received signal is equal to the SIGQUIT.
If the received signal is not equal to SIGQUIT, then a
determination is made at step 928 as to whether the
received signal is equal to the SIGCHLD. If the
received signal is not equal to SIGCHLD, then a
determination is made at step 930 as to whether a
signal is pending.

If, at step 924, it is determined that the
received signal is equal to SIGBUS, then a SIGQUIT
signal indicating that the process should exit, 1is
generated at step 932, and the process returns to step
930. If, at step 926, it is determined that the
received signal is equal to SIGQUIT, then a SignalExit
process is invoked to exit as indicated at step 934,
and the process returns to step 930. If, at step 928,
it is determined that the received signal is equal to
SIGCHLD, then a CleanupChild process is invoked to
clear and reinitialize the child process procedures and
terminate the child process as indicated at step 936,
and the process returns to step 930. If none of these
signals were generated and no signals are pending, then
at step 935 all signals are restored and the process
returns to step 905, Figure 12(a).

If it is determined that a signal is pending
at step 930, then the process proceeds to step 944. At
step 944, a determination is made as to whether the
received signal is equal to the SIGBUS indicating bus
error. If the received signal is not equal to SIGBUS,
then a determination is made at step 946 as to whether
the received signal is equal to the SIGQUIT. If the
received signal is not equal to SIGQUIT, then a
determination is made at step 948 as to whether the
received signal is equal to the SIGCHLD. If the

QUBSTITUTESHEET (RULE29)



10

15

20

25

30

WO 99/15950 PCT/US98/20156

-53-

received signal is not equal to SIGCHLD, then the
process proceeds to step 935 where all signals are
restored and the process returns to step 905, Figure
12 (a).

If, at step 944, it is determined that the
received signal is equal to SIGBUS, then a SIGQUIT

signal indicating that the process should exit is

generated at step 952, and the process returns to step
935. 1If, at step 946, it is determined that the
received signal is equal to SIGQUIT, then a SignalExit
process is invoked to terminate the process as
indicated at step 954, and the process returns to step
935. TIf, at step 948, it is determined that the
received signal is equal to SIGCHLD, then a
CleanupChild process is invoked to clear and
reinitialize the child process local data and procedure
as indicated at step 956, and the process returns to
step 935. If none of these signals were generated all
signals are restored at step 935 and the process
returns to step 905, Figure 12(a).

Referring back to Figure 12(a), the client
request is processed by the forked child process as
indicated at step 915. This procedure is described
with reference to Figure 12(c) where, at step 960, the
proxy header is received from the dispatcher. If the
header does not conform to the protocol, then at step
964, an error handling routine is invoked, and the
socket connection to the dispatcher is closed, as
indicated at step 968, and the process terminates by
returning at step 969 to the invoking procedure (Figure
12(a)). If the header conforms to the messaging
protocol as determined at step 962, then a validation
step is performed at step 965 wherein a connection to

the Web server cookie jar is implemented to determine
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the validity of the current session. Next, a
determination is made at step 970 as to whether the
current session is a valid user session. If the
current session is validated, then the process proceeds
to step 975. Otherwise the process proceeds to step
968 to close the socket connection to the Dispatcher.

At step 975, Figure 12(c), the proxy
application receives the metadata message. At step
976, a determination is made as to whether the process
proxy application failed. If the proxy process failed,
the program handles the error as indicated at step 978.
If there is no error, the proxy application inputs
processed data from the meta data descriptions as
indicated at step 980, and sends back the proxy header
to the Dispatcher based on the transaction type, as
indicated at step 983.

A determination is made at step 985 as to
whether an error occurs when sending the proxy header.
If an error occurs, the program handles the error as
indicated at step 987 and closes the socket connection
to the dispatcher server as indicated at step 995.
Otherwise, as indicated at step 990, the proxy data
obtained from the proxy application is sent to the
dispatcher in accordance with the specified transaction
mechanism. A determination is made at step 992 as to
whether an error occurs when sending the proxy data
back to the dispatcher server. If an error occurs, the
program handles the error as indicated at step 978 and
closes the socket connection to the dispatcher as
indicated at step 995. If the transmission is
successful, the socket connection to the dispatcher
server closes, as indicated at step 995 and the process
returns to step 905, Figure 12(a), to await the next
proxy connection request.
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Outgoing (server-to-client) communications
follow the reverse route, i.e., the proxies feed
responses to the decode/dispatch server, which encrypts
the client-bound messages and communicates them to the
DMZ Web servers over the socket connection. The Web
servers forwards the information to the client using
SSL. The logical message format returned to the client
from the middle tier service is shown as follows:

|| TCP/IP || encryption || http || web response I
dispatcher response || proxy-specific response ||
where “||” separates a logical protocol level, and

protocols nested from left to right.

As described above, the Event Monitor
application is an objected oriented application
implemented in a client server architecture. The Proxy
(Figure 6 at 640) servers have a paired client side
stub implementation used to initiate browser reguests
and receive server responses. The proxy servers and
client side stub implementations share common
interfaces. These interfaces describe the methods that
are valid for a particular proxy server.

In general, Event Monitor proxy (Figure 6 at
640) servers 1) invoke methods received when their
corresponding client side stub method is invoked by the
browser 630 and; 2) return responses for the requesting
client side stub method, if required.

In particular, the Event Monitor Server DProxy
640 is a process with multiple interfaces to the Event
Monitor Web server database and GUI 630, each interface
providing method signatures for a series of discrete
services via specific Java methods. These

interface/method combinations include: 1)
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HSAlarmServerInterface which provides SNMP alarm
functionality via la) getAlarmList method; 1b)
recordAlarm method; and 1lc) clearAlarm method. 2)
HSMapServerInterface which provides graphical
configuration mapping functionality via 2a)
getSwitchLocations method; 2b) getAccessCircuits
method; and 2c) getPVCList method; 3)
HSReportServerInterface which provides report
management and delivery functionality via 3a) getReport
method; 3)b getReportList method; 3c) getInboxReports
method; and 3d) setReportGeneration method; 4)
HSServerInterface which provides Broadband Web server
access functionality via 4a) logon method; 5)
HSSnmpServerInterface which provides SNMP Get/Set
functionality via 5a) getSnmpCategories method; 5b)
getPVCList method; 5c) getCircuitList method; 5d)
setAttribute method; and 5e) getAttribute method; 6)
HSUtilityServerInterface which provides the interface
for all other browser functionality via 6a)
getLevelOfService method; 6b) getHelpDeskNumber method;
6c) getCircuitLocation method; 6d) setCircuitLocation
method; 6e) getServiceType method; and 6f)
getMessageCenterText method; 7)
HSEMReportServerInterface which provides an interface
to the features available in the Event Monitor database
via 7a) changeReportName method; 7b) createReport
method; 7c) deleteReport method; 7d) getAlarms method;
7e) getAlarmTypes method; 7f) getCorpIDList method; 79)
getDALGroups method; 7h) getDataCircuits method; 7I)
getFacilities method; 7j) getReport method; 7k)
getReportCategories method; 71) getReportList method;
7m) getServiceTypes method; 7n) getVoiceCircuits
method; and 70) updateReport method.
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Each server side method 1) performs a
specific back-end function. It may also, 2) return an
object, or basic type (int, float, etc.) to the
invoking client side stub. Most methods generally
perform back-end database updates, keyed by values as
documented below. Object returning methods return
either 1) a single object made up of string values as
documented below or 2) vector objects, including lists.
The vector objects are variable byte streams and are
essentially objects that are containers for a group of
related‘objects. Every server side method has the
ability of throwing error exceptions, in lieu of
generated return codes.

The interface / method combinations mentioned
above are herein described:

1) HSAlarmServerInterface

la) getAlarmList method which returns a vector of
alarms to the customer browser in format
public Vector
getAlarmList () .
throws HSException, IOException;

1b) recordAlarm method which writes an intercepted
alarm to the Broadband database in format
public void
recordAlarm

(

String alarmType_,

String interfaceID_,

int alarmID_,

String timeStamp_,

int severityLevel ,

String alarmText__

) throws HSException, IOException;

lc) clearAlarm method which deletes an alarm from the
Broadband database in format

public void
clearAlarm
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(

String alarmType |,
String interfaceID_,
int alarmID_,

String timeStamp__

) throws HSException, IOException;

2) HSMapServerInterface

2a) getSwitchLocations method which returns vector
HSSwitchLocation, a list of switch locations, to the

customer browser in format
public Vector
getSwitchLocations ()
throws HSException, IOException;

2b) getAccessCircuits method which returns vector
HSAccessCircuit, a list of access circuits, to the

customer browser in format
public Vector
getAccessCircuits ()
throws HSException, IOException;

2c) getPVCList method which returns vector<HSPVC>,
(permanent virtual circuit), to the customer browser in

format
public Vector
getPVCList ()
throws HSException, IOException;

3) HSReportServerlInterface

3a) getReport method which returns object HSReport to

the customer browser in format
public HSReport

getReport
(
int reportID_,
int reportType_,
int scheduleType_ ,
GregorianCalendar date
)

throws HSException, IOException

3b) getReportList method which returns
vector<HSReport>, a list of valid report types,
customer browser in format
public Vector
getReportList ()

&UBSTITUTE SHEET (RULEES)
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throws HSException, IOException

3c) getInboxReports method which returns
vector<HSReport>, a list of reports available in the
customer’s Inbox, to the customer browser in format

public Vector

getInboxReports ()

throws HSException, IOException;

3d) setReportGeneration method which returns Boolean
value to the customer browser after updating the
Broadband database in format
public boolean
setReportGeneration
(
int reportID_,
int reportType_,
int scheduleType_,
boolean generateReports_
)

throws HSException, IOException;

4) HSServerInterface

4a) logon method which returns a Boolean value to the
customer browser after authenticating customer access
in format
public boolean
logon
(
String password
)

throws HSException, IOException;

5) HSSnmpServerInterface

5a) getSnmpCategories method which returns
vector<HSSnmpCategory>, a list of SNMP performance
variables, to the customer browser in format

public Vector

getSnmpCategories ()

throws HSException, IOException;

5b) getPVCList method which returns vector< String >,
each String a PVC number, to the customer browser in
format
public Vector
getPVCList ()
throws HSException, IOException;
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5¢) getCircuitlList method which returns vector< String
>, each String a Circuit ID, to the customer browser in
format
public vector
getCircuitList ()
throws HSException, IOException;

5d) setAttribute method which updates the an SNMP
variable in the Broadband databasesets in format
public void
setAttribute
(
String attribute_,
String attributevalue_,
int type_,
String typeValue_
) throws HSException, IOException;

5e) getAttribute method which returns object <String>,
the string being and SNMP attribute name, to the
customer browser in format
public String
getAttribute
(
String category_,
String attribute_,
int type_,
String typevValue
) throws HSException, IOException;

6) HSUtilityServerInterface

6a) getLevelOfService method which returns object
HSUtilityServicelLevel,a level of service value, to the
customer browser in format

public HSUtilityServiceLevel

getLevelOfService ()

throws HSException, IOException

6b) getHelpDeskNumber method which returns object
<String>, the string being a customer service contact
phone number, to the customer browser in format

public String

getHelpDeskNumber ()

throws HSException, IOException;
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6c) getCircuitLocation method which returns vector
<String>, each string a circuit location ID, to the
customer browser in format

public Vector

getCircuitLocation ()

throws HSException, IOException;

6d) setCircuitLocation method which returns a boolean
value to the customer browser after updating circuit
location values in the Broadband database in format
public boolean
setCircuitLocation
(
String circuitID_,
String circuitLocation_
)
throws HSException, IOException;

6e) getServiceType method which returns object
HSServiceType,a broadband service type (Frame Relay or
SMDS) identifier, to the customer browser in format
public HSServiceType .
getServiceType ()
throws HSException, IOExXception;

6f) getMessageCenterText method which returns object
<String> the string being a textual string value, to
the customer browser in format

public String

getMessageCenterText ()

throws HSException, IOException; format

7) HSEMReportServerInterface

7a) changeReportName method which updates a report in
the Event Monitor database in format
public HSEMReport
reportName ()
throws HSException, IOException; format

7b) createReport method which creates a new report
entry in the Event Monitor database in format
public HSEMReport
reportName ()
throws HSException, IOException; format

7c) deleteReport method which remove a report from the
Event Monitor database in format
public void
deleteReport
(
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String reportName
)

throws HSException, IOException;

7d) getAlarms method which returns vector <String>,
each string an Event Monitor alarm, to the customer
browser in format
public Vector
getAlarms ()
throws HSException, IOException;

7e) getAlarmTypes method which returns vector <
HSEMAlarmTypes>, an Event Monitor alarm type, to the
customer browser in format
public HSEMAlarmTypes
getAlarmTypes ()
throws HSException, IOException;

7f) getCorpIDList method which returns vector <String>,
each string an Event Monitor customer’s list of Corp
IDs, to the customer browser in format
public Vector
getCorpIDList ()
throws HSException, IOException;

7g) getDALGroups method which returns vector <
HSEMDALGroup >, an Event Monitor customer’s list of
provisioned DAL Groups, to the customer browser in
format

public HSEMDALGroup
getDALGroups ()
throws HSException, IOException;

7h) getDataCircuits method which returns vector
<HSEMDataCircuit>, an Event Monitor customer’s list of
provisioned data circuits, to the customer browser in
format
public HSEMDataCircuit
getDataCircuits ()
throws HSException, IOException;

7i) getFacilities method which returns vector <
HSEMFacility >, an Event Monitor customer’s list of
provisioned facilities, to the customer browser in
format
public HSEMFacility
getFacilities ()
throws HSException, IOException;
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7j) getReport method which returns vector <
HSEMReportResult>, a result set satisfying the report
requests parameters, to the customer’s browser in
format
public HSEMReportResult
getReport ()
throws HSException, IOException;

7k) getReportCategories method which returns vector
<HSEMReportCategory>, a list of report categories
available to the customer, to the browser in format
public HSEMReportCategory
getReportCategories ()
throws HSException, IOException;

71) getReportList method which returns vector
<HSEMReport>, a list of reports defined for a customer,
to the customer browser in format
public HSEMReport
getReportList ()
throws HSException, IOException;

7m) getServiceTypes method which returns vector
<String>, each string being a list of service type
names available to this customer for the given report
category, to the customer browser in format
public Vector
get ServiceTypes ()
throws HSException, IOException;

7n) getVoiceCircuits method which return vector
<HSEMVoiceCircuits>, a list of the customers
provisioned voice circuits, to the customer browser in
format
public HSEMVoiceCircuits
getVoiceCircuitr()
throws HSException, IOException;

70) updateReport method which updates a report criteria
entry in the Event Monitor database in format
public HSMEReport
updateReport
(

String criteria_

)

throws HSException, IOException;
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While the invention has been particularly
shown and described with respect to preferred
embodiments thereof, it will be understood by those
skilled in the art that the foregoing and other changes
in form and details may be made therein without

departing from the spirit and scope of the invention.
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CLAIMS

Having thus described our invention, what we claim as

new, and desire to secure by Letters Patent is:

1. A Web-based event monitoring system for
communicating information relating to voice and data
network from an enterprise to a customer at a client
workstation, the system comprising:

’ a client browser application located at
the client workstation for enabling interactive Web-
based communications with the event monitoring system
and providing an integrated interface to the
enterprise;

a device for deriving performance alarms
based on performance statistics collected on the
performance of the voice and data network;

a server device for receiving and
storing the performance statistics and the derived
alarms from the device for deriving; and

a presentation device for enabling the
customer to define and display reports associated with
the derived alarms and the performance statistics at
the client workstation, the presentation device further
receiving the alarms as they are derived from the
server device and presenting the alarms to the customer
at the client workstation,

wherein the customer is enabled to
receive and view the alarms and the performance
statistics relating to the voice and data network to
which the customer has subscribed, at the client

workstation via the integrated interface.
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2. The system as claimed in claim 1, wherein
the presentation device further notifies the customer
according to a predetermined user notification protocol

when the alarms are received from the server device.

3. The system as claimed in claim 2, wherein
the user notification protocol includes notification

via paging.

4. The system as claimed in claim 2, wherein
the user notification protocol includes notification
via e-mail.

5. The system as claimed in claim 2, wherein
the user notification protocol includes notification

via fax.

6. The system as claimed in claim 1, wherein
the server device polls the presentation device to
deliver the derived alarms via the integrated

interface.

7. The system as claimed in claim 1, wherein
the presentation device further allows customers to
define and enter via the integrated interface, network
performance thresholds specifying reporting of specific
network behavior, wherein the network alarms and
performance statistics are filtered according to the
customer-defined threshold and presented to the
customer at the client workstation.

8. The system as claimed in claim 1, wherein

the presentation device further allows the customer to
define and enter via the integrated interface
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troubleshooting procedures for specific alarms or

circuits pertaining to the voice and data network.

9. The system as claimed in claim 8, wherein
the systems further comprises a device for
automatically launching the trouble shooting procedure
when the customer receives and acknowledges the alarm

associated with the trouble shooting procedure.

10. The system as claimed in claim 1,
wherein the voice and data network includes voice grade

circuits.

11. The system as claimed in claim 1,
wherein the voice and data network includes point-to-
point private lines.

12. The system as claimed in claim 1,
wherein the data includes ISDN lines.

13. The system as claimed in claim 1,
wherein the performance statistics includes data
relating to switched network throughput.

14. The system as claimed in claim 1,
wherein the performance statistics includes data
relating to switched network latency.

15. The system as claimed in claim 1,
wherein the client browser application is initiated in

a Web browser.

16. The system as claimed in claim 1,

wherein the presentation device further includes a
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graphical user interface and may be launched directly
from the client browser application.

17. The system as claimed in claim 1,
wherein the presentation device further includes a
graphical user interface and may be launched directly
from a Web browser window.

18. The system as claimed in claim 1,
wherein the system further includes a report viewer
device for enabling display of reports in accordance
with customer input, the customer input indicating
reporting views selected from graphical, tabular, and
spreadsheet views.

19. The system as claimed in claim 18,
wherein the report viewer device further enables

simultaneous multiple graph reporting views.

20. The system as claimed in claim 19,
wherein the graphical view includes a drill down view
within a customer’s premise equipment for viewing a
breakdown. of the customer’s equipment, the breakdown

including individual channels within each circuit.

21. A method for communicating information
relating to a customer’s voice and data network from an
enterprise to a customer via an integrated Web-based
interface, the method comprising:

providing a client browser application
located at a client workstation for enabling
interactive Web-based communications between the
customer and the integrated interface;
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receiving and storing at the enterprise,
the performance statistics collected from the voice and
data network;
' calculating and deriving alarms from the
performance statistics based on predefined thresholds;
presenting the derived alarms to the
customer at the client workstation.

22. The method according to claim 21,
wherein the method further comprises enabling the
customer at the client workstation to define and modify
the predefined thresholds via the client browser

application.

23. The method according to claim 21,
wherein the method further comprises presenting to the
customer at the client workstation customized reports
based on the performance statistics collected from the

voice and data network in near real-time.

24. The method according to claim 21,
wherein the method further comprises notifying
customers via paging service when the alarms are

received.

25. The method according to claim 21,
wherein the method further comprises notifying

customers via fax service when the alarms are received.
26. The method according to claim 21,

wherein the method further comprises notifying

customers via e-mail when the alarms are received.
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27. The method according to claim 21,
wherein the method further comprises launching a
trouble shooting procedure associated with the alarm
when the customer acknowledges the alarm presented at
the client workstation.

28. The method according to claim 27,
wherein the method further comprises enabling the
customer to define the trouble shooting procedure

associated with an alarm.
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