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(57) A data access processing method and appara-
tus, the method comprising: copying a kernel code and
a global descriptor table on a memory of each of nodes
respectively (101); making base addresses of kernel
code segments on the respective nodes in the global
descriptor table respectively point to linear addresses of
the kernel code corresponding to the respective nodes
based on a virtual address of the kernel code (102); and
recording a mapping relation between the linear address-
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es of the kernel code corresponding to the respective
nodes and physical addresses of the respective nodes
in a kernel page table respectively, to enable a process
to access the kernel code locally in the respective nodes
(103). The apparatus comprises a copying module (401),
a modifying module (402) and a recording module (403).
The method and apparatus can avoid frequently modify-
ing the contents of the page table when the process mi-
grates among the nodes, thereby improving system per-
formance.
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Description
FIELD OF THE INVENTION

[0001] The embodiments of the present invention re-
late to communication technologies, and more specifi-
cally to a data access processing method and apparatus.

BACKGROUND OF THE INVENTION

[0002] Non Uniform Memory Access Architecture
(hereinafter briefly referred to as NUMA) can satisfy de-
mands for high performance computation based on its
advantage of scalability, and has increasingly wide ap-
plications on medium and high end servers. However,
NUMA remote-end access delay is a bottleneck in im-
proving system performance, and especially in the case
of multiple kernels and heavy kernels, there are numer-
ous nodes and the remote-end access delay willincrease
as the number of nodes increases. With respect to data
frequently accessed by the system, such as kernel code
and kernel read-only data, normally only one copy of the
data is stored in a system, and when a process running
at a remote end needs to be switched to the kernel, the
remote-end access delay will become one of the key fac-
tors that influence the performance.

[0003] In order to solve the aforementioned problem
of remote-end access delay, in the prior art, a copy of a
kernel code is saved in each of the nodes so that an
access to the kernel code becomes an access to a local
memory, wherein a paging technology implementation
mechanism is employed to map a same linear address
to different physical addresses and record the mapping
relation on the respective nodes in respective kernel
page tables. Once there is a process running on a node,
a kernel page table portion on the node will be synchro-
nized to a page table of the process, thereby enabling
the process accessing the local kernel code and read-
only data.

[0004] However, when making the present invention,
the inventors find that the prior art has at least the follow-
ing drawbacks: since the process needs to be synchro-
nized with the kernel page tables on the respective
nodes, when the process migrates among the nodes, the
contents of its page table needs to be frequently modified,
thereby influencing the system performance.

SUMMARY OF THE INVENTION

[0005] The embodiments of the present invention pro-
vide a data access processing method and apparatus
which implement multiple copies of a kernel by using a
segmentation technology, to avoid frequently modifying
contents of a page table when a process migrates among
nodes, thereby improving system performance.

[0006] Inordertoachieve the above-mentioned object,
the embodiments of the present invention provide a data
access processing method, comprising:
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copying a kernel code and a Global Descriptor Table
(GDT) on a memory of each of nodes respectively;
making base addresses of kernel code segments on
the respective nodes in the global descriptor table
respectively point to linear addresses of the kernel
code corresponding to the respective nodes based
on a virtual address of the kernel code; and
recording a mapping relation between the linear ad-
dresses of the kernel code corresponding to the re-
spective nodes and physical addresses of the re-
spective nodes in a kernel page table respectively,
to enable a process to access the kernel code locally
in the respective nodes.

[0007] The embodiments of the present invention pro-
vide a data access processing apparatus, comprising:

a copying module for copying a kernel code and a
global descriptor table on a memory of each of nodes
respectively;

a modifying module for making base addresses of
kernel code segments on the respective nodes in
the global descriptor table respectively point to linear
addresses of the kernel code corresponding to the
respective nodes based on a virtual address of the
kernel code; and

a recording module for recording a mapping relation
between the linear addresses of the kernel code cor-
responding to the respective nodes and physical ad-
dresses of the respective nodes in a kernel page
table respectively, to enable a process to access the
kernel code locally in the respective nodes.

[0008] The present embodiments provide a data ac-
cess processing method and apparatus, which copy a
kernel code and a GDT on each of the nodes, modify
base addresses of the kernel code segments on the re-
spective nodes in the GDT to different linear addresses,
and write a mapping relation between the linear address-
es and physical addresses of the nodes in a kernel page
table, to enable a process to access the kernel code lo-
cally in the respective nodes; the present embodiments
realize multiple copies of the kernel using the segmen-
tation technology, and when the process accesses the
kernel code, the embodiments can directly obtain differ-
entlinear addresses according to the contents of the GDT
on the nodes, which are in turn mapped to different phys-
ical addresses based on the paging mechanism, without
the necessity of synchronizing the kernel page tables on
the nodes and the page table of the process, so as to
avoid frequently modifying the contents of the page table
when the process migrates among the nodes, thereby
improving system performance.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] In order to illustrate more clearly the embodi-
ments of the present invention or the technical solutions
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in the prior art, a brief introduction to the accompanying
drawings necessary for the description of the embodi-
ments or the prior art will be given below. Apparently, the
accompanying drawings described below illustrate some
embodiments of the present invention, and a person
skilled in the art can obtain further drawings based on
these accompanying drawings without creative efforts.

FIG. 1 is a flowchart of Embodiment 1 of a data ac-
cess processing method of the present invention;
FIG. 2 is a flowchart of Embodiment 2 of the data
access processing method of the present invention;
FIG. 3 is a schematic diagram illustrating the imple-
mentation of multiple copies of a kernel code using
a segmentation technology in Embodiment 2 of the
data access processing method of the present in-
vention;

FIG. 4 is a structural diagram of Embodiment 1 of a
data access processing apparatus of the present in-
vention; and

FIG. 5 is a structural diagram of Embodiment 2 of
the data access processing apparatus of the present
invention.

DETAILED DESCRIPTION OF THE EMBODIMENTS

[0010] Inorderto make the objects, technical solutions
and advantages of the embodiments of the present in-
vention clearer, the technical solutions in the embodi-
ments of the present invention will be described below
with reference to the accompanying drawings of the em-
bodiments of the present invention in a clear and com-
plete way. Obviously, the embodiments described are a
part of the embodiments of the present invention but not
all the embodiments. All other embodiments obtained by
a person skilled in the art based on the embodiments of
the present invention without paying creative efforts will
fall within the scope of the present invention.

[0011] FIG. 1is a flowchart of Embodiment 1 of a data
access processing method of the present invention. As
showninFIG. 1, the presentembodiment provides a data
access processing method, which may specifically com-
prise the following steps.

[0012] Step 101: Copying a kernel code and a Global
Descriptor Table (GDT) on a memory of each of nodes
respectively.

[0013] Regarding a kernel code that is frequently ac-
cessed by the system, in order to enable an access to
the kernel code by a process running at a remote end
and eliminate remote-end access delay, firstly an appli-
cation is made for a memory on each of the nodes, and
the kernel code is copied on the memory of each of the
nodes, so that a copy of the kernel code is saved on each
of the nodes. Moreover, in the present embodiment, a
Global Descriptor Table (hereinafter briefly referred to as
GDT) is copied on each of the nodes, respectively, the
GDT having recorded therein base addresses of kernel
code segments on the respective nodes (the base ad-

10

15

20

25

30

35

40

45

50

55

dresses of the kernel code segments here represent rel-
ative offsets of the locations in the GDT of the kernel
codes on the respective nodes), that is, the GDT saves
relevant address information of the kernel code on all the
nodes.

[0014] Step 102: Making base addresses of kernel
code segments on the respective nodes in the global
descriptor table respectively point to linear addresses of
the kernel code corresponding to the respective nodes
based on a virtual address of the kernel code.

[0015] After completing the copying of the kernel code
and the GDT on the respective nodes, the base address-
es of the kernel code segments in the GDT of the respec-
tive node are respectively modified. Specifically, based
on avirtual address of the kernel code, the base address-
es of the kernel code segments on the respective nodes
in the GDT are respectively made to point to linear ad-
dresses of the kernel code corresponding to the respec-
tive nodes. Here, the linear addresses of the kernel code
corresponding to the respective nodes may be generated
based on the virtual address of the kernel code and the
base addresses of the kernel code segments on the re-
spective nodes. Since the base addresses of the kernel
code segments on the respective nodes differ from each
other, different linear addresses are generated. In this
step, the virtual address of the kernel code is mapped to
different linear addresses, and the base addresses of the
kernel code segments on the respective nodes in the
GDT are modified to the linear addresses. Thus, the GDT
records therein different linear addresses to which the
respective nodes correspond, that is, the address infor-
mation of the kernel code on the respective nodes is
shown in the GDT in form of segments, unlike the same
linear address in the prior art.

[0016] Step 103: Recording a mapping relation be-
tween the linear addresses of the kernel code corre-
sponding to the respective nodes and physical addresses
of the respective nodes in a kernel page table respec-
tively, to enable a process to access the kernel code lo-
cally in the respective nodes.

[0017] After obtaining different linear addresses cor-
responding to different nodes, the linear addresses of
the kernel code corresponding to the respective nodes
and physical addresses of the respective nodes are sub-
jected to a mapping process, and the mapping relation
between the linear addresses and the physical address-
es arerecorded inthe kernel page table, thereby realizing
multiple copies of the kernel, to enable the process to
access the kernel code locally in the respective nodes.

[0018] Further, the data access processing method
provided by the present embodiment may also comprise:
filing a base address of the GDT on the respective nodes
into a Global Descriptor Table Register (hereinafter brief-
ly referred to as GDTR) in the respective nodes respec-
tively. After copying the GDT on the memory of the re-
spective nodes and mapping the base addresses of the
code segments in the GDT to different linear addresses,
the base address of the GDT of the respective nodes is
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written into the GDTR of the respective nodes, for acqui-
sition and use in a subsequent data access.

[0019] The present embodiment provides a data ac-
cess processing method, which copies a kernel code and
a GDT on each of the nodes, modifies base addresses
of the kernel code segments on the respective nodes in
the GDT to different linear addresses, and writes a map-
ping relation between the linear addresses and physical
addresses of the nodes in a kernel page table, to enable
a process to access the kernel code locally in the respec-
tive nodes; the present embodiment realizes multiple
copies of the kernel using the segmentation technology,
and when the process accesses the kernel code, the em-
bodiment can directly obtain different linear addresses
according to the contents of the GDT on the nodes, which
are in turn mapped to different physical addresses based
on the paging mechanism, without the necessity of syn-
chronizing the kernel page table on the nodes and the
page table of the process, so as to avoid frequently mod-
ifying the contents of the page table when the process
migrates among the nodes, thereby improving system
performance.

[0020] FIG.2is aflowchart of Embodiment 2 of a data
access processing method of the present invention. As
shownin FIG. 2, this embodiment provides a data access
processing method, which may specifically comprise the
following steps.

[0021] At step 201, a Centre Processing Unit (herein-
after briefly referred to as CPU) is started to perform in-
itialization of the entire system.

[0022] Atstep 202, itisjudged whether a current node
has realized multiple copies of the kernel, and if yes, step
206 is executed; otherwise, step 203 is executed.
[0023] Inthe presentembodiment, when realizing mul-
tiple copies of the kernel, initialization of multiple copies
of the kernel is performed for the respective nodes se-
quentially. At this step, itis judged whether a current node
has realized multiple copies of the kernel, and if yes, step
206 is executed to proceed to the initialization of multiple
copies of the kernel for the next node; otherwise, step
203 is executed and the initialization of the multiple cop-
ies of the kernel is performed on the current node.
[0024] Atstep203,akernelcode andaGDT are copied
in a memory of the current node.

[0025] Anapplicationis made foran adequate memory
on the current node, a copy of the kernel code and a copy
of the GDT are made in the newly applied memory on
the current node, and a base address of the GDT is filled
into a GDTR of the current node.

[0026] At step 204, a base address of a kernel code
segment in the GDT of the current node is modified to a
linear address of the kernel code corresponding to the
current node.

[0027] After completing the copying of the kernel code
and the GDT on the current node, the base address of
the kernel code segment in the GDT of the current node
is modified. Specifically, based on a virtual address of
the kernel code, the base address of the kernel code
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segment in the GDT of the current node is made to point
to the linear address of the kernel code corresponding
to current node. At this step, the virtual address of the
kernel code is mapped to a linear address corresponding
to the current node, and the base address of the kernel
code segmenton the current node in the GDT is modified
to the linear address.

[0028] At step 205, a mapping relation between the
linear address of the kernel code corresponding to the
current node and a physical address of the current node
is updated in a kernel page table.

[0029] After obtaining the linear address correspond-
ing to the current node, the linear address of the kernel
code corresponding to the current node and the physical
address of the current node are subjected to a mapping
process, and the mapping relation between the linear
address and the physical address is recorded in the ker-
nel page table, thereby completing initialization of multi-
ple copies of the kernel for the current node.

[0030] Atstep 206, it is judged whether a next node is
null, and if yes, the flow is ended; otherwise, the next
node is taken as the current node, and the flow returns
to execute step 202.

[0031] After completing initialization of multiple copies
of the kernel for a node, it is judged whether a next node
is null, and if the next node is null, it indicates that the
initialization of multiple copies of the kernel of the system
has been performed, and then the flow is ended. If the
next node is not null and there still exist other nodes for
which initialization of multiple copies of the kernel has
not been completed, then the next node is taken as a
current node and the flow returns to step 202. Steps 202
to 206 are repeated, until the initialization of multiple cop-
ies of the kernel for all the nodes in the system are real-
ized.

[0032] In the present embodiment, after having com-
pleted the initialization of multiple copies of the kernel for
the respective nodes in the system, it is possible for the
process to access locally the kernel code in the nodes.
Specifically, when the process accesses the kernel code
in a node, the present embodiment may further comprise
the following steps. Firstly, according to the contents of
the GDT on the node, the virtual address of the kernel
code is mapped to the linear address of the kernel code
corresponding to the node. In switching the process,
since the hardware automatically extracts from the GDT
a segment descriptor of a kernel code segment on the
node of the kernel code accessed by the process and
loads it into a code segment register, when the process
accesses the code on the node, the virtual address of
the kernel code can be directly mapped to the linear ad-
dress corresponding to the node in accordance with the
content of the GDT on the node. Next, after obtaining the
linear address of the kernel code corresponding to the
node, the mapping relation between the linear address
and the physical address is looked up in the kernel page
table, and the physical address corresponding to the lin-
ear address is obtained. Still next, the kernel code on the
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node is accessed in accordance with the physical ad-
dress. After obtaining the local physical address of the
kernel code in the node, the process can directly access
the kernel code on the node according to the physical
address.

[0033] FIG. 3 is a schematic diagram illustrating the
implementation of multiple copies of a kernel code using
a segmentation technology in Embodiment 2 of the data
access processing method of the present invention. As
shownin FIG. 3, itis assumed that the system comprises
a total of n+1 nodes, i.e., node 0, node 1, ..., and node
n. In the present embodiment, a kernel code and a GDT
are respectively copied on a memory of the above-men-
tioned n+1 nodes, a base address of the GDT is recorded
in a GDTR in the respective nodes, and a base address
of akernel code segmentin respective GDTs is modified,
which, as can be seen from FIG. 3, is respectively made
to point to different linear addresses, thereby realizing
segmentation of the linear address. Subsequently, a lin-
ear address of the kernel code on a certain node can be
obtained according to a virtual address of the code and
the GDT. A mapping relation between the linear address-
es corresponding to the respective nodes and physical
addresses of the nodes is written into a kernel page table,
and subsequently, by looking up the mapping relation, it
is possible to obtain the physical address corresponding
tothe linear address. The kernel code saved in a memory
of the node can be accessed according to the physical
address.

[0034] Further,whenaninterruptapplication accesses
a kernel code on a node, the present embodiment may
further comprise the following steps. Firstly, an interrupt
vector corresponding to the interrupt application is looked
upinaninterruptvectortable, theinterruptvector carrying
a segment descriptor of the kernel code in the GDT on
the node. When the interrupt application accesses the
kernel code on a certain node, the system firstly looks
up an interrupt vector corresponding to the interrupt ap-
plication in an interrupt vector table, the interrupt vector
containing a segment descriptor of a kernel code seg-
mentinthe GDT, thatis, the interrupt vector automatically
pointing to the segment descriptor of the kernel code seg-
mentinthelocal node. Next, alinear address of the kernel
code corresponding to the node is obtained according to
a segment descriptor of the kernel code in the GDT on
the node. Still next, after obtaining the linear address of
the kernel code corresponding to the node, a mapping
relation between the linear address and the physical ad-
dress is looked up in a kernel page table to obtain the
physical address correspond to the linear address. Fi-
nally, the kernel code on the node is accessed in accord-
ance with the physical address. After obtaining the local
physical address of the kernel code in the node, it is pos-
sible to enable the interrupt application to directly access
the kernel code on the node according to the physical
address.

[0035] The present embodiment provides a data ac-
cess processing method, which copies a kernel code and
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a GDT on each of the nodes, modifies base addresses
of the kernel code segments on the respective nodes in
the GDT to different linear addresses, and writes a map-
ping relation between the linear addresses and physical
addresses of the nodes in a kernel page table, to enable
a process to access the kernel code locally in the respec-
tive nodes; the present embodiment realizes multiple
copies of the kernel using the segmentation technology,
and when the process accesses the kernel code, the em-
bodiment can directly obtain different linear addresses
according to the contents of the GDT on the nodes, which
are in turn mapped to different physical addresses based
on the paging mechanism, without the necessity of syn-
chronizing the kernel page table on the nodes and the
page table of the process, so as to avoid frequently mod-
ifying the contents of the page table when the process
migrates among the nodes, thereby improving system
performance.

[0036] A person skilled in the art can understand that
all or part of the steps for carrying out the embodiments
of the above method can be performed by program in-
struction related hardware, and the said program can be
stored in a computer readable storage medium, and
when being executed, the program executes the steps
of the above embodiments of the method; and the said
storage medium comprises various mediums that can
store program code, such as a ROM, a RAM, a magnetic
disk or an optical disk.

[0037] FIG. 4 is a structural diagram of Embodiment 1
of a data access processing apparatus of the present
invention. As shown in FIG. 4, the present embodiment
provides a data access processing apparatus, which can
specifically execute respective steps in above Embodi-
ment 1 of the method, the description of which is omitted
here. The data access processing apparatus provided
by the present embodiment may specifically comprise a
copying module 401, a modifying module 402 and a re-
cording module 403. The copying module 401 is used
for copying a kernel code and a GDT on a memory of
each of nodes respectively. The modifying module 402
is used for making base addresses of kernel code seg-
ments on the respective nodes in the GDT respectively
point to linear addresses of the kernel code correspond-
ing to the respective nodes based on a virtual address
of the kernel code. The recording module 403 is used for
recording a mapping relation between the linear address-
es of the kernel code corresponding to the respective
nodes and physical addresses of the respective nodes
in a kernel page table respectively, to enable a process
to access the kernel code locally in the respective nodes.
[0038] FIG. 5 s a structural diagram of Embodiment 2
of the data access processing apparatus of the present
invention. As shown in FIG. 5, the present embodiment
provides a data access processing apparatus, which can
specifically execute respective steps in above Embodi-
ment 2 of the method, the description of which is omitted
here. The data access processing apparatus provided
by the presentembodiment, on the basis of whatis shown
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in the above FIG. 4, may further comprise a filling module
501 which is used for filling a base address of a GDT on
the respective nodesinto a GDTR of the respective nodes
respectively.

[0039] Further, the data access processing apparatus
provided by the present embodiment may further com-
prise a mapping module 502, a first obtaining module
503 and afirst accessing module 504. The mapping mod-
ule 502 is used for, when a process accesses a kernel
code on a node, mapping a virtual address of the kernel
code to alinear address of the kernel code corresponding
to the node according to the content of a GDT on the
node. The first obtaining module 503 is used for obtaining
a physical address corresponding to the linear address
of the kernel code according to a mapping relation be-
tween the linear address of the kernel code correspond-
ing to the node and the physical address of the node
recorded in the kernel page table. The first accessing
module 504 is used for accessing the kernel code on the
node according to the physical address.

[0040] Further, the data access processing apparatus
provided by the present embodiment may also comprise
a looking-up module 505, a second obtaining module
506, a third obtaining module 507 and a second access-
ing module 508. The looking-up module 505 is used for,
when an interrupt application accesses a kernel code on
a node, looking up an interrupt vector to which the inter-
rupt application corresponds from an interrupt vector ta-
ble, the interrupt vector carrying a segment descriptor of
the kernel code in a GDT on the node. The second ob-
taining module 506 is used for obtaining a linear address
of the kernel code corresponding to the node according
to the segment descriptor of the kernel code in the GDT
on the node. The third obtaining module 507 is used for
obtaining a physical address corresponding to the linear
address of the kernel code according to a mapping rela-
tion between the linear address of the kernel code cor-
responding to the node and the physical address of the
node recorded in the kernel page table. The second ac-
cessing module 508 is used for accessing the kernel code
on the node according to the physical address.

[0041] The present embodiment provides a data ac-
cess processing apparatus, which copies a kernel code
and a GDT on each of the nodes, modifies base address-
es of the kernel code segments on the respective nodes
in the GDT to different linear addresses, and writes a
mapping relation between the linear addresses and phys-
ical addresses of the nodes in a kernel page table, to
enable a process to access the kernel code locally in the
respective nodes; the present embodiment realizes mul-
tiple copies of the kernel using the segmentation tech-
nology, and when the process accesses the kernel code,
the embodiment can directly obtain different linear ad-
dresses according to the contents of the GDT on the
nodes, which are in turn mapped to different physical
addresses based on the paging mechanism, without the
necessity of synchronizing the kernel page table on the
nodes and the page table of the process, so as to avoid
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frequently modifying the contents of the page table when
the process migrates among the nodes, thereby improv-
ing system performance.

[0042] Finally, it should be noted that the above-men-
tioned embodiments are only used to illustrate the tech-
nical solutions of the presentinvention, but not a limitation
thereto. Although the present invention are described in
detail with reference to the aforementioned embodi-
ments, a person skilled in the art should understand that
it is possible to modify the technical solutions described
in the aforementioned embodiments, or to make equiv-
alent substitution for part of the technical features therein.
These modifications or substitutions will not make the
essence of the corresponding technical solutions depart
from the spirit and scope of the technical solutions in the
embodiments of the present invention.

Claims

1. Adataaccess processing method, wherein compris-
ing:

copying a kernel code and a global descriptor
table on a memory of each of nodes respective-
ly;

making base addresses of kernel code seg-
ments on the respective nodes in the global de-
scriptor table respectively point to linear ad-
dresses of the kernel code corresponding to the
respective nodes based on a virtual address of
the kernel code; and

recording a mapping relation between the linear
addresses of the kernel code corresponding to
the respective nodes and physical addresses of
the respective nodes in a kernel page table re-
spectively, to enable a process to access the
kernel code locally in the respective nodes.

2. The method according to claim 1, wherein, further
comprising:

filling a base address of the global descriptor
table in the respective nodes into a global de-
scriptor table register of the respective nodes
respectively.

3. Themethod according to claim 1 or 2, wherein, when
the process accesses the kernel code on the nodes,
the method further comprising:

mapping the virtual address of the kernel code
to the linear address of the kernel code corre-
sponding to the node according to the content
of the global descriptor table on the node;

obtaining the physical addresses corresponding
to the linear addresses of the kernel code ac-
cording to the mapping relation between the lin-
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ear addresses of the kernel code corresponding
to the node and the physical addresses of the
node recorded in the kernel page table; and
accessing the kernel code on the node accord-
ing to the physical address.

4. Themethod accordingto claim 1 or 2, wherein, when
the process accessing the kernel code on the nodes
is interrupted, the method further comprising:

looking up an interrupt vector corresponding to
the interrupt application from an interrupt vector
table, said interrupt vector carrying a segment
descriptor of the kernel code in the global de-
scriptor table on the node;

obtaining the linear addresses of the kernel code
corresponding to the nodes according to the
segment descriptor of the kernel code in the glo-
bal descriptor table on the nodes;

obtaining the physical addresses corresponding
to the linear addresses of the kernel code ac-
cording to the mapping relation between the lin-
ear addresses of the kernel code corresponding
to the nodes and the physical addresses of the
node recorded in the kernel page table; and
accessing the kernel code on the nodes accord-
ing to the physical addresses.

5. Adataaccess processing apparatus, wherein, com-
prising:

a copying module for copying a kernel code and
a global descriptor table on a memory of each
of nodes respectively;

a modifying module for making base addresses
of kernel code segments on the respective
nodes in the global descriptor table respectively
point to linear addresses of the kernel code cor-
responding to the respective nodes based on a
virtual address of the kernel code; and

a recording module for recording a mapping re-
lation between the linear addresses of the kernel
code corresponding to the respective nodes and
physical addresses of the respective nodes in a
kernel page table respectively, to enable a proc-
ess to access the kernel code locally in the re-
spective nodes.

6. The apparatus according to claim 5, wherein, further
comprising:

a filling module for filling a base address of the
global descriptor table on the respective nodes
into a global descriptor table register of the re-
spective nodes respectively.

7. The apparatus according to claim 5 or 6, wherein,
further comprising:
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a mapping module for, when a process access-
es a kernel code on a node, mapping a virtual
address of the kernel code to a linear address
of the kernel code corresponding to the node
according to the content of the global descriptor
table on the node;

a first obtaining module for obtaining a physical
address corresponding to the linear address of
the kernel code according to the mapping rela-
tion between the linear address of the kernel
code corresponding to the node and the physical
address of the node recorded in the kernel page
table; and

afirstaccessing module for accessing the kernel
code on the node according to the physical ad-
dress.

8. The apparatus according to claim 5 or 6, wherein,
further comprising:

a looking-up module for, when an interrupt ap-
plication accesses a kernel code on a node,
looking up an interrupt vector corresponding to
the interrupt application from an interrupt vector
table, the interrupt vector carrying a segment
descriptor of the kernel code in the global de-
scriptor table on the node;

a second obtaining module for obtaining a linear
address of the kernel code corresponding to the
node according to the segment descriptor of the
kernel code in the global descriptor table on the
node;

a third obtaining module for obtaining a physical
address corresponding to the linear address of
the kernel code according to the mapping rela-
tion between the linear address of the kernel
code corresponding to the node and the physical
address of the node recorded in the kernel page
table; and

a second accessing module for accessing the
kernel code on the node according to the phys-
ical address.
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