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(57) ABSTRACT 

An image pickup apparatus (10) capable of generating a 
plurality of output images having different focus positions by 
reconstructing an input image, the image pickup apparatus 
includes an input image obtaining unit (100) configured to 
obtain the input image, an image processing unit (105) con 
figured to generate a display image from the input image, and 
a display unit (106) configured to display the display image, 
and the image processing unit (105) obtains a focus control 
range in which a focus position is controllable, and generates 
the display image including information on the focus control 
range by using at least a part of the input image. 
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IMAGE PICKUP APPARATUS, IMAGE 
PICKUP SYSTEM, IMAGE PROCESSING 

DEVICE, AND METHOD OF CONTROLLING 
IMAGE PICKUP APPARATUS 

BACKGROUND OF THE INVENTION 

0001 1. Field of the Invention 
0002 The present invention relates to an image pickup 
apparatus capable of generating a plurality of output images 
having different focus positions by reconstructing an input 
image. 
0003 2. Description of the Related Art 
0004. In recent years, there has been proposed an image 
pickup apparatus which calculates data obtained by an image 
pickup element and performs a digital image processing cor 
responding thereto So as to output various images. Japanese 
Patent No. 4752031 discloses an image pickup apparatus 
which simultaneously obtains a two-dimensional intensity 
distribution of abeam in an object space and angle informa 
tion of the beam, that is, parallax information by the use of 
“Light Field Photography'. The two-dimensional intensity 
distribution of the beam and the angle information of the 
beam are called a light field, and three-dimensional informa 
tion of the object space may be obtained by obtaining the light 
field. By performing a reconstruction processing on an image 
using the obtained light field, it is possible to perform an 
image focus position control called refocusing, a viewpoint 
changing control, a field depth control, and the like. 
0005. Further, PCT International Publication No. 
WO2008/050904 discloses a configuration in which a light 
field is obtained by using a camera array and refocusing is 
performed. 
0006. However, in the image pickup apparatuses disclosed 
in Japanese Patent No. 4752031 and PCT International Pub 
lication No. WO2008/050904, a user may not recognize a 
refocusable range (refocusing range) when photographing an 
object or editing an image. For this reason, it is difficult for the 
user to photograph a desired object or to edit an image accord 
ing to the intension of the user. 

BRIEF SUMMARY OF THE INVENTION 

0007. The invention provides an image pickup apparatus, 
an image pickup system, and an image processing device that 
allows a user to easily recognize a refocusing range and 
provides a method of controlling an image pickup apparatus. 
0008 An image pickup apparatus as one aspect of the 
present invention is capable of generating a plurality of output 
images having different focus positions by reconstructing an 
input image, the image pickup apparatus includes an input 
image obtaining unit configured to obtain the input image, an 
image processing unit configured to generate a display image 
from the input image, and a display unit configured to display 
the display image, and the image processing unit obtains a 
focus control range in which a focus position is controllable, 
and generates the display image including information on the 
focus control range by using at least a part of the input image. 
0009. An image pickup system as another aspect of the 
present invention is capable of generating a plurality of output 
images having different focus positions by reconstructing an 
input image, the image pickup system includes an input 
image obtaining device configured to obtain an input image, 
an image processing device configured to generate a display 
image from the input image, and a display device configured 

Mar. 13, 2014 

to display the display image, the image processing device 
obtains a focus control range in which the focus position is 
controllable, and the image processing device generates the 
display image including information on the focus control 
range by using at least a part of the input image. 
0010. An image processing device as another aspect of the 
present invention is capable of generating a plurality of output 
images having different focus positions by reconstructing an 
input image, the image processing device includes a storage 
unit configured to store image pickup condition information 
of an input image, an image processing unit configured to 
generate a display image from the input image, and a display 
unit configured to display the display image, and the image 
processing unit obtains a focus control range in which the 
focus position is controllable, and generates the display 
image including information on the focus control range by 
using at least a part of the input image. 
0011. A method of controlling an image pickup apparatus 
as another aspect of the present invention is capable of gen 
erating a plurality of output images having different focus 
positions by reconstructing an input image, the method 
includes the steps of obtaining an input image via an imaging 
optical system and an image pickup element, obtaining a 
focus control range in which the focus position is control 
lable, generating a display image including information on 
the focus control range by using at least a part of the input 
image, and displaying the display image on a display unit. 
0012. Further features and aspects of the present invention 
will become apparent from the following description of 
exemplary embodiments with reference to the attached draw 
1ngS. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0013 FIG. 1 is a block diagram illustrating an image 
pickup apparatus of Embodiments 1 to 3. 
0014 FIG. 2 is a schematic configuration diagram illus 
trating a parallax image obtaining unit of Embodiment 1. 
0015 FIG. 3 is a schematic configuration diagram illus 
trating a parallax image obtaining unit of Embodiment 2. 
0016 FIG. 4 is a schematic configuration diagram illus 
trating a different parallax image obtaining unit of Embodi 
ment 2. 
0017 FIG. 5 is a schematic configuration diagram illus 
trating a parallax image obtaining unit of Embodiment 3. 
0018 FIG. 6 is a cross-sectional view illustrating the par 
allax image obtaining unit of Embodiment 1. 
0019 FIG. 7 is an explanatory diagram illustrating the 
generation of a refocusing image of Embodiment 1. 
0020 FIG. 8 is an explanatory diagram illustrating a focus 
control range of Embodiment 1. 
0021 FIG.9 is a flowchart illustrating a case where a focus 
control range is offered to a user when a photographing opera 
tion is performed (before a photographing operation is per 
formed) in Embodiments 1 to 4. 
0022 FIG. 10 is a flowchart illustrating a case where a 
focus control range is offered to a user when an image is 
edited in Embodiments 1 to 4. 
0023 FIG. 11 is an explanatory diagram illustrating an 
optical arrangement of the parallax image obtaining unit of 
Embodiment 1. 
0024 FIG. 12 is a diagram illustrating an example of a 
photographed scene in Embodiments 1 to 4. 
0025 FIGS. 13 A to 13E are explanatory diagrams illus 
trating display images in Embodiments 1 to 4. 
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0026 FIG. 14 is a cross-sectional view illustrating the 
parallax image obtaining unit of Embodiment 2. 
0027 FIGS. 15A and 15B are explanatory diagrams illus 
trating the generation of a refocusing image of Embodiment 
2. 
0028 FIG. 16 is an explanatory diagram illustrating a 
focus control range of Embodiment 2. 
0029 FIG. 17 is a cross-sectional view illustrating the 
parallax image obtaining unit of Embodiment 3 when viewed 
from an object side. 
0030 FIG. 18 is a cross-sectional view illustrating an 
imaging optical system of Embodiment 3. 
0031 FIG. 19 is an explanatory diagram illustrating a 
focus control range of Embodiment 3. 
0032 FIG. 20 is a block diagram illustrating an image 
pickup apparatus (image pickup system) of Embodiment 4. 
0033 FIG. 21 is a schematic configuration diagram illus 
trating the image pickup apparatus (image pickup system) of 
Embodiment 4. 
0034 FIG. 22 is a block diagram illustrating a single 
viewpoint image obtaining unit of Embodiment 4. 
0035 FIG. 23 is a cross-sectional view illustrating an 
imaging optical system of Embodiment 4. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0036) Exemplary embodiments of the present invention 
will be described below with reference to the accompanied 
drawings. In the respective drawings, the same reference 
numerals will be given to the same components, and the 
description thereof will be omitted. 
0037. An image pickup apparatus of the embodiment is an 
image pickup apparatus capable of generating a plurality of 
output images having different focus positions by recon 
structing an input image. A parallax image obtaining unit 
(input image obtaining unit) of the embodiment obtains a 
parallax image (input image), that is, a light field which is 
obtained by photographing an object space from a plurality of 
viewpoints. As an example of the parallax image obtaining 
unit of the embodiment, exemplified is a configuration in 
which a lens array is disposed on an image side of an imaging 
optical system as illustrated in FIGS. 2 to 4 or a configuration 
in which a plurality of imaging optical systems are arranged 
as illustrated in FIG. 5. Meanwhile, as a method of obtaining 
the parallax image (light field), a method is considered in 
which a photographing operation is performed a plurality of 
times while changing the position of the image pickup appa 
ratus by the use of the image pickup apparatus including an 
imaging optical system and an image pickup element. The 
parallax image which is obtained by Such a method is an 
image obtained by capturing the object space at different time 
points. For this reason, when a moving object exists in the 
object space, correct parallax information may not be 
obtained. Accordingly, it is desirable to employ a configura 
tion in which the parallax image obtaining unit may obtain the 
entire parallax image (a plurality of parallax images) at the 
same time as illustrated in FIGS. 2 to 5. 
0.038. By performing a pixel extracting processing, a 
sequence rearranging processing, or a combination process 
ing on the parallax image obtained by the configurations of 
FIGS. 2 to 5, a refocusing or field depth control, a viewpoint 
changing control, and the like may be performed. In the 
embodiment, such a processing (a processing for obtaining an 
output image using at least a part of an input image) is called 
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a reconstruction processing. Further, an image which is gen 
erated by the reconstruction processing is called a reconstruc 
tion image (output image). In particular, an image (output 
image) obtained by performing the refocus processing on the 
parallax image is called a combined image. The combined 
image may be obtained by a noise reduction processing or a 
reconstruction processing Such as a field depth control. Fur 
ther, a refocusable range, that is, a range in which the focus 
position may be controlled in the object space is called a focus 
control range (refocusing range). As will be described later, 
the focus control range is obtained by an image processing 
unit. Further, the image processing unit generates a display 
image including information involving with the focus control 
range by using at least a part of the input image. 
0039. In the embodiment, a person oran object may not be 
essentially present on an object plane 201 of FIGS. 2 to 5. This 
is because the focus position may be controlled so as to focus 
on a person or an object present at the inner side or the front 
side of the object plane 201 by the refocus processing (recon 
struction processing) performed after the photographing 
operation. Furthermore, in the respective embodiments 
below, a one-dimensional system may be used for the sim 
plicity of description, but the same may be applied to a two 
dimensional system in the respective embodiments. 

Embodiment 1 

0040 First, an image pickup apparatus of Embodiment 1 
of the invention will be described. FIG. 1 is a block diagram 
illustrating an image pickup apparatus 10 of the embodiment. 
FIG. 2 is a schematic configuration diagram illustrating a 
parallax image obtaining unit (input image obtaining unit) 
100 of the image pickup apparatus 10. 
0041 As illustrated in FIG. 2, the parallax image obtain 
ing unit 100 includes an imaging optical system 101, a lens 
array 102, and an image pickup element 103 in order from an 
object side (object plane side). The imaging optical system 
101 forms an image of the beam coming from the object plane 
201 on an image-side conjugate plane. The lens array 102 is 
disposed on the image-side conjugate plane. An image pickup 
element 103 includes a plurality of pixels. Further, the lens 
array 102 is configured to causea beam coming from the same 
position of the object plane 201 to enter different pixels of the 
image pickup element 103 in accordance with the pupil 
region of the imaging optical system 101 through which the 
beam passes. 
0042. With such a configuration, the parallax image 
obtaining unit 100 obtains a parallax image (input image). 
The image pickup element 103 is a two-dimensional image 
pickup element such as a CCD (Charge Coupled Device) or a 
CMOS (Complementary Metal-Oxide Semiconductor). The 
energy of the beams which pass through the imaging optical 
system 101 and the lens array 102 and are incident to the 
image pickup element 103 is converted into an analog electric 
signal (analog signal) by the photoelectric conversion of the 
image pickup element 103. An A/D converter 104 converts 
the analog signal into a digital signal and outputs the digital 
signal to an image processing unit 105. The image processing 
unit 105 generates a display image by applying a predeter 
mined processing on the digital signal. The display image 
which is generated by the image processing unit 105 is output 
to a display unit 106 Such as a liquid crystal display so as to be 
displayed thereon. The user sees the display image of the 
display unit 106, and hence may perform a photographing 
operation while checking the image. 
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0043. The image processing unit 105 uses an image 
obtaining condition, information obtained from an exposure 
state predicting unit 113 or a storage unit 109, information 
obtained from a distance information obtaining unit 105a, 
and the like when generating the display image. Here, the 
image obtaining condition includes information on the paral 
lax image obtaining unit 100 when obtaining the analog sig 
nal (parallax image) (information on the configuration of the 
parallax image obtaining unit 100), an exposure state of an 
aperture, a focus position, a focus distance ofa Zoom lens, and 
the like. A state detecting unit 108 may directly obtain the 
image obtaining condition from a system controller 111. Fur 
ther, the information on the parallax image obtaining unit 100 
may be also obtained from a control unit 107. In the embodi 
ment, the information on the configuration of the parallax 
image obtaining unit 100 is stored in the storage unit 109. The 
exposure State predicting unit 113 predicts the exposure state 
in advance based on the information obtained from the pho 
tometry unit 112. The image processing unit 105 changes the 
focus control range in accordance with the exposure state that 
is predicted in advance. Further, the distance information 
obtaining unit 105a in the image processing unit 105 obtains 
the distance information of the object space from the input 
parallax information (parallax image). 
0044) The system controller 111 includes a display 
instructing unit 111C that instructs the display of the display 
image on the display unit 106. The display unit 106 turns on 
and off the display and Switches the display image in accor 
dance with the signal output from the display instructing unit 
111C. For example, in a case where the image pickup appa 
ratus 10 is equipped with a release button, the display instruct 
ing unit 111c outputs a predetermined signal so that the dis 
play image is displayed on the display unit 106 while the user 
pushes the release button to a first position (before the pho 
tographing operation is performed). When the release button 
is pushed to a second position deeper than the first position in 
this state, the photographing operation is performed. How 
ever, the embodiment is not limited thereto, and the display 
instructing unit 111C may transmit a signal by another 
method. 

0045. Further, the system controller 111 includes an in 
focus object designating unit 111b which designates an object 
that is to be focused by the parallax image obtaining unit 100. 
In accordance with the signal output from the in-focus object 
designating unit 111b, the control unit 107 drives a focusing 
mechanism of the parallax image obtaining unit 100 So as to 
perform a focus-in control on the object (designated object). 
When the photographing operation is performed by an image 
pickup instructing unit 111d, the control unit 107 adjusts the 
exposure of the parallax image obtaining unit 100 based on 
the information from the photometry unit 112. At this time, 
the image which is obtained by the image pickup element 103 
is input to the image processing unit 105 So that a predeter 
mined processing is performed on the image as described 
above. Then, the image is recorded on an image recording 
medium 110 (image recording unit) Such as a semiconductor 
memory in a predetermined format. Also, the image obtaining 
condition which is obtained from the state detecting unit 108 
during the photographing operation is also recorded on the 
image recording medium 110. The image which is recorded 
on the image recording medium 110 may be an image Sub 
jected to the reconstruction processing. In this way, the image 
recording medium 110 records at least a part of the parallax 
image (input image) or the reconstruction image (output 
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image). Further, the image recording medium 110 records not 
only at least a part of the parallax image or the reconstruction 
image (image) but also the focus control range corresponding 
to the recorded image. 
0046. In a case where the image recorded on the image 
recording medium 110 is displayed on the display unit 106, 
the image processing unit 105 performs a processing on the 
image based on the image obtaining condition during the 
photographing operation. As a result, the display unit 106 
displays an image (reconstruction image) that is recon 
structed by the desired settings (the number of pixels, the 
viewpoint, the focus position, the field depth, and the like). 
The number of pixels of the reconstruction image is desig 
nated by a combined image pixel number designating unit 
(pixel number designating unit) 111a. Further, in order to 
increase the processing speed, a configuration may be 
employed in which the desired settings are stored in the 
storage unit 109 in advance and the reconstruction image is 
displayed on the display unit 106 without using the image 
recording medium 110. The above-described series of control 
is performed by the system controller 111. 
0047 Next, referring to FIG. 2, the configuration of the 
parallax image obtaining unit 100 of the embodiment will be 
described. The lens array 102 is disposed on the image-side 
conjugate plane of the imaging optical system 101 with 
respect to the object plane 201. Further, the lens array 102 has 
a configuration in which a conjugate relation is Substantially 
set between the exit pupil of the imaging optical system 101 
and the image pickup element 103. Here, the substantial 
conjugate relation indicates not only the precise conjugate 
relation but also a relation (Substantially conjugate relation) 
that is Substantially evaluated as the conjugate relation. The 
beam coming from the object plane 201 enters the plurality of 
different pixels of the image pickup element 103 in accor 
dance with the angle and the position of the beam on the 
object plane 201 through the imaging optical system 101 and 
the lens array 102. With such a configuration, the light field is 
obtained. Here, the lens array 102 serves to prevent the beams 
passing through different positions on the object plane 201 
from being incident to the same pixel of the image pickup 
element 103. As a result, an image is obtained by arranging 
pixel groups in which the same region on the object plane 201 
is photographed by the image pickup element 103 from a 
plurality of viewpoints. 
0048 FIG. 6 is a cross-sectional view illustrating the par 
allax image obtaining unit 100 of the embodiment. In FIG. 6, 
the imaging optical system 101 is a single focus lens (a fixed 
focal length lens). A focus group IF moves on the optical axis 
OA so as to perform the focusing operation. An aperture SP 
controls the exposure state. The lens array 102 is formed as a 
single solid lens in the embodiment, but the invention is not 
limited thereto. The lens array 102 may include a plurality of 
lenses, and may be formed by using a liquid lens, a liquid 
crystal lens, a diffraction optical element, or the like. Further, 
in the embodiment, the small lens forming the lens array 102 
has a convex shape on both surfaces thereof, but the invention 
is not limited thereto. For example, one surface may be 
formed in a planar shape or a non-spherical shape. 
0049 Further, it is desirable that the plane on the image 
side (the side of the image pickup element 103) of the small 
lens forming the lens array 102 has a convex shape. Accord 
ingly, the astigmatism of the lens array 102 is reduced, and 
hence the image obtained on the image pickup element 103 
becomes sharp. On the contrary, in a case where the image 
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side plane is not formed in a convex shape, the astigmatism 
increases, and hence the periphery of the image formed by the 
respective small lenses is blurred. When the blurred portion of 
the image is used in the reconstruction processing, the sharp 
reconstruction image may not be obtained. Further, it is more 
desirable that the plane on the object side (the side of the 
imaging optical system 101) of the Small lens have a planar 
shape or a convex shape. Accordingly, the curvature of the 
small lens is low and the aberration is reduced. Thus, the 
sharpness of the image may be further improved. 
0050. Subsequently, therefocus processing of the embodi 
ment will be described. Since the refocusing is described in 
detail in “Fourier Slice Photography” (refer Ren Ng, 2005 
ACM Trans. Graph. 24, 735-744), the refocusing will be 
simply described herein. The basic principle of the refocusing 
is common in any configuration illustrated in FIGS. 2 to 5. 
Here, this will be described by exemplifying the configura 
tion of FIG. 2. 

0051. In FIG. 2, since the pupil of the imaging optical 
system 101 is divided into nine segments in two dimensions 
(three segments in one dimension), a nine-Viewpoint image is 
obtained. Here, the image corresponding to a certain divided 
pupil is called a single-viewpoint image. Since nine single 
viewpoint images have a parallax difference, the relative posi 
tional relation of the object on the image changes in accor 
dance with the object distance. When the single-viewpoint 
images are combined with one another so that certain objects 
are Superimposed on (overlapped with) one another, the 
objects positioned at different object distances are combined 
with one another in a misaligned state. Due to this misalign 
ment, the object positioned at a different object distance is 
blurred. The blurring at this time is defined by the pupils 
corresponding to the single-viewpoint images used for the 
combination, and when all nine images are combined with 
one another, the blurring of the image captured by the imag 
ing optical system 101 may be reproduced. Since the objects 
Superimposed on one another by the combination of the 
single-viewpointimages are arbitrarily set, an image captured 
by focusing an arbitrary object in the imaging optical system 
101 may be reproduced. This is the principle of the focus 
control, that is, the refocusing after the photographing opera 
tion. 

0052 Subsequently, a method of generating the single 
viewpoint image of the embodiment will be described. FIG.7 
is an explanatory diagram illustrating the generation of the 
refocusing image in the embodiment and is a diagram illus 
trating a relation between the lens array 102 and the image 
pickup element 103 of FIG. 2. The dashed circle of FIG. 7 
indicates a region into which the beam passing through one 
small lens is incident. FIG. 7 indicates a case where the small 
lenses are arranged in a lattice shape, but the arrangement of 
the small lenses is not limited thereto. For example, the small 
lenses may be arranged with six-fold symmetry or the respec 
tive small lenses may be slightly shifted from the regular 
arrangement. In FIG. 7, the diagonal line portion indicates the 
pixel into which the beam passing through the same pupil 
region of the imaging optical system 101 is incident. For this 
reason, it is possible to generate the single-viewpoint image 
in which the object space is viewed from the lower portion of 
the pupil of the imaging optical system 101 by extracting the 
pixel of the diagonal line portion. Similarly, it is possible to 
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also generate the other single-viewpoint images by extracting 
the pixels of which the relative positions with respect to the 
respective circles depicted by the dashed line are the same. 
0053 Next, the focus control range (refocusing range) in 
which the refocusing may be performed will be described. 
Since the refocusing is performed by Superimposing the 
single-viewpoint images on one another, it is not possible to 
refocus the object that is blurred in the respective single 
viewpoint images again. This is because the high-frequency 
component may not be obtained and the images are still 
blurred even when the blurred images are superimposed on 
one another. That is, the focus control range is dependent on 
the divided pupils of the imaging optical system 101. Since 
the field depths of the respective single-viewpoint images 
become deeper as the pupil is divided into more segments, the 
focus control range is widened. However, the field depth of 
the single-viewpoint image does not essentially match the 
focus control range. This is because the focus control range 
changes in accordance with the pixel number ratios of the 
single-viewpoint images and the combined image obtained 
by the combination of these images. For example, when the 
number of pixels of the combined image is smaller than the 
number of pixels of the images of the respective viewpoints, 
the sampling pitch of the spatial component of the combined 
image increases with respect to the single-viewpoint image. 
For this reason, the field depth of the combined image 
becomes deeper than those of the single-viewpoint images, 
and hence the focus control range thereof is also widened. On 
the contrary, when the number of pixels of the combined 
image is larger than those of the single-viewpoint images, the 
focus control range becomes smaller than the field depth of 
the single-viewpoint image. Here, as a method of further 
increasing the number of pixels of the combined image more 
than those of the single-viewpoint images, a method of using 
super-resolution by the pixel shift is considered. As described 
above, the refocusing is performed by combining the single 
viewpoint images in a shifted state. When the shift amount at 
this time is non-integer times the pixel pitch of the single 
viewpoint image, the revolution may be enhanced by the pixel 
shift, and hence the revolution may be enhanced. For this 
reason, the number of pixels of the combined image may be 
enhanced. 

0054 From the discussion so far, it is understood that the 
condition for combining the single-viewpoint images needs 
to be additionally used in order to obtain the accurate focus 
control range of the combined image. Further, the field depth 
of the single-viewpoint image changes inaccordance with the 
viewing angle. This is because the F valve changes in accor 
dance with the viewing angle due to the vignetting of the 
imaging optical system 101. For this reason, the user may 
recognize the more accurate value by calculating the focus 
control range in accordance with the viewing angle. 
0055 Subsequently, referring to FIG. 8, a method of cal 
culating the focus control range of the combined image will 
be described. FIG. 8 is an explanatory diagram illustrating the 
focus control range of the embodiment. First, the focal depth 
corresponding to the field depth of the combined image is 
considered. Here, the size of the allowable confusion circle of 
the focal depth is denoted by e and the sampling pitch of the 
angular component of the beam is denoted by Au. At this time, 
the refocusing coefficient Clit is given as Expression (1) 
below. 
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1 (1) 
1 & Aut C 

0056. As illustrated in FIG. 8, a range conjugate to the 
image-side refocusing range C+S-O-S (image-side focus 
control range) represented by Expression (1) with respect to 
the imaging optical system 101 is a focus control range as the 
object-side refocusing range. Here, S indicates a distance 
between the image-side principal plane of the imaging optical 
system 101 and the image-side conjugate plane (lens array 
102) of the imaging optical system 101 with respect to the 
object plane 201. The relation of Expression (1) is satisfied in 
any configuration of FIGS. 2 to 5. Here, the image-side focus 
control range indicates the focus control range (refocusing 
range) and the conjugate range through the imaging optical 
system 101. Further, Ay indicates the sampling pitch of the 
two-dimensional intensity distribution of the beam, and is the 
same as the pitch A of the lens array 102 in the configuration 
of FIG. 2. The pixel pitch A of the image pickup element 103 
is sufficiently small with respect to the exit pupil distance P of 
the imaging optical system 101. For this reason, Expression 
(1) may be approximated to Expression (2) below. 

C.s 2-S-NFe (2) 

0057 Here, the exit pupil distance P of the imaging optical 
system 101 indicates a distance between the exit pupil plane 
of the imaging optical system 101 and the image-side conju 
gate plane (lens array 102) of the imaging optical system 101 
with respect to the object plane 201. Further, N indicates the 
number of one-dimensional divided segments of the pupil of 
the imaging optical system 101, and Findicates the F number 
of the imaging optical system 101. 
0058 Next, referring to FIGS. 9 and 10, a processing of 
Suggesting the focus control range of the embodiment to the 
user will be described. FIG. 9 is a flowchart in a case where 
the focus control range is suggested to the user when the 
photographing operation is performed (before the photo 
graphing operation is performed). FIG. 10 is a flowchart in a 
case where the focus control range is suggested to the user 
when the image is edited. In FIGS. 9 and 10, steps S105 and 
S205 respectively indicate the focus control range obtaining 
steps, and steps S106 and S107 and steps S206 and S207 
respectively indicate the display image generating steps. Fur 
thermore, the respective steps in FIGS. 9 and 10 are per 
formed by the image processing unit 105 based on the instruc 
tion of the system controller 111. 
0059 First, referring to FIG.9, a case will be described in 
which the focus control range is suggested to the user when 
the photographing operation is performed. Here, the image 
(the image including the information on the focus control 
range) on which the focus control range is displayed is called 
the display image. In step S101 of FIG.9, the image process 
ing unit 105 obtains the parallax image in a manner Such that 
the parallax image which is obtained by the parallax image 
obtaining unit 100 is input to the image processing unit 105. 
0060 Subsequently, in step S102, the image processing 
unit 105 determines whether the display instruction of the 
display image is generated. For example, in a case where the 
image pickup apparatus 10 is equipped with a Switch for 
displaying the focus control range, the display instruction is 
output from the display instructing unit 111c when the switch 
is pushed by the user. However, the display instruction is not 
limited thereto, and the display instruction may be generated 
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by another method. When the image processing unit 105 
receives the display instruction, the routine proceeds to step 
S104. Meanwhile, when the image processing unit does not 
receive the display instruction, the routine proceeds to step 
S103. 

0061. In this way, the image processing unit 105 generates 
the display image after the object to be focused is designated. 
However, the embodiment is not limited thereto, and the 
display instruction may be interlocked with the in-focus 
object designating unit 111b. For example, the display 
instruction may be output at the same time when the user 
designates the in-focusing object (the object to be focused). 
Accordingly, it is possible to suggest the focus control range 
only in a state the user wants to photograph an object by 
decreasing the number of useless processes. Further, in the 
embodiment, the display image on which the focus control 
range is displayed may be output at all times by skipping step 
S102 and directly proceeding from step S101 to step S104. 
0062. When the image processing unit 105 does not 
receive the display instruction in step S102, the image pro 
cessing unit generates the single-viewpoint image of the 
viewpoint closest to the pupil center of the imaging optical 
system 101 of the parallax image and outputs the single 
viewpoint image to the display unit 106 in step S103. Accord 
ingly, the user may check the image currently obtained by the 
image pickup element 103 in real time on the display unit 106. 
The output image to the display unit 106 is the single-view 
point image obtained by a simple processing, but the embodi 
ment is not limited thereto. For example, the reconstruction 
image may be output. Further, when the single-viewpoint 
image is output, the viewpoint may be set to an arbitrary 
position of the pupil of the imaging optical system 101. 
0063. Meanwhile, when the image processing unit 105 
receives the display instruction in step S102, the image pro 
cessing unit obtains information for generating the display 
image in step S104. The information for generating the dis 
play image includes the image obtaining condition of the 
parallax image input through the parallax image obtaining 
unit 100 in step S101, the exposure state predicting result 
during the photographing operation, the distance information 
of the object space, the number of pixels of the combined 
image, and the like. Here, the distance information of the 
object space is calculated based on the parallax information 
of the input parallax image. However, the distance informa 
tion may be obtained by using a method such as a DFD (Depth 
From Defocus) or a distance measuring unit using an infrared 
ray or the like. Further, step S104 may be performed before 
step S102. 
0064 Subsequently, in step S105, the image processing 
unit 105 obtains the focus control range of the combined 
image by using the information obtained in step S104. As 
described above, the focus control range changes in accor 
dance with the pixel number ratio between the respective 
single-viewpoint images and the combined image. For this 
reason, the image processing unit 105 changes the focus 
control range in accordance with the information obtained in 
step S104. Here, a case in which the pixel number ratio is 1 
will be first considered for the simplicity of description. 
0065. When the image-side focus control range falls 
within the range of Expression (2), a region is obtained in 
which the refocusing may be performed. For this reason, the 
distanced, between the image-side conjugate plane (lens 
array 102) of the imaging optical system 101 with respect to 
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the object plane 201 and one of both ends of the image-side 
focus control range may satisfy Expression (3) below. 

refocus 

0066 FIG. 11 is an explanatory diagram illustrating the 
optical arrangement of the parallax image obtaining unit 100, 
and illustrates a relation of respective parameters in the con 
figuration of FIG. 2. From FIG. 11, it is understood that the 
relation of NF=O/A is satisfied. O indicates a distance between 
the image-side principal plane of the lens array 102 and the 
image pickup element 103. The dashed line of FIG. 11 indi 
cates a region of the image pickup element 103 corresponding 
to one small lens. Further, the pixel of the diagonal line 
portion indicates a dead Zone into which the beam is not 
incident. In the embodiment, the lens array 102 is configured 
so that the dead Zone does not occur in the image pickup 
element 103, and in this case, the relation of ANA is 
established. However, the embodiment is not limited thereto, 
and the dead Zone may exist in the image pickup element 103. 
0067. When the size of the allowable confusion circle for 
defining the focal depth is specified as the sampling pitch 
Ay-A of the spatial component, Expression (3) may be 
re-expressed as Expression (4) below. 

sNFe (3) 

drefocus defocus A & (4) 
K 

NFAA ALAO ALA 

0068. Next, a general case will be considered in which the 
pixel number ratios of the single-viewpoint image and the 
combined image are different. The viewing angle of the com 
bined image is the same as the viewing angle of the single 
viewpoint image used for the combination. For this reason, in 
a case where the pixel number ratios are different, both sam 
pling pitches Ay are different from each other. In general, the 
allowable confusion circle becomes Smaller as the sampling 
pitch Ay becomes Smaller and becomes larger as the sampling 
pitch becomes larger. For this reason, Expression (4) may be 
extended to Expression (5) below by adopting the ratio of the 
sampling pitch Ay between the single-viewpoint image and 
the combined image. 

defocus A <-- Rmono (5) 
ALAC T ALA W. Rsynth 

0069. Here, R, indicates the number of pixels of the 
single-viewpoint image used for the combination and R, 
indicates the number of pixels of the combined image. By 
adopting the square root of the ratio between R and 
R the ratio of Ay is obtained. Fidd synth 

0070 From FIG. 11, it is understood that the number of 
pixels R of the single-viewpoint image is expressed as 
Expression (6) below. 

Rmono = (R. (6) 

0071. Here, R, indicates the number of effective pixels 
of the image pickup element 103. 

Mar. 13, 2014 

0072 From Expression (5) and Expression (6), the condi 
tional expression to be satisfied by the image-side focus con 
trol range is obtained as Expression (7) below. 

defocus Rsyn (7) 0.0 < *f; * < 10.0 
O Rotal 

0073. By determining the image-side focus control range 
in the range of Expression (7), a range may be obtained in 
which the refocusing may be performed after the photograph 
ing operation. Theoretically, Expression (7) may not take a 
negative value. Further, since the case where Expression (7) is 
0 indicates that the focus control may not be performed, the 
value does not exceed the lower limit of Expression (7). The 
upper limit of Expression (7) indicates the enlarged dotted 
image at the focus position of the combined image, and the 
sharper refocusing may be performed as the upper limit 
becomes smaller. When the value exceeds the upper limit of 
Expression (7), the magnification of the dotted image 
increases, and hence the blurring occurs even at the focus 
position. That is, the refocusing may not be performed in this 
CaSC. 

0074. Desirably, the sharper combined image may be 
obtained by setting the image-side focus control range within 
the range of Expression (7a) below. 

drefocus Rsynth (7a) 
0.0 < is 6.0 

O Rotat 

0075. Desirably, the sharper in-focusing image may be 
obtained by setting the image-side focus control range within 
the range of Expression (7b) below. 

drefocus Rsynth (7b) 
0.0 < a 3.0 

O Rotat 

(0076. The value of Expression (7) of the embodiment is 
illustrated in Table 1. Further, in the embodiment, the number 
of effective pixels of the image pickup element 103 is set as 
R 46.7x10" (pix), and the distance between the image 
side principal plane of the lens array 102 and the image 
pickup element 103 is set as O-0.0374 (mm). Here, pix indi 
cates the unit representing the number of pixels. The pixel 
pitch of the image pickup element 103 is set as A=0.0043 
(mm), and the pitch of the lens array 102 is set as A=0.0129 
(mm). The focus distance of the imaging optical system 101 
is set as f=14.0 (mm), the F number is set as F=2.9, and the 
number of one-dimensional divided pupils is set as N=3. The 
number of pixels R., of the combined image may be 
selected from three types of 8.0x10 pix, 5.2x10 pix, and 
2.0x10 pix by the combined image pixel number designating 
unit 111a. The value of d, with respect to the respective 
number of pixels R, is illustrated in Table 1. Here, since 
the number of pixels for each single-viewpoint image is set as 
5.2x10 pix, there is a need to improve the revolution using 
the super-resolution by the pixel shift in order to generate the 
combined image of 8.0x10 pix. Further, the number of pixels 
of the combined image may be set as a value other than the 
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above-described values, and the type thereofdoes not need to 
be three types. However, at this time, d is determined so 
as to satisfy Expression (7). 
0077. The focus control range may be calculated from the 
image forming formula by using the image-side focus control 
range, the focus distance of the imaging optical system 101, 
the focus position, and the like. Further, the obtained focus 
control range may be recorded on the image recording 
medium 110 while being added as tag information to at least 
a part of the parallax image or the reconstruction image. 
Alternatively, a configuration may be employed in which a 
table of the focus control range for the image obtaining con 
dition is stored in advance on the storage unit 109 and the 
corresponding data is read out instead of calculating the focus 
control range. 
0078. Further, as a method of obtaining the other focus 
control range, a method is considered in which the refocused 
combined image is generated actually and the contrast or the 
like of the object existing at the focus position is evaluated. 
However, in this method, since there is a need to sequentially 
determine whether the refocusing is performed by generating 
the combined image while moving the focus position, it takes 
Some time for the processing. Further, in a case where the 
object does not exist at the refocusing focus position, the 
evaluation may not be performed, and hence the accurate 
focus control range may not be obtained. For this reason, it is 
desirable to use the above-described method when obtaining 
the focus control range. 
0079 Subsequently, in step S106 of FIG. 9, the image 
processing unit 105 marks the object positioned outside the 
focus control range obtained in step S105 from the single 
viewpoint image. This marking will be described by referring 
to FIG. 12 and FIGS. 13A to 13E. FIG. 12 is a diagram 
illustrating an example of a photographed scene of the 
embodiment. Further, FIGS. 13A to 13E are explanatory 
diagrams illustrating the display images of the embodiment. 
0080 For example, it is assumed that the object space 
illustrated in FIG. 12 is photographed. At this time, the single 
viewpoint image which is generated from the obtained paral 
lax image is illustrated in FIG. 13A. The photographing 
operation herein is performed in a manner Such that the imag 
ing optical system 101 focuses the object B. As illustrated in 
FIG. 12, the object C exists inside the focus control range, but 
the object A is positioned outside the focus control range. For 
example, when a case is supposed in which the pixel number 
ratios of the combined images and the single-viewpoint 
image are 1, the focus control range is approximately equal to 
the field depth of the single-viewpoint image. For this reason, 
in FIG. 13A, the object A existing outside the focus control 
range is blurred. 
0081. The image processing unit 105 extracts the object 
existing outside the focus control range by using the distance 
information of the object space obtained in step S104 of FIG. 
9 from the image of FIG. 13A. The distance information may 
be obtained at the timing other than step S104 if the distance 
information is obtained before step S106. The images which 
are extracted in this way are FIGS. 13B and 13C. FIG. 13B 
illustrates the object existing inside the focus control range, 
and FIG. 13C illustrates the object existing outside the focus 
control range. A marking is performed on the extracted object 
by diagonal lines. However, the marking is not limited 
thereto, and may be performed in another method. For 
example, a coloring processing, a brightness correction pro 
cessing, an extracted object flickering processing, or the like 

refocus 
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may be performed. Further, a processing of highlighting the 
edge of the extracted object may be performed. Further, 
regarding the image processing Such as marking, the object 
inside the focus control range may be marked in an opposite 
manner since only a difference between the inside and the 
outside of the focus control range is enough as the image 
processing. Further, the image for extracting the object may 
be a reconstruction image. 
I0082) Subsequently, in step S107, the image processing 
unit 105 generates the display image on which the focus 
control range is displayed. That is, the image processing unit 
105 generates the display image illustrated in FIG. 13D by 
combining the image outside the focus control range marked 
in step S106 and the image inside the focus control range. 
However, the display image may be generated by the other 
method as long as the focus control range is suggested to the 
user. For example, as illustrated in FIG.13E, the focus control 
range obtained in step S105 may be numerically indicated 
within the display image. In this case, since there is no need to 
extract the object in step S106, the distance information is not 
needed, and hence the number of processes decreases. 
I0083) Subsequently, in step S108, the image processing 
unit 105 outputs the display image to the display unit 106. A 
series of operations illustrated in FIG. 9 is performed at a 
predetermined interval while the parallax image is obtained 
by the image pickup element 103. Accordingly, the user may 
check the image that may be photographed by the image 
pickup apparatus 10 in real time. 
I0084. Next, referring to FIG. 10, a case will be described in 
which the focus control range is suggested to the user when 
the image is edited after the photographing operation. Fur 
ther, in FIG. 10, the description of the same points as those of 
FIG. 9 will not be repeated. First, in step S201, the image 
processing unit 105 obtains the parallax image photographed 
by the parallax image obtaining unit 100 or the parallax image 
recorded on the image recording medium 110. Subsequently, 
in step S202, as in step S104 of FIG.9, the image processing 
unit 105 obtains the information for generating the display 
image representing the focus control range. Also, the image 
processing unit 105 obtains the reconstruction settings (the 
focus position, the F number, the viewpoint, and the like) of 
the image output to the display unit 106. However, the image 
processing unit 105 may generate an image by using a pre 
determined default value without obtaining the reconstruc 
tion settings. 
I0085 Next, in step S203, the image processing unit 105 
determines whether the display instruction of the display 
image is generated. When the display instruction is generated, 
the routine proceeds to step S205. Meanwhile, when the 
display instruction is not generated, the routine proceeds to 
step S204. In step S204, the image processing unit 105 gen 
erates the reconstruction image in accordance with the 
obtained reconstruction settings and outputs the reconstruc 
tion image to the display unit 106. 
I0086) Subsequently, in step S205, the image processing 
unit 105 obtains the focus control range of the combined 
image. The method is the same as that of step S105 of FIG.9. 
Subsequently, in step S206, the image processing unit 105 
marks the object positioned outside the focus control range 
from the image (reconstruction image) that is reconstructed 
by the designed settings. Then, in step S207, the image pro 
cessing unit 105 generates the display image representing the 
focus control range. The method in steps S206 and S207 is the 
same as that of steps S106 and S107 of FIG.9. 
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0087 Subsequently, in step S208, the image processing 
unit 105 outputs the display image to the display unit 106. 
Alternatively, the image processing unit 105 may store the 
display image on the image recording medium 110. Further, 
when the display instruction is generated after step S204, the 
process from step S205 may be started. At that time, in order 
to increase the processing speed, the display image may be 
generated before steps S205 to S207. Accordingly, it is pos 
sible to promptly output the display image when the display 
instruction is generated. 
0088 According to the embodiment, it is possible to pro 
vide the image pickup apparatus and the image pickup appa 
ratus controlling method that allow the user to easily photo 
grapha user's desired object or edit an image according to the 
intension of the userby Suggesting the refocusing range to the 
user when the object is photographed or the image is edited. 

Embodiment 2 

0089 Next, an image pickup apparatus of Embodiment 2 
of the invention will be described. Since the basic configura 
tion of the image pickup apparatus of the embodiment is the 
same as that of the image pickup apparatus 10 of Embodiment 
1 described by referring to FIG. 1, the description thereofwill 
not be repeated. 
0090 Referring to FIGS. 3 and 14, the configuration of a 
parallax image obtaining unit 100a of the embodiment will be 
described. FIG. 3 is a schematic configuration diagram illus 
trating the parallax image obtaining unit 100a. FIG. 14 is a 
cross-sectional view illustrating the parallax image obtaining 
unit 100a. In FIG. 14, the imaging optical system 101 is a 
Zoom lens. The imaging optical system 101 includes, in order 
from an object side, a first lens unit L1 having positive refrac 
tive power, a second lens unit L2 having positive refractive 
power, a third lens unit L3 having negative refractive power, 
a fourth lens unit L4 having positive refractive power, and a 
fifth lens unit L5 having positive refractive power. At the time 
of changing the magnification, the first lens unit L1 and the 
fifth lens unit L5 are fixed and the second lens unit L2, the 
third lens unit L3, and the fourth lens unit L4 move on the 
optical axis OA. When the focusing is performed, the second 
lens unit L2 is driven. 
0091. As illustrated in FIG. 3, the parallax image obtain 
ing unit 100a includes, from an object side (object plane side), 
the imaging optical system 101, the lens array 102, and the 
image pickup element 103. The imaging optical system 101 
forms an image on the image-side conjugate plane 202 of the 
beam coming from the object plane 201. The lens array 102 is 
disposed at the object side in relation to the image-side con 
jugate plane 202 with respect to the object plane 201 of the 
imaging optical system 101. Further, the image-side conju 
gate plane 202 and the image pickup element 103 are dis 
posed so that the conjugate relation is satisfied through the 
lens array 102. In other words, the lens array 102 is disposed 
so that the image-side conjugate plane 202 and the image 
pickup element 103 have the conjugate relation. The beam 
coming from the object plane 201 passes through the imaging 
optical system 101 and the lens array 102, and is incident into 
different pixels of the image pickup element 103 in accor 
dance with the angle and the position of the beam on the 
object plane 201, thereby obtaining the light field. 
0092. According to the configuration illustrated in FIG. 3, 
the image pickup element 103 obtains an image in which a 
plurality of Small images having different photographing 
viewpoints and different photographing ranges are arranged 
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in series. FIG. 4 is a schematic configuration diagram illus 
trating a different parallax image obtaining unit 100b of the 
embodiment. The configuration (parallax image obtaining 
unit 100b) illustrated in FIG. 4 is the same as the configura 
tion (parallax image obtaining unit 100a) illustrated in FIG.3 
except that the lens array 102 is disposed at the image side in 
relation to the image-side conjugate plane 202. The parallax 
image obtaining unit 100b of FIG. 4 is different from the 
parallax image obtaining unit 100a of FIG. 3 in that the lens 
array 102 forms the image formed by the imaging optical 
system 101 as the actual object on the image pickup element 
103 again. However, the configurations of FIGS. 3 and 4 are 
basically the same since the lens array 102 sees the image 
formed by the imaging optical system 101 as the object and 
forms the image on the image pickup element 103. For this 
reason, the discussion on the configuration of FIG. 3 is also 
the same as that on the configuration of FIG. 4. 
(0093. Next, referring to FIGS. 15A and 15B, a method 
(refocus processing) of generating the refocusing image of 
the embodiment will be described. The refocus processing of 
the embodiment is qualitatively the same as that of Embodi 
ment 1, and the images of the divided pupils of the imaging 
optical system 101 may be Superimposed on (overlapped 
with) one another by the shift amount corresponding to the 
in-focusing object distance. 
(0094 FIGS. 15A and 15B are diagrams specifically illus 
trating the lens array 102 and the image pickup element 103 in 
the configuration of the imaging optical system illustrated in 
FIG. 3. In the embodiment, the lens array 102 has a configu 
ration in which the object-side plane is formed as a flat plane 
and the image-side plane is formed by the convex Small lens. 
However, like Embodiment 1, the shape of the lens array 102 
is not limited thereto. 

0095. The one-dotted chain line of FIGS. 15A and 15B 
indicates the viewing angles of the respective Small lenses. 
When the pixel values which are obtained by the image 
pickup element 103 are combined while being projected onto 
the imaginary image forming plane 203 through the Small 
lenses corresponding to the pixels, the refocusing image 
focused on the imaginary image forming plane 203 may be 
generated. Here, the imaginary image forming plane 203 
indicates the object-side plane to be focused by the refocusing 
and the conjugate plane through the imaging optical system 
101. For example, in order to generate the image focused on 
the object plane 201 of FIG. 3, the imaginary image forming 
plane 203 may be formed on the image-side conjugate plane 
202. In FIGS. 15A and 15B, the pixels which are projected 
when generating the refocusing image are depicted by the 
dashed line, and are depicted while being offset from one 
another so that the pixels may be easily understood. The 
refocusing image may be generated by the above-described 
method of projecting the pixels and the method of combining 
the respective pixels while being moved horizontally so that 
the same pixels are Superimposed one another. At this time, 
when the regions of the lens array 102 through which the 
beam incident to the pixels pass are the same, the horizontal 
movement amounts of the pixels are the same. In this state, the 
operation of the pixel when generating the refocusing image 
in the configurations of FIGS. 3 and 4 is determined in accor 
dance with the region of the lens array 102 through which the 
beam incident to the pixel passes. 
(0096) Next, referring to FIG. 16, the refocusable range 
(refocusing range) will be described. FIG. 16 is an explana 
tory diagram illustrating the refocusing range (focus control 
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range) of the embodiment. Even the refocusing range of the 
embodiment is expressed as Expression (1) like Embodiment 
1, and the relation thereof is illustrated in FIG. 16. 
0097 Ay of FIG. 16 indicates the sampling pitch of the 
two-dimensional intensity distribution of the beam in FIGS. 3 
and 4, and the relation of Ay=AO/O, is established. This is 
because the image formed by the imaging optical system 101 
is seen as the imaginary object and is formed on the image 
pickup element 103 while being decreased in sized by Ol?o 
times. Here, O indicates the distance between the image-side 
conjugate plane 202 and the object-side principal plane of the 
lens array 102, and O, indicates the distance between the 
image-side principal plane of the lens array 102 and the image 
pickup element 103. Even in the embodiment, since the con 
dition of A3P is established, Expression (1) may be approxi 
mated like Expression (2). 
0098. Since the method of generating the display image 
when photographing the object or editing the image in the 
embodiment is illustrated as the flowcharts of FIGS.9 and 10, 
the description of the same points as those of Embodiment 1 
will not be repeated. 
0099. In step S105 of FIG. 9, the image processing unit 
105 obtains the focus control range of the combined image. At 
this time, the image processing unit 105 calculates the image 
side focus control range by the same concept as that of 
Embodiment 1. From FIG. 16, the relation of NF=O/A, is 
geometrically established. Further, since the relation of 
Ay=AO/O is established as described above, Expression (8) 
below is established. 

O2 2 
Rinoo F () Rotat (8) 

0100. By using these relations, Expression (9) below as 
the condition to be satisfied by d is obtained. refocus 

9) ALA drefocus Rsynth ( 
0.0 < AO1 Rotat a 10.0 

0101 The meanings of the upper limit and the lower limit 
of Expression (9) are the same as those of Expression (7). 
0102 Desirably, the sharper combined image may be 
obtained by setting the image-side focus control range within 
the range of Expression (9a) below. 

(9a) 
0.0 < ALA defocus Rsynth is 6.0 

AO1 Rotal 

0103) Desirably, the sharper combined image may be 
obtained by setting the image-side focus control range within 
the range of Expression (9b) below. 

(9b) 0.0 < ALA defocus Rsynth a 3.0 
AO1 Rotat 

0104. The value of Expression (9) of the embodiment is 
illustrated in Table 1. In the embodiment, the number of 
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effective pixels of the image pickup element 103 is set as 
R-150.0x10 (pix). Further, the relation of O=0.3712 
(mm) and O-0.0740 (mm) is set. The pixel pitch of the image 
pickup element 103 is set as A=0.0024 (mm), and the pitch of 
the lens array 102 is set as A=0.0256 (mm). The focus 
distance of the wide angle end of the imaging optical system 
101 is set as f-72.2 (mm), and the focus distance at the 
telephoto end is set as f,194.0 (mm). The F number from the 
wide angle end to the telephoto end is set as F=2.9, and the 
number of one-dimensional divided pupils is set as N=5. The 
number of pixels R., of the combined image may be 
selected from three types of 10.0x10 pix, 6.0x10 pix, and 
3.0x10 pix by the combined image pixel number designating 
unit 111a. de for each number of pixels is illustrated in 
Table 1. Here, since the number of pixels for each single 
viewpoint image is set as 6.0x10 pix, there is a need to 
improve the revolution using the Super-resolution by the pixel 
shift in order to generate the combined image of 10.0x10 pix. 
Furthermore, even in step S205 of FIG. 10, the focus control 
range may be obtained according to the same procedure like 
step S105 of FIG.9. 
0105. According to the embodiment, it is possible to pro 
vide the image pickup apparatus and the image pickup appa 
ratus controlling method that allow the user to easily photo 
graph a user's desired object or edit an image according to the 
intension of the userby Suggesting the refocusing range to the 
user when the object is photographed or the image is edited. 

Embodiment 3 

0106 Next, an image pickup apparatus of Embodiment 3 
of the invention will be described. Since the basic configura 
tion of the image pickup apparatus of the embodiment is the 
same as that of the image pickup apparatus 10 of Embodiment 
1 described by referring to FIG. 1, the description thereofwill 
not be repeated. 
0107 Referring to FIGS. 5 and 17, the configuration of a 
parallax image obtaining unit 100c of the embodiment will be 
described. FIG. 5 is a schematic configuration diagram illus 
trating the parallax image obtaining unit 100c. FIG. 17 is a 
cross-sectional view obtained when the parallax image 
obtaining unit 100c is viewed from the object side. 
0108. In FIG. 5, the parallax image obtaining unit 100c 
includes, from an object side (object plane side), a plurality of 
imaging optical systems 101 a to 101c and a plurality of image 
pickup elements 103a to 103c. The plurality of imaging opti 
cal systems 101a to 101c are formed so that an image is 
formed on the image-side conjugate plane of the beam com 
ing from the object space, and are disposed in two dimen 
sions. Further, the plurality of image pickup elements 103a to 
103c respectively include a plurality of pixels. However, the 
embodiment is not limited thereto, and one image pickup 
element including a plurality of pixels may be used. 
0109 As illustrated in FIG. 7, the parallax image obtain 
ing unit 100c includes six-foldsymmetry by the rotary axis of 
the optical axis of the imaging optical system 101b. However, 
the embodiment is not limited thereto, and the number or the 
arrangement of the imaging optical systems may be appro 
priately changed. The image pickup elements 103a to 103g 
are respectively disposed at the image side of the imaging 
optical systems 101a to 101g. However, the image pickup 
element may not be provided as plural number, and when the 
image formed by the imaging optical systems 101 a to 101g 
may not be obtained, a single image pickup element may be 
used. The beams which are refracted by the imaging optical 
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systems 101a to 101g are respectively received by the corre 
sponding image pickup elements 103a to 103g. The plurality 
of images which are obtained by the image pickup elements 
103a to 103g become the parallax image which is obtained by 
observing the object space from different viewpoints. By 
combining these plural images, the light field of the object 
space may be obtained. 
0110 FIG. 18 is a cross-sectional view illustrating the 
imaging optical system 101a (and the image pickup element 
103a) of the embodiment. Since the cross-sectional views of 
the other imaging optical systems 101b to 101g and the image 
pickup elements 103b to 103g are the same, the description 
thereof will not be repeated. However, the respective imaging 
optical systems may have different configurations. The imag 
ing optical system 101a of FIG. 18 is a single focus lens, and 
is equipped with an aperture SP. By changing the distance 
between the imaging optical system 101a and the image 
pickup element 103a, the focusing operation is performed. 
0111. Next, referring to FIG. 19, the refocusable range 
(refocusing range) will be described. FIG. 19 is an explana 
tory diagram illustrating the refocusing range (focus control 
range) of the embodiment. Even the refocusing range of the 
embodiment is expressed by Expression (1) as in Embodi 
ment 1, and the relation is illustrated in FIG. 19. 
0112. In the embodiment, the relation of Ay=A and 
Au-P/F, is established. Here, F, indicates the F 
number of one of the imaging optical systems 101 a to 101g, 
and P indicates the exit pupil distance of the imaging 
optical system. Since the condition of A3P, is estab 
lished, Expression (1) may be approximated to Expression 
(10) below. 

CS2S2+FacAVS2FFA (10) 

0113. Since the method of generating the display image 
when photographing the object or editing the image of the 
embodiment is illustrated as the flowcharts of FIGS.9 and 10, 
the description of the same points as those of Embodiment 1 
will not be repeated. In step S104 of FIG. 9, the image pro 
cessing unit 105 obtains the information necessary for obtain 
ing the focus control range. The plurality of imaging optical 
systems 101a to 101g constituting the parallax image obtain 
ing unit 100c of the embodiment respectively include an 
opening aperture of which the aperture value may be 
changed. The image processing unit 105 obtains the respec 
tive aperture values of the imaging optical systems 101 a to 
101g for the photographing operation predicted by the expo 
sure state predicting unit 113 based on the information of the 
photometry unit 112 as the prediction of the exposure state. 
The prediction of the exposure state may be performed by the 
signals respectively obtained from the image pickup elements 
103a to 103g. Further, the image processing unit 105 obtains 
the respective vignetting information items of the imaging 
optical systems 101a to 101g as the image obtaining condi 
tion. In the imaging optical systems 101 a to 101g illustrated 
in FIG. 18, the beam is shaded as the viewing angle becomes 
higher, and hence the valid F number increases. In this way, 
since the focal depth becomes different in accordance with 
the viewing angle, the image processing unit 105 individually 
calculates the focus control range of each viewing angle from 
the vignetting information in step S105. 
0114. Subsequently, in step S105 of FIG. 9, the image 
processing unit 105 obtains the focus control range of the 
combined image. At this time, the image processing unit 105 
calculates the image-side focus control range by the same 
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concept as that of Embodiment 1. That is, the image process 
ing unit 105 obtains the focus control range by applying the F 
numbers of the imaging optical systems 101a to 101g for the 
photographing operation obtained by the prediction of the 
exposure state to F. When the number of pixels of the 
image formed by the imaging optical system having the F 
number of F in the imaging optical systems 101a to 101g 
is denoted by R. Expression (11) as the condition to be 
satisfied by d is obtained. refocus 

de 9:3 Rsynth (1 1) 
0.0 < a 10.0 

Fmono AW Rnono 

0115 The meanings of the upper limit and the lower limit 
of Expression (11) are the same as those of Expression (7). 
0116. Desirably, the sharper combined image may be 
obtained by setting the image-side focus control range within 
the range of Expression (11a) below. 

dre 9:3 Rsynth (1 1a) 
0.0 < 

Fmono AW Rnono 
is 6.0 

0117 Desirably, the sharper combined image may be 
obtained by setting the image-side focus control range within 
the range of Expression (11b) below. 

drefocus Rsynth (11b) 
0.0 < 

Fmono AW Rnono 
a 3.0 

0118. The value of Expression (11) as the conditional 
expression of the embodiment is illustrated in Table 1. The 
respective numbers of effective pixels of the image pickup 
elements 103a to 103g are set as R=19.3x10° (pix), and 
the pixel pitch is set as A=0.0012 (mm). The respective focus 
distances of the imaging optical systems 101a to 101g are set 
as f$50.0 (mm), and the open F number is set as F=1.8. In 
Table 1, the F number for the photographing operation is set 
as F, 1.8. When the F number is different, d is 
determined so as to satisfy Expression (11). Further, in the 
region of the high viewing angle, the focus control range is 
changed in accordance with the vignetting of the beam. For 
example, when the focal depth of a certain viewing angle 
region of the image is two times the focal depth of the on-axis 
region, the focus control range of the viewing angle region is 
set two times the focus control range on the axis. The number 
of pixels R., of the combined image may be selected from 
three types of 19.3x10 pix, 10.0x10 pix, and 5.0x10 pixby 
the combined image pixel number designating unit 111a. 
de for each number of pixels is illustrated in Table 1. 
Furthermore, even insteps S202 and S205 of FIG. 10, the 
information and the focus control range may be obtained 
according to the same procedure as that of steps S104 and 
S105 of FIG. 9. 

0119. According to the embodiment, it is possible to pro 
vide the image pickup apparatus and the image pickup appa 
ratus controlling method that allow the user to easily photo 
graph a user's desired object or edit an image according to the 
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intension of the userby Suggesting the refocusing range to the 
user when the object is photographed or the image is edited. 

Embodiment 4 

0120 Next, referring to FIGS. 20 to 23, an image pickup 
apparatus (image pickup system) of Embodiment 4 of the 
invention will be described. FIG. 20 is a block diagram illus 
trating an image pickup apparatus (image pickup system) 30 
of the embodiment. FIG. 21 is a schematic configuration 
diagram illustrating the image pickup apparatus 30. 
0121. As illustrated in FIG. 21, a parallax image obtaining 
unit (input image obtaining device) 300 includes four single 
viewpoint image obtaining units 400a to 400d which are 
arranged in two dimensions, and is qualitatively the same as 
that of Embodiment 3 described by referring to FIG. 5. An 
image processing unit (image processing device) 301 is a 
computer (image processing device) that performs the pro 
cess illustrated in the flowcharts of FIGS.9 and 10. The image 
which is processed by the image processing unit 301 is output 
to any one or some of a display unit (display device) 302, a 
recording medium (storage unit) 303, and an output unit 
(output device) 304. The display unit (display device) 302 is, 
for example, a liquid crystal display or a projector. The 
recording medium 303 is, for example, a semiconductor 
memory, a hard disk, a server on a network, or the like. The 
output unit 304 is a printer or the like. 
0122) The user may perform an operation while checking 
the image through the display unit 302 when photographing 
the objectorediting the image. The image processing unit 301 
performs a developing processing or the other image process 
ings if necessary in addition to the processing or the recon 
struction processing of FIGS. 9 and 10. The control of the 
respective components is performed by a system controller 
305 such as PC. The system controller 305 includes a com 
bined image pixel number designating unit 305a, an in-focus 
object designating unit 305b, a display instructing unit 305c, 
and an image-pickup instructing unit 305d. 
0123 Subsequently, referring to FIG. 22, the respective 
configurations of the single-viewpoint image obtaining units 
400a to 400d will be described. FIG. 22 is a block diagram 
illustrating a single-viewpoint image obtaining unit 400. In 
FIG. 22, the description of the same points as those of FIG. 1 
will not be repeated. 
0.124. The image which is formed by the imaging optical 
system 401 is converted into a digital signal by an image 
pickup element 403 and an A/D converter 404. The digital 
signal is subjected to a predetermined processing by an image 
processing unit 405, and is output to the respective units (a 
display unit 406, a storage unit 409, and an image recording 
medium (image recording unit) 410) inside the single-view 
point image obtaining unit 400 and the image processing unit 
301. The system controller 411 controls the respective units (a 
control unit 407, a state detecting unit 408, an image process 
ing unit 405, and a display unit 406) of the single-viewpoint 
image obtaining unit 400 by receiving the signal from the 
system controller 305. An exposure state predicting unit 413 
predicts the exposure state for the photographing operation 
based on the information obtained from the photometry unit 
412. 
0.125 FIG. 23 is a cross-sectional view illustrating an 
imaging optical system 401a (and an image pickup element 
403a) of the embodiment. The imaging optical system 401a 
illustrated in FIG. 23 is a single focus lens having a focus 
group IF and an aperture SP, and the focusing is performed by 
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driving the focus group IF. Even the other single-viewpoint 
image obtaining units 400b to 400d have the same configu 
rations as that of the single-viewpoint image obtaining unit 
400a. However, the respective single-viewpoint image 
obtaining units may have different configurations, and the 
number or the arrangement thereof is not limited. 
0.126 The generating of the display image when photo 
graphing the object or editing the image and the refocus 
processing of the embodiment are the same as those of 
Embodiment 3. Further, the value of Expression (11) of the 
embodiment is illustrated in Table 1. The number of effective 
pixels of each of the image pickup element 403a to 403d of 
the embodiment is set as R. 32.0x10 (pix), and the pixel 
pitch is set as A=0.0052 (mm). The focus distance of each of 
the imaging optical systems 401 a to 401d is set as f=200.0 
(mm), and the open F number is set as F-2.0. Table 1 indicates 
the value obtained by setting the F number predicted for the 
photographing operation as F 2.0. The number of pixels 
R., of the combined image may be selected from three 
types of 64.0x10 pix, 32.0x10 pix, and 8.0x10 pix by the 
combined image pixel number designating unit 305a. d. 
for each number of pixels is illustrated in Table 1. Here, there 
is a need to enhance the resolution by using the Super-reso 
lution by the pixel shift in order to generate the combined 
image of 640x10 pix. 
0127. Furthermore, in a case where the embodiment is 
applied to the image processing device, the image processing 
device may include a storage unit which stores the photo 
graphing condition information of the input image (parallax 
image). 
I0128. According to the embodiment, it is possible to pro 
vide the image pickup system and the image processing 
device that allow the user to easily photograph a user's 
desired object or edit an image according to the intension of 
the user by Suggesting the refocusing range to the user when 
the object is photographed or the image is edited. 
I0129. While the present invention has been described with 
reference to exemplary embodiments, it is to be understood 
that the invention is not limited to the disclosed exemplary 
embodiments. The scope of the following claims is to be 
accorded the broadest interpretation so as to encompass all 
Such modifications and equivalent structures and functions. 

TABLE 1 

EMBODIMENT R (Pix) o (mm) 
1 46.7 x 10° 0.0374 

R., (pix) de CONDITIONAL 
(mm) EXPRESSION 

(7) 
8.0 x 10° 0.2260 2.5 
5.2 x 10° 0.6166 5.5 
2.0 x 10 1.7174 9.5 

EMBODIMENT R (pix) A (mm) At 4 (mm) O (mm) 
2 150.0 x 10° 0.0024 O.O2S6 O.3712 

R., (pix) de CONDITIONAL 
(mm) EXPRESSION 

(9) 
10.0 x 10° 1.3208 9.8 
6.0 x 10° 0.9918 5.7 
3.0 x 10° 0.6398 2.6 

EMBODIMENT R (pix) A (mm) Fmono 
3 19.3 x 10° 0.0012 1.8 

R., (pix) de CONDITIONAL 
(mm) EXPRESSION 

(11) 
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TABLE 1-continued 

19.3 x 10° 0.0060 2.8 
10.0 x 10° 0.0171 5.7 
5.0 x 10' 0.0407 9.6 

EMBODIMENT R (pix) A (mm) Fmono 
4 32.0 x 10° 0.0052 2.0 

R., (pix) de CONDITIONAL 
(mm) EXPRESSION 

(11) 
64.0 x 10° 0.0162 2.2 
32.0 x 10' 0.0187 1.8 
8.0 x 10' 0.0249 1.2 

0130. This application claims the benefit of Japanese 
Patent Application No. 2012-200093, filed on Sep. 12, 2012, 
which is hereby incorporated by reference herein in its 
entirety. 
What is claimed is: 
1. An image pickup apparatus capable of generating a 

plurality of output images having different focus positions by 
reconstructing an input image, the image pickup apparatus 
comprising: 

an input image obtaining unit configured to obtain the input 
image; 

an image processing unit configured to generate a display 
image from the input image; and 

a display unit configured to display the display image, 
wherein the image processing unit obtains a focus control 

range in which a focus position is controllable, and 
generates the display image including information on 
the focus control range by using at least a part of the 
input image. 

2. The image pickup apparatus according to claim 1, 
wherein the input image is a parallax image which is 

obtained by photographing an object space from a plu 
rality of viewpoints, and 

wherein the output image is a combined image which is 
obtained by performing a refocus processing on the par 
allax image. 

3. The image pickup apparatus according to claim 1, 
wherein the image processing unit changes the focus con 

trol range in accordance with an image obtaining con 
dition of the input image obtaining unit. 

4. The image pickup apparatus according to claim 3, 
wherein the image processing unit changes the focus con 

trol range in accordance with an angle of view region of 
the input image. 

5. The image pickup apparatus according to claim 1, 
wherein the image processing unit changes the focus con 

trol range in accordance with the number of pixels of the 
output image. 

6. The image pickup apparatus according to claim 5, fur 
ther comprisingapixel number designating unit configured to 
designate the number of pixels of the output image. 

7. The image pickup apparatus according to claim 1, 
wherein the display unit displays the display image before 

a photographing operation. 
8. The image pickup apparatus according to claim 1, fur 

ther comprising: 
a distance information obtaining unit configured to obtain 

distance information of an object space, 
wherein the image processing unit generates the display 

image by using the distance information. 
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9. The image pickup apparatus according to claim 8, 
wherein the distance information obtaining unit obtains the 

distance information by using parallax information of 
the input image. 

10. The image pickup apparatus according to claim 1, 
wherein the image processing unit generates the display 

image by performing different image processings inside 
and outside the focus control range. 

11. The image pickup apparatus according to claim 1, 
further comprising a display instructing unit configured to 
instruct a display of the display image to the display unit. 

12. The image pickup apparatus according to claim 1, 
further comprising an in-focus object designating unit con 
figured to designate an object to be focused, 

wherein the image processing unit generates the display 
image after the object to be focused is designated. 

13. The image pickup apparatus according to claim 1, 
further comprising an image recording unit configured to 
record an image as the output image or at least a part of the 
input image, 

wherein the image recording unit records the image and the 
focus control range corresponding to the image. 

14. The image pickup apparatus according to claim 1, 
further comprising an exposure state predicting unit config 
ured to previously predict an exposure State during a photo 
graphing operation, 

wherein the image processing unit changes the focus con 
trol range in accordance with the exposure state previ 
ously predicted. 

15. The image pickup apparatus according to claim 1, 
wherein the input image obtaining unit includes, from an 

object side, an imaging optical system configured to 
form an image of a beam from an object plane on an 
image-side conjugate plane, a lens array disposed on the 
image-side conjugate plane, and an image pickup ele 
ment including a plurality of pixels, 

wherein the lens array is configured to cause a beam com 
ing from the same position of the object plane to enter 
the different pixels of the image pickup element in 
accordance with a pupil region of the imaging optical 
system through which the beam passes, and 

wherein when an image-side range conjugate to the focus 
control range via the imaging optical system is set as an 
image-side focus control range, the following expres 
sion is satisfied: 

defocus Rsyn 0.0 < *f; * < 10.0 
O total 

where des indicates a distance between the image-side 
conjugate plane and one of both ends of the image-side 
focus control range, O indicates a distance between an 
image-side principal plane of the lens array and the 
image pickup element, R, indicates the number of 
pixels of the output image, and R, indicates the num 
ber of effective pixels of the image pickup element. 

16. The image pickup apparatus according to claim 1, 
wherein the input image obtaining unit includes, from an 

object side, an imaging optical system configured to 
form an image of a beam from an object plane on an 
image-side conjugate plane, a lens array, and an image 
pickup element including a plurality of pixels, 
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wherein the lens array is disposed so that the image-side 
conjugate plane and the image pickup element have a 
conjugate relation, and is configured to cause a beam 
coming from the same position of the object plane to 
enter the different pixels of the image pickup element in 
accordance with a pupil region of the imaging optical 
system through which the beam passes, and 

wherein when an image-side range conjugate to the focus 
control range via the imaging optical system is set as an 
image-side focus control range, the following expres 
sion is satisfied: 

ALA defocus Rsynth 0.0 < a 10.0 
AO1 Rotal 

where del indicates a distance between the image-side 
conjugate plane and one of both ends of the image-side 
focus control range, O indicates a distance between an 
image-side principal plane of the lens array and the 
image-side conjugate plane, A indicates a pitch of the 
lens array, A indicates a pixel pitch of the image pickup 
element, R, indicates the number of pixels of the 
output image, and R, indicates the number of effec 
tive pixels of the image pickup element. 

17. The image pickup apparatus according to claim 1, 
wherein the input image obtaining unit includes, from an 

object side, a plurality of imaging optical systems form 
ing an image of a beam from an object space on an 
image-side conjugate plane and at least one image 
pickup element including a plurality of pixels, 

wherein the plurality of imaging optical systems are 
arranged in two dimensions, and 

wherein when an image-side range conjugate to the focus 
control range via the imaging optical system is set as an 
image-side focus control range, the following expres 
sion is satisfied: 

dre 9:3 Rsynth 
0.0 < a 10.0 

Fmono AW Rnono 

whered indicates a distance between the image-side 
conjugate plane and one of both ends of the image-side 
focus control range, F indicates an F number of the Fidd 
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imaging optical system, A indicates a pitch of the pixels 
of the image pickup element, R, indicates the number 
of pixels of the output image, and R, indicates the 
number of pixels of an image formed by the imaging 
optical system using the F number as F. 

18. An image pickup system capable of generating a plu 
rality of output images having different focus positions by 
reconstructing an input image, the image pickup system com 
prising: 

an input image obtaining device configured to obtain an 
input image: 

an image processing device configured to generate a dis 
play image from the input image; and 

a display device configured to display the display image, 
wherein the image processing device obtains a focus con 

trol range in which the focus position is controllable, and 
wherein the image processing device generates the display 

image including information on the focus control range 
by using at least a part of the input image. 

19. An image processing device capable of generating a 
plurality of output images having different focus positions by 
reconstructing an input image, the image processing device 
comprising: 

a storage unit configured to store image pickup condition 
information of an input image, 

an image processing unit configured to generate a display 
image from the input image; and 

a display unit configured to display the display image, 
wherein the image processing unit obtains a focus control 

range in which the focus position is controllable, and 
generates the display image including information on 
the focus control range by using at least a part of the 
input image. 

20. A method of controlling an image pickup apparatus 
capable of generating a plurality of output images having 
different focus positions by reconstructing an input image, 
the method comprising the steps of 

obtaining an input image via animaging optical system and 
an image pickup element, 

obtaining a focus control range in which the focus position 
is controllable; 

generating a display image including information on the 
focus control range by using at least a part of the input 
image; and 

displaying the display image on a display unit. 
k k k k k 


