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A Computer Implemented Method for Estimating Age-Period-Cohort Models on Account-level
Data

CROSS REFERENCE TO RELATED APPLICATIONS

The present application claims priority to and the benefit of US provisional application no.

61/706,184, filed on September 27, 2012

BACKGROUND OF THE INVENTION
[0001] The present invention is in the technical field of data analysis and more particularly to

a machine for estimating Age-Period-Cohort (APC), i.e. parametric, models from account-level

observations of an event of interest.
SUMMARY OF THE INVENTION

[0002] The present invention relates to a machine implemented as a programmed computer

‘for analyzing account-level information to estimate a model with the same structure (Eq.-1 and 2)
" as an APC model. In addition, the invention generalizes the estimation to allow for multiple link
) _funqtions. This approach leverages recent developments in Generalized Linear Models (GLM) and
Generalized Linear Mixed Models (GLMM) to create robust, account-level estimates of an APC-
style model.
BRIEF DESCRIPTION OF THE DRAWINGS

[0003] These and other advantages of the present invention will be readily understood with

reference to the following specification and attached drawing wherein:

[0004] Figure 1A is a block diagram of the machine in accordance with the present invention.

[0005] Figure 1B is a flow diagram of the method of the present invention.

[0006] Figure 2 is a time series plot of stabilizing the environmental trend for the present
“invention.

[0007] Figure 3 is the Age.func(age) for an exemplary data set
[0008] Figure 4 is the Period.func(period) for an exemplary data set
[0009] Figure 5 is the Cohort.func(cohort) for an exemplary data set
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[0010] Figure 6 is the Period.func (period) detrended performed as part of either the computer

implemented forecasts or computer implemented stress tests
DETAILED DESCRIPTION OF THE INVENTION

[0011] Before getting into the details of the invention, definitions for the terms below are

provided.

e "Account" refers to an ongoing relationship, such as between a web site and a user, or a
lender and a borrower. The essential feature of an account for the present invention is that it
provides for observation of the behavior of a consumer over time. As a counter-example,
gas stations rarely have account relationships with their customers. They generally do not
know all the gasoline purchases of a customer or even how often that customer purchases
gas at their station. '

e "Event" refers to any observable ac‘;iifity for an account. Events are often terminal activities

.‘ such that the account is closed after occurrence of the Event. Examples of terminal events
E ihclude lQan default, voluntary account closure by the consumer, death, bankruptcy. an—
- termjhal events may also be modeled and inqlude such thjln'g‘s\as taking a cash advance?on a
credit card, placing an international call with a mobile phgn_é, account activation, account -
| delinquency, and even anomalous situations of multiple defaults or multiple bankruptcy
filings. |
[0012] As mentioned above, the present invention relates to a machine for estimating Age-
Period-Cohort (APC) models for various data, such as account data, in order to predict the behavior
of the accounts. Such APC models are known in the art and relate to a class of statistical models
for various demographic rates, for example, mortality, morbidity and other demographic rates
observed over a broad age range over a significant amount of time. Typically, an APC model is
classified by age and date of follow-up (period) and date of birth (cohort). As applied to account
data:, "Age" refers to the age of the account, "Period" refers to the observation date for the event,
and "Cohort" refers to the date on which the account was originated. All accounts originated on that
date are referred to collectively as a Cohort. APC models are estimated on aggregate data by

cohort.
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Table 1: Data structure required by Age-Period-Cohort Algorithm

Cohort Period Number of Events Number of Accounts
Jan-2008 Mar-2009 0 323

Jan-2008 Apr-2009 2 323

Jan-2008 May-2009 1 323

Oct-2008 Mar-2009 3 415

Oct-2008 Apr-2009 1 415

[0013] The time interval for the data can be any regular increment: day, month, year, etc.

When the data has few events, as in Table 1, the estimation of the APC model will be quite noisy.
The APC is essentially modeling a rate formed by taking "Number of Events" as the numerator and
"Number of Accounts" as the denominator. The user may define both of those as needed. The
estlmatlon process uses an additive link function, so the algonthm is not "generalized" to multlple o
N ‘hnk functlons as 1n Generahzed Llnear Models. | PRI
1 _[0014] ”l The result of the APC estlmatlon w111 be three functlons an Age functlon @ Penod
- functlon and Cohort function havmg the form as set forth below o SRR ,
| ’[0015] h Rate(cohort period) = Age. func(age) + Penod ﬁmc(perlod) + Cohort. func(cohort) +
residual(cohort, period) T Eq. 1
[0016] The historical rate data is Number of Events(cohort, period) / Number of
Accounts(cohort, period). The value of age is derived from
[0017] age = period - cohort © Eq.2
[0018] The three functions may be estimated parametrically by way of a general purpose
computer programmed as described herein, typically using a set of orthogonal basis functions, such
as Chebyshev polynomials, or spline functions. Whichever basis is used must include an explicit
linear term so that it may be controlled via a constraint. Because of Eq. 2, of these three functions,
only one function may include a constant term and only two may include linear terms in order to
avoid having model specification errors. Many alternatives exist for specifying the linear terms, but
all require having an explicit control on the coefficient of the linear term in the basis functions.
[0019] With reference to Fig. 1A, the machine in accordance with the present invention

includes a computer system 100. The computer system 100 includes a general purpose computer

3
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and various persistent and non- persistent storage. The general purpose computer 100 is
programmed with an A-P-C engine 102 that processes various data, such as account data, and
determines the Age function, the Period function and the Cohort function. Figure 3 illustrates an

- exemplary Age.func(age) for an exemplary data set. Figure 4 illustrates an exemplary
Period.func(period) for an exemplary data set while Figure 5 illustrates an exemplary
Cohort.func(cohort) for an exemplary data set. In each of Figs, 3-5, the solid line represents the A-
P-C function while the dotted lines represent the data.

[0020] An exemplary flow chart for the general purpose computer is illustrated in Fig. 1B. As
indicated by blocks 12 and 14, the minimum necessary input data in order to determine the A-P-C
functions is tﬁe account origination data 12 and event data 14. Table 1 above illustrates exempléry
input data to the computer system 100. As shown in Table 1, the data includes cohort data, period
‘data, event ‘dait'avand the number of accounts. This data 12 and 14 is transformed 16 to a format

~ suitable for analysis, for example, as illustrated in Table 2, below by way of basis function'c: -

processing, as ihdicated by the block 16. This is accomplished by modifying the input data'file

* from that shown in Table 1 to that shown in Table 2 via a computer implemented basis function
‘process 6. o | - e .

' [0021] ‘The estimation method begins by taking the reciuiféd input data items Account
Origination‘Déte 12 and Event Date 14. One pair of items is required for each account. The
computer system 100 computes basis functions, one function for each of age, period, and cohort.
The basis function process 16 produces a new derived data set 18 containing the input data
processed via the basis functions. A computer implemented basis parameter estimation process 20
estimates the basis function parameters 22 needed to produce the age, period, and cohort functions.
A computer implemented function creation process 24 combines the basis functions 18 and
parameters 22 to create the final age, period, and cohort functions, 26, 28, & 30. Those functions
can be used in any of at least three different ways. These processes are discussed in more detail
below.
[0022] The basis function process causes each account to be listed separately with a
performance outcome for that month. If discrete events are being modeled, the Performance

variable will be 0 or 1.If a continuous variable like mobile phone minutes used in a month, are
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being modeled, the performance would have the actual number. In particular, the input is
transformed to values of the basis function via basis function process 16. If a Chebyshev

polynomial is used, then Eq. 1 is transformed to

[0023] prob,(a, p,c)= exp[oz0 +aa+ Z 2,0,(a)+ Z B0O,(p)+nc+ Z 7,0,(c)+u, J Eq. 3
Jj=2 Jj=2 j=2
[0024] where prob; is the probability of occurrence of the Event for the ith account, a is the

age of that account in cohort ¢ at period p. u; is an optional random effects term that adjusts for the
fact that each account is observed multiple times, once for each period in which it is considered an
oopen account. ‘

[0025]  «q, B and v are the coefficients of the polynomials, O, which will be estlmated In Eq.
5:’3 an age functlon con51st1ng of a coefficients for constant, linear, and polynomlal terms cons1stent
wrth a Chebyshev formulatlon of order Na is shown. The B terms 1dent1fy the perrod function; - |
a wh1ch contams only llnear and polynomlal terms up to order N The y terms are for the cohort : '
- functlon Wthh contalns only polynom1a1 terms up to order N,, excludlng constant and 11near terms. .
" Thiis formulatlon aV01ds any ‘model spemﬁcatron errors The allocatron of the linear trend can’ be N
' done via post-processmg according to any of the commonly known rules in APC models in:

computer nnplemented function creation process 24.

~ Table 2: Input data structure required for the present invention

Acct No. Cohort Period Events
1001 Jan-2008 Mar-2009 0
1001 Jan-2008 Apr-2009 0
1001 Jan-2008 May-2009 1
3001 Oct-2008 Mar-2009 0
3001 Oct-2008 Apr-2009 0
[0026] As indicated by block 18, the data is then prepared for parameter estimation

incorporating an assumption on linear trend allocation using basis functions. In the case of Eq. 3,
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the Period function is assumed to have no linear trend by removing any linear terms. The
parameters are estimated via a Generalized Linear Model (GLM) or a Generalized Linear Mixed
Model (GLMM) algorithm 20. GLMs and GLMMs are well known in the art. GLMs are described
in detail in “Introduction to Generalized Linear Models, by Heather Turner, ESRC National Centre
for Research Methods, UK and Department of Statistics , University of Warwick UK, Copyright
2008. GLMMs are described in detail in Breslow, N.E.; Clayton, D.G. (1993). "Approximate
Inferénce in Generalized Linear Mixed Models". Journal of the American Statistical Association 88

(421): 9-25. d0i:10.2307/2290687, both hereby incorporated by reference.

- Table 3: Input data after being transformed by Eq. 3 for parameter estimation.

Acct .~ O0a . ~Ola = Oa.. O2p.. Olec - O2c.. Events
“No. ~ O[Na].a O[Npl.p ' O[Nc].c ‘
1001 1 15 6 0

7 . O‘

[0027] ©  The input data file becomes that shown in Table 3 (element 18 of the flow diagram) so
that the a, B, and y coefficients can be estimated with a standard GLM algorithm (excluding the u;
term), or GLMM algorithm (including the u; term). When the coefficients are estimated, we choose
the appropriate distribution (binomial for terminal Events, log-normal for continuous positive
performance measures, etc.) and link function (logit is most common for terminal Events).

[0028] Eq. 3 could equally well be implemented with spline functions or non-parametric
functions with a total of one constant term and two linear terms. In both of these latter cases, the
trend component would be removed by computer processing of the parameters for the modified
version of Table 3 via a QR decomposition. QR decomposition allows the parameter estimation to
control the trend estimation similarly to what was shown above.

[0029] Once all the parameters in Eq. 3 have been estimated via the computer system 100, as

indicated by block 20, the A-P-C functions 26, 28 and 30 are created via a parameter estimation

6
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process 24 . More particularly, the estimated parameters 22 are combined with the basis functions
24 to create the Age, Period, and Cohort functions 26, 28, & 30. The functions are created by

grouping terms in age, period, and cohort into the corresponding functions.

[0030] For the example in Eq. 3 in which orthogonal basis functions were employed, the

corresponding functions are created as:

N~
[0031] Age SJunc(a)=a,+oa+ Z

J=2

[0032] Period. func(p)= Z BO;(p)

=2
S N1
. [0033] ~ Cohort. func(c) = }/,C+Zj/j }
. =2 . ,
[0034]  The A-P-C functions illustrated above may then be used to create explanatory scores

" ofloan performance via the coiﬁputer implemented scoring process 32.In addition, these furiétions o
. may be used to predict future performance via the computer implemented forecasting process:34

- for the individual accounts by providing a scenario for future values of the Period. func(penod) By

| - including extreme scenarios, the functions may be used for predicting stressed account i
performance, e.g. stress testing via the computer implemented stress testing process 36. ::-
[0035] . For example, the Federal Reserve’s CCAR stress testing process provides scenarios of
extreme macroeconomic stress to lenders. The variables in those scenarios would be correlated
historically via a regression model to the historic Period.func(p). The CCAR process provides three
alternative scenarios for future economic conditions. Each of those can be used to create distinct
scenarios for the Period.func(p) out-of-time. When combined with the Age.func(a) and
Cohort.func(c), a three complete stress tests are created.

[0036] As such, the APC functions are used to create account-level scores 32, forecasts 34, or
stress tests 36. The present invention provides a mechanism for computer estimation of the
functions Age.func(age), Period.func(period), and Cohort.func(cohort) using account-level data,

while still maintaining the constraints on the linear trend components of those functions.
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[0037] In computer implemented explanatory scoring process 32, explanatory scores are
created from the age, period, and cohort functions with the addition of account-level scoring

factors. A GLM or GLMM model may be created from the data in Table 4.

Table 4: Input data for explanatory score estimation including an offset derived from the

Age.func(a) + Period.func(p) and additional scoring factors X.

AcctNo.  offset X1... XN ... Events

1001 os@p)  x1()  xN(@p) 0

1001 os(a,p) x1() xN(i,p) 0

1001 os(a,p) x1(1) xN(i,p) 1

3001 ~ os(a,p) x1(1) xN(1,p) 0

3001 ' os(a,p) x1(i) xN(i,p) 0
, [0038] | In Table 4, the columns necessary for the executlon of computer 1mplemented scormg o

process 32 are shown The offset for each row is computed as offset(age period) = Age. func(age) +,. _'
Perlod func(p) The columns X may be 1nformat10n for Acct No i that is fixed throughout as '
‘ \columns of sconng data may be included. Once the offset column has be properly computed and
mcluded the scoring may proceed as normal. . '
[0039] Optlonally, computer 1mplemented forecasting process 34 creates forecasts for the
accounts from the age, period, and cohort functions. Optionally, computer implemented stress
testing proceéé 36 creates stress tests from the age, period, and cohort functions.
[0040] The computer implemented scoring process 32, computer implemented forecasting
ptocess 34 or the computer implemented stress testing process 36 may require the use of macro-
economic data for the creation of scenarios. To create a stable regression model predicting the
Period.func from macroeconomic data requires adjustment for the fact that the linear trend is
ambiguous. Although the expression in Eq. 3 creates a unique parameter estimation by making an
assumption on the allocation of the linear trend, that assumption may not be correct when

macroeconomic data is included. The regression model must therefore take the form
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Period. func(p) ~ E(p)+ gp+£(p)
~Y ¢, E(p)+gp+e(p)
A Eq. 4

[0041] In Eq. 4, E(p) is an environmental index created from the fit to macroeconomic data.
Ej(p) are the observed value of the jth macroeconomic time series, n time series in all. g is the
coefficient for the linear trend required to best fit the macroeconomic data to the period function.
[0042] The coefficients in Eq. 4 may be fit via a computer implementation of an ordinary

least squares regression algorithm or other algorithm providing a similar solution. However, most
practitioners have relatively short data sets, such as 5 to 10 years in length. To get a truly stable
estimate of the parameters in Eq. 4, longer histories are beneficial. As part of the current invention, -
after estimating Eq. 4 for the period function estimated for the event data, the environment index, ' -
E(p), may be further stabilized. | | |

{0043} Using fblder macroeconomic data, the period function may be extrapolated-backward
‘through previéﬁé macrogconomic environments using the coefficients estimated in Eq. 4. Asstraight -~
- line‘is fit through the extrapolated: environmental index and any trend removed.
| E(p)~ap+bre(p) Ea.S - o |
[0044) ‘InEq. 5,.aand b are the slope and intercept terms for a straight line, respectively. e(p)
is the error term. '

E'(p)=E(p)-ap+b Eq.6

[0045] - Eq. 6 shows the calculation of the detrended environmental index E’(p). The detrended
environmental index represents the best guess of what the long term macroeconomic impacts on the
probability of event should be. As such, it is a unique solution to the linear trend ambiguity
described earlier. To use E’(p) in the APC estimation, the linear components of the age and cohort
functions can be adjusted to compensate, or the estimation of Eq. 3 can be modified to insert E’(p)

as a fixed input.

j=2 j=2

N1 N~
prob,(a,p,c)= exp(ao +aa+ ). a,0,(a)+E'(p)+yc+ ), 7,0,(c)+ u,.j
Eq.7

[0046] After estimating Eq. 7, all of the rest of computer implemented processes 32 through

36 may proceed as described previously.
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[0047] Referring now in detail to Figure 2 computer implemented stress testing process 36 is
illustrated. The original function is shown as the dot-dot-dash line, estimated over the event data
from period 0 to T. The dash line is the detrended environment index shown backward extrapolated
over the macroeconomic history from ~Th to 0 and fit to the Period.func between 0 and T. The
solid line represents when the original Period.func would look like with the linear trend adjustment
suggested by E’(p).

[0048] The procedures represented in Eqs. 4-7 may be performed via constraints. Eq. 4 could
be estimated directly with the constraint that the environment index E(p) show no net trend when

-extrapolated over prior economic periods. Similarly, the estimation of Eq. 3 could include the

- . N p'l )
constraint that Bp+ ) B,0,(p)exhibit no net trend when extrapolated over prior macroeconomic
. B _]=2 . ) B
periods.
[0049] ' The advantages of the present invention include, without limitation, the ability to - -

- create account-level estimates of an APC model where previously all estimates have beenon. - -

" aggregate data. This invention has the advantage over standard GLM and GLMM implementations -
 that an appropriate structure has been imposed so that the functions Age.func(age),

Period.func(period), and Cohort.func(cohort) are estimated in a stable and unique way. In addition, =

this invention generalizes APC models to allow for a greater range of distributions and link
functions so that they may be applied to a broader range of problems. This invention provides the
ability to make account-level forecasts and stress tests using the full robustness of the Age-Period-
Cohort structure.

[0050] The present invention has the additional advantage that explanatory scores as created
in computed implemented scoring process 32 may be estimated such that they are normalized for
changes in the age and period for the account. The use of the offset is unique in the context of
scoring and provides improved robustness and fidelity.

[0051] The present invention also has the additional advantages in the context of forecasting
and stress testing of creating a stable extrapolation over long periods of time. In the context of

credit risk stress testing and Basel II risk capital, this provides a robust estimation of through-the-

10
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cycle probabilities where previous methods. In the context of credit scoring, this invention creates
stable scores that do not need to be re-estimated frequently, as is the case for traditional scores.
EXAMPLE

[0052] The following example serves to illustrate the preceding process. Table 5 is a sample
of the data to be analyzed. This data is the combined data for input data 12 & 14.

Table 5: The first 35 rows of a one million row data set.

Loan.ID | Vintage.Date Date Co.Flg
6834257L5 | Feb 2004 Feb 2004 0
6834257L5 | Feb 2004 Mar 2004 0
683425715 | Feb 2004 Apr 2004 0
6834257L5 | Feb 2004 May 2004 0
6834257L5. | Feb 2004 Jun 2004 0

'| 6834257L5° | Feb 2004 | Jul 2004 0
6834257L5 - | Feb 2004 | Aug 2004 0

|1 6834257L5 | Feb 2004 Sep 2004 0
'{ 6834257L5 - | Feb 2004 Oct 2004 0
6834257L5 | Feb 2004 Nov 2004 0
6834348L5 | Jun 2004 Jun 2004 0
6834348L5 | Jun 2004 Jul 2004 0
6834348L5 | Jun 2004 Aug 2004 0
6834348L5 | Jun 2004 Sep 2004 0
6834348L5 | Jun 2004 Oct 2004 0
6834348L5 | Jun 2004 Nov 2004 0
6834649L5.7 | Jan 2004 Jan 2004 0
6834649L5.7 | Jan 2004 Feb 2004 0
6834649L5.7 | Jan 2004 Mar 2004 0
6834649L5.7 | Jan 2004 Apr 2004 0
683464915.7 | Jan 2004 May 2004 0




WO 2014/052830

PCT/US2013/062301

6834649L.5.7 | Jan 2004 Jun 2004 0
68346491.5.7 | Jan 2004 Jul 2004 0
6834649L5.7 | Jan 2004 Aug 2004 0
68346491.5.7 | Jan 2004 Sep 2004 0
6834649L5.7 | Jan 2004 Oct 2004 0
68346491.5.7 | Jan 2004 Nov 2004 1
6834740050 | Jun 2004 Oct 2004 0
6834740150 | Jun 2004 Nov 2004 0
6834754L.50.1 | Apr 2004 Apr 2004 0
6834754L.50.1 | Apr 2004 May 2004 0
6834754L50.1‘ Apr 2004 Jun 2004 0
6834754L.50.1 | Apr 2004 Jul 2004 0
6834754L50.1 | Apr 2004 Aug 2004 0
6834754150.1 | Apr 2004 Sep 2004 0
[0053]  -The data in Table 5is fed succes'sively‘ through computer implemented ptocesses 16,

18, 20, 22, and 24 to create Age.func 26, Period.func 28, and Cohort.func 30. These functions for

the example data set are shown in Figures 3, 4, & 5.

[0054]  For computed implemented Forecasting 34 and Stress Testing 36 processes, the

macroeconomic factors as illustrated in Table 6 were correlated to the Period.func 28 using

appropriate transformations.

Table 6: The last year of macroeconomic data used to correlate to the Period.func 28.

Oct 2011 -2.512306 288.44 61
Nov 2011 -2.526809 288.44 63
Dec 2011 -2.526809 288.44 66
Jan 2012 -2.556366 285.80 82
Feb 2012 -2.586689 285.80 70
Mar 2012 -2.586689 285.80 82
Apr 2012 -2.602153 285.28 74

12
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May 2012 -2.586689 285.28 66

Jun 2012 -2.556366 285.28 101

Jul 2012 -2.497979 287.54 80

Aug 2012 -2.483824 287.54 63

Sep 2012 -2.512306 287.54 107

[0055] The coefficients in Table 7 show how the macroeconomic data of Table 6 was

transformed via moving averages or log-ratios and then included in a regression model to predict

the Period.func 28.

Table 7: The coefficients from fitting the Period.func 28 to macroeconomic factors.

| Estimate  Std. Error  t value Pr(>t))

(Intercept) 5.908513  1.250051 4.727  3.31E-06
t o | -0.009547  0.002535  -3.765  0.000195
Unemp.lwMovingAvg.Lm6.W3 - 2.050558  0.535645 3.828  0.000153
HPLIwLogRatio.L5.W24 . -2.262367  1.039257  -2.177  0.030153
Housing.Staﬁs.leogRatio.LS.Wl5 -0.306789  0.047639  -6.44  3.94E-10

[0056] - - As part of the computer implemented Fofecasting and Stress Testing processes, the

model was extrapolated backward through previous recessions to produce the strongly trended line

in Figure 6. By fitting a straight line to through the trended function, the detrended function was
produced and the Age.func 26 and Cohort.func 30 could be re-estimated.

[0057]

32 process by adding scoring variables to the data set, Table 8.

Table 8: A sample of rows from a scoring data set showing the inclusion of the offset =

The final stage was to estimate a scoring model as in computer implemented Scoring

Age.func(age) + Period.func(period) and additional scoring variables needed to predict Default.

13
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Loan.ID Offset Open.Score Subcategory LTV Default
775450515.2 -6.507542 775 Used 0.8522903 0
7634427150 -6.257507 642 New 0.4283833 0
7664863L51 -6.246894 707 Used 0.6147171 0
777404915 -6.608102 717 Used 0.9218893 0
7747162150 -6.459596 704 New 0.8453044 0
772350915.1 -5.981274 676 Used 0.8679208 0
7729144151 -6.176326 651 Used 1.0482788 1
774726715 -5.874071 800 Used 0.7239003 0
13229051150 -6.247366 788 New 0.182804 0
7750571151 -6.565326 744 Used 0.6692575 0
7596305L5 -6.242031 628 Used 0.7948481 0
771804915 -6.223141 664 Used 0.1975557 0
7732553L50 -6.40514 663 New 1.0088621 o
7396413151 -6.565326 690 Used 1.2357388 0o
- 772048515 -6.284591 576 Used 0.5254888 0 -
7693108L50 -6.45063 707 New 1.0189697 0 -
758598715.2 -6.202212 642 Used 0.6931909 0o .
761642315.2  -6.573594 712 Used 0.3008851 0o -
7052013L5.3 -6.436005 . 770 Used 0.7303952 0
7052013L5.4  -6.750255 714 Used 1.2616333 0o
7345208L50.1 -7.065701 696 New ~0.9836364 0 -
7744971151 -7.213443 777 Used 0.8429142 0
7705526L51 -6.581321 650 Used 0.7681351 0
[0058] The data in Table 8 was analyzed as object “perf” with a standard generalized linear

model (GLM). In R, this takes the form,

model <- glm("Default ~ 1 + offset(Offset) + Open.Score + Subcategory + Source +
log(LTV)", family=binomial, data=perf)
[0059] The output from the GLM is given in Table 9. The predict() function implemented in
R can be applied with future values for Offset to realize the computer implemented Scoring 32

process.

Table 9: Output coefficients from the glm score using an Offset = Age.func + Period.func.

Estimate Std. Error  z value Pr(>z|)
(Intercept) 10306961  1.367256 7.538  4.76E-14
Open.Score -0.012886 0.00183 -7.043  1.88E-12
log(LTV) 1.203598  0.546832 2.201 0.0277
SubcategoryNew 0 ‘

14
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Subcategory Used 0.133842  0.312062 0.429 0.668

[0060] The computer implemented scoring 30 process is combined with the results of the
computer implemented forecasting 34 process or computer implemented stress testing 36 process to
create account-level forecasts or stress tests.

[0061] While the foregoing written description of the invention enables one of ordinary skill
to make and use what is considered presently to be the best mode thereof, those of ordinary skill
will understand and appreciate the existence of variations, combinations, and equivalents of the
specific embodiment, method, and examples herein. The invention should therefore not be limited
by the above described embodiment, method, and examples, but by all embodiments and methods
within the séope and spirit of the invention. _
[0062] What is claimed énd desired to be secured by a Letters Patent of the United States is:

15
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[0063]

10.

I claim:

A machine for estimating the future behavior of account data comprising:

a computer system for receiving account data which includes at least two of
the three values of account age, observation period, or origination cohort; and

an engine for processing said account data and providing estimates of one or
more of three parametric functions of age, period, and cohort; wherein said
computer system uses said parametric functions to predict the behavior of said
accounts.

The machine as recited in Claim 1, wherein said engine utilizes orthonormal
basis functions for estimating any of said parametric functions , wherein said basis
functions include constant and linear terms.

The machine as recited in Claim 1, wherein said engine utilizes spline basis
functions for estimating said parametric functions , wherein said spline functions
have a total of one constant term and two linear terms.

The machine as recited in Claim 1, wherein said engine utilizes non-parametric
functions for estimating said functions of age, period and cohort , wherein said non-
parametric functions have a total of one constant term and two linear terms.

The machine as recited in Claim 1 , wherein said engine takes into consideration
a random effects term on the account number.

The machine as recited in Claim 2, wherein said engine takes into consideration a
random effects term on the account number.

The machine as recited in Claim 3, wherein said engine takes into consideration
a random effects term on the account number.

The machine as recited in Claim 1, wherein said engine generates scores of
account specific behavior.

The machine as recited in Claim 2, wherein said engine generates scores of
account specific behavior.

The machine as recited in Claim 3, wherein said engine generates scores of
account specific behavior.

16
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11.

12.

13.

14.

15.

16.

17.

18.

19.

21.

22.

23.

24 .

25..

The machine as recited in Claim 4, wherein said engine generates scores of
account specific behavior.

The machine as recited in Claim 5, wherein said engine generates scores of
account specific behavior.

The machine as recited in Claim 6, wherein said engine generates scores of
account specific behavior.

The machine as recited in Claim 1, wherein said future behavior includes stress

. testing.

The machine as recited in Claim 2, wherein said future behavior includes stress
testing.

The machine as recited in Claim 3, wherein said future behavior includes stress
testing.

-The machine as recited in Claim 4, wherein said future behavior includes stress

testing.

The machine as recited in Claim 5, wherein said future behavior includes stress
testing. : '

The machine as recited in Claim 6, wherein said future behavior includes stress
testing.

The use of the age and period functions to compute an account-level offset for
creating scores.

The use of additional historical macroeconomic data to stabilize the estimation of
the period function and adjust the age and cohort functions to compensate.

The use of the invention in Claim 21 for creating scores of account specific
behavior.

The machine as recited in Claim 1, wherein said engine is programmed to
forecast future behavior of said accounts.

The machine as recited in Claim 2, wherein said engine is programmed to
forecast future behavior of said accounts.

17



WO 2014/052830 PCT/US2013/062301

26. The machine as recited in Claim 3, wherein said engine is programmed to
forecast future behavior of said accounts.
27. The machine as recited in Claim 4, wherein said engine is programmed to forecast

future behavior of said accounts.

28. The machine as recited in Claim 5, wherein said engine is programmed to forecast

future behavior of said accounts.

29. The machine as recited in Claim 6, wherein said engine is programmed to forecast

future behavior of said accounts.

18
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