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A mobile terminal including adisplay unit; awireless commu-
nication unit configured to wirelessly communicate with aflying object; and a
controller configured to receive an input for setting a least one member of a
created group of members to be atarget, and remotely control the flying ob-
Y ject to obtain an image of the at least one member set asthe target.
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Description

Title of Invention: MOBILE TERMINAL AND CONTROLLING

[1]

[2]

3]

[4]

(9]

(6]

METHOD THEREOF

Technical Field

The present invention relates to amobile terminal, and more particularly, to amobile
termina and controlling method thereof. Although the present invention is suitable for
awide scope of applications, itisparticularly suitable for remotely controlling aflying
object equipped with acamera.

Background Art

Terminals may be generally classified as mobile/portable terminals or stationary
terminals. Mobile terminals may also be classified ashandheld terminals or vehicle
mounted terminals. Mobile terminals have become increasingly more functional.
Examples of such functions include data and voice communications, capturing images
and video via a camera, recording audio, playing music files via a speaker system, and
displaying images and video on adisplay. Some mobile terminals include additiona
functionality which supports game playing, while other terminals are configured as
multimedia players. More recently, mobile terminals have been configured to receive
multicast signals which permit viewing of content such asvideos and television
programs.

Asfunctions of the terminal are getting diversified, the terminal tends to be im-
plemented as a multimedia player provided with complex functions such as pho-
tographing of photos or videos, playback of music or video files, game play, broadcast
reception and the like for example.

The ongoing developments of the IT technology fields have influence on the field of
small flying objects. For instance, ahelicam (helicopter camera) tends to be used
instead of acamera in amovie set. And, it is attempted to use adrone for the delivery
of asmall product. However, so far, only aflying trace of the above-mentioned small
flying object can be remotely controlled by a signal transmitted from aremote
controller, a server or the like.

Disclosur e of I nvention

Technical Problem

Accordingly, embodiments of the present invention are directed to a mobile terminal
and controlling method thereof that substantially obviate one or more problems due to
limitations and disadvantages of the related art.

The present invention isdirected to substantially obviate one or more problems due
to limitations and disadvantages of the related art, and an object of the present
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invention isto provide amobile terminal and controlling method thereof, by which

user's convenience can be enhanced.
One object of the present invention isto provide amethod of widely utilizing a small

flying object as aphotographing device through linkage between the small flying
object and amobile termina in controlling the small flying object equipped with a
camera such as ahelicam and the like.

In particular, one object of the present invention isto provide amobile termina and
controlling method thereof, by which a small flying object equipped with a camera can
be controlled remotely.

Another object of the present invention isto provide amobile terminal and con-
trolling method thereof, by which a small flying object can be controlled remotely and
automatically in accordance with apreset setting value (e.g., apriority, a shot mode,
etc.).

Additional advantages, objects, and features of the invention will be set forth in the
disclosure herein aswell asthe accompanying drawings. Such aspects may also be ap-
preciated by those skilled in the art based on the disclosure herein.

Solution to Problem

To achieve these objects and other advantages and in accordance with the purpose of
the invention, asembodied and broadly described herein, a mobile terminal according
to one embodiment of the present invention may include adisplay unit configured to
display information, awireless communication unit configured to perform a commu-
nication with aflying object, and a controller configured to create a group in response
to auser input for requesting creation of the group, and if at least one members in the
group is set as atarget, remotely control the flying object to track and shoot the target.

In another aspect of the present invention, asembodied and broadly described herein,
amethod of controlling amobile terminal according to another embodiment of the
present invention may include receiving auser input for requesting creation of agroup,
creating agroup in response to the user input, setting at least one members in the group
asatarget, and remotely controlling aflying object to track and shoot the target.
Advantageous Effects of Invention

Accordingly, embodiments of the present invention provide various effects and/or
features. According to at least one of embodiments of the present invention, amobile
terminal and controlling method thereof are provided, thereby enhancing user's con-
venience. According to at least one of embodiments of the present invention, a mobile
terminal and controlling method thereof are provided, thereby remotely controlling a
small flying object equipped with a camera
Brief Description of Drawings
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The present invention will become more fully understood from the detailed de-
scription given herein below and the accompanying drawings, which are given by il-
lustration only, and thus are not limitative of the present invention, and wherein:

FIG. 1A isablock diagram of amobile terminal in accordance with the present
disclosure;

FIGS. IB and 1C are conceptual views of one example of the mobile terminal,
viewed from different directions;

FIG. 2 isaflowchart for an operation of amobile terminal according to one em-
bodiment of the present invention;

FIG. 3isadiagram illustrating one example that a shot group is created and that a
small flying object interworks with the created shot group;

FIG. 4 isadiagram illustrating one example that adifferent terminal joins a shot
group;

FIG. 5isadiagram illustrating one example of setting a shot target;

FIG. 6 isadiagram illustrating one example that atarget designated by a user is set
as a shot target;

FIG. 7 isadiagram illustrating one example that atest of arecognition rate for a set
shot target isin progress;

FIGs. 8to 11are diagrams illustrating examples of auser interface provided to set a
shooting scheme;

FIG. 12 isadiagram illustrating one example of adjusting a distance between a small
flying object and a shot target in accordance with a shot mode;

FIG. 13 isadiagram illustrating one example that a small flying object shoots a shot
target based on apriority per shot target;

FIG. 14 isadiagram illustrating one example that a small flying object shoots a shot
target based on a quantity assigned per shot target;

FIG. 15 isadiagram illustrating one example that a small flying object shoots a shot
target if apriority is set by unit of aplurality of objects;

FIG. 16 isadiagram illustrating one example of designating alanding place of a
small flying object;

FIG. 17 isadiagram illustrating one example of an operation of a mobile terminal if
aremaining battery level of asmall flying object becomes equal to or smaller than a
prescribed numerical value;

FIG. 18 isadiagram to describe an operation of amobile terminal if a small flying
object is unable to shoot a shot target;

FIG. 19 isadiagram illustrating one example of a case that aprescribed one of a
plurality of shot targets leaves agroup;

FIG. 20 isadiagram illustrating one example of a case that aprescribed one of shot
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targets i s spaced apart from agroup owner over aprescribed distance;
FIG. 21isadiagram illustrating one example of partitioning a shot image per type;

FIG. 22 isadiagram illustrating another example of performing a video editing;

FIG. 23 isadiagram illustrating one example of sharing a video;

FIG. 24 is a schematic diagram of aproduct receiving sequence according to an em-
bodiment of the present invention;

FIG. 25 isadiagram illustrating one example of outputting adelivery guide page;

FIG. 26 isadiagram illustrating one example of changing a delivery destination;

FIG. 27 isaflowchart of an operation to describe an associated operation between a
mobile terminal according to an embodiment of the present invention and aflying
object;

FIG. 28 isadiagram illustrating one example of outputting a message through a
mobile terminal;

FIG. 29 isadiagram illustrating one example of designating alanding place of a
flying object;

FIG. 30 isadiagram illustrating one example of outputting an image pattern;

FIG. 3lisadiagram illustrating one example of outputting apopup window;

FIG. 32 isadiagram illustrating one example of recognizing that aflying object has
approached a delivery destination;

FIG. 33 isadiagram illustrating one example of outputting a map for displaying a
flight status of aflying object;

FIG. 34 isadiagram illustrating one example of selecting aflight route of aflying
object;

FIG. 35isadiagram illustrating one example of changing aflight route of aflying
object during aflight;

FIG. 36 isadiagram illustrating one example to describe an operation of a mobile
terminal in case of detecting a dangerous object around alanding place; and

FIG. 37 isablock diagram of asmall flying object according to an embodiment of
the present invention.
Mode for the Invention

Description will now be given in detail according to exemplary embodiments
disclosed herein, with reference to the accompanying drawings. For the sake of brief
description with reference to the drawings, the same or equivalent components may be
provided with the same reference numbers, and description thereof will not be
repeated. In general, a suffix such as "module’ and "unit" may be used to refer to
elements or components. Use of such a suffix herein is merely intended to facilitate de-
scription of the specification, and the suffix itself isnot intended to give any special
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meaning or function. In the present disclosure, that which iswell-known to one of
ordinary skill in the relevant art has generally been omitted for the sake of brevity. The
accompanying drawings are used to help easily understand various technical features
and it should be understood that the embodiments presented herein are not limited by
the accompanying drawings. As such, the present disclosure should be construed to
extend to any alterations, equivalents and substitutes in addition to those which are par-
ticularly set out in the accompanying drawings.

Although the terms first, second, etc. may be used herein to describe various
elements, these elements should not be limited by these terms. These terms are
generaly only used to distinguish one element from another. When an element is
referred to asbeing "connected with" another element, the element can be connected
with the other element or intervening elements may also be present. In contrast, when
an element isreferred to asbeing "directly connected with" another element, there are
no intervening elements present.

A singular representation may include aplural representation unless it represents a
definitely different meaning from the context. Terms such as "include" or "has' are
used herein and should be understood that they are intended to indicate an existence of
several components, functions or steps, disclosed in the specification, and itisaso un-
derstood that greater or fewer components, functions, or steps may likewise be utilized.

Mobile terminals presented herein may be implemented using avariety of different
types of terminals. Examples of such terminals include cellular phones, smart phones,
user equipment, laptop computers, digital broadcast terminals, persona digital as-
sistants (PDAS), portable multimedia players (PMPs), navigators, portable computers
(PCs), date PCs, tablet PCs, ultra books, wearable devices (for example, smart
watches, smart glasses, head mounted displays (HMDs)), and the like. By way of non-
limiting example only, further description will be made with reference to particular
types of mobile terminals. However, such teachings apply equally to other types of
terminals, such asthose types noted above. In addition, these teachings may aso be
applied to stationary terminals such asdigital TV, desktop computers, and the like.

Reference isnow made to FIGS. 1A-1C, where FIG. 1A isablock diagram of a
mobile terminal in accordance with the present disclosure, and FIGS. IB and 1C are
conceptual views of one example of the mobile terminal, viewed from different di-
rections. The mobile terminal 100 is shown having components such as a wireless
communication unit 110, an input unit 120, a sensing unit 140, an output unit 150, an
interface unit 160, amemory 170, a controller 180, and a power supply unit 190. Im-
plementing all of the illustrated components isnot arequirement, and that greater or
fewer components may alternatively be implemented.

Referring now to FIG. 1A, the mobile termina 100 is shown having wireless com-
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munication unit 110 configured with several commonly implemented components. For
instance, the wireless communication unit 110 typically includes one or more
components which permit wireless communication between the mobile terminal 100
and awireless communication system or network within which the mobile terminal is
located.

The wireless communication unit 110 typically includes one or more modules which
permit communications such as wireless communications between the mobile terminal
100 and awireless communication system, communications between the mobile
terminal 100 and another mobile terminal, communications between the mobile
terminal 100 and an external server. Further, the wireless communication unit 110
typically includes one or more modules which connect the mobile terminal 100 to one
or more networks. To facilitate such communications, the wireless communication unit
110 includes one or more of abroadcast receiving module 111, amobile commu-
nication module 112, awireless Internet module 113, a short-range communication
module 114, and alocation information module 115.

The input unit 120 includes acamera 121 for obtaining images or video, a mi-
crophone 122, which isone type of audio input device for inputting an audio signal,
and a user input unit 123 (for example, atouch key, apush key, amechanical key, a
soft key, and the like) for allowing a user to input information. Data (for example,
audio, video, image, and the like) is obtained by the input unit 120 and may be
analyzed and processed by controller 180 according to device parameters, user
commands, and combinations thereof.

The sensing unit 140 istypically implemented using one or more sensors configured
to sense internal information of the mobile terminal, the surrounding environment of
the mobile terminal, user information, and the like. For example, in FIG. 1A, the
sensing unit 140 is shown having aproximity sensor 141 and an illumination sensor
142.

If desired, the sensing unit 140 may alternatively or additionally include other types
of sensors or devices, such as atouch sensor, an acceleration sensor, a magnetic sensor,
a G-sensor, agyroscope sensor, amotion sensor, an RGB sensor, an infrared (IR)
sensor, afinger scan sensor, a ultrasonic sensor, an optical sensor (for example, camera
121), amicrophone 122, abattery gauge, an environment sensor (for example, a
barometer, ahygrometer, athermometer, aradiation detection sensor, athermal sensor,
and a gas sensor, among others), and achemical sensor (for example, an electronic
nose, ahealth care sensor, abiometric sensor, and the like), to name afew. The mobile
terminal 100 may be configured to utilize information obtained from sensing unit 140,
and in particular, information obtained from one or more sensors of the sensing unit
140, and combinations thereof.
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The output unit 150 istypically configured to output various types of information,
such as audio, video, tactile output, and the like. The output unit 150 is shown having a
display unit 151, an audio output module 152, ahaptic module 153, and an optical
output module 154.

The display unit 151 may have an inter-layered structure or an integrated structure
with atouch sensor in order to facilitate atouch screen. The touch screen may provide
an output interface between the mobile terminal 100 and a user, as well asfunction as
the user input unit 123 which provides an input interface between the mobile termina
100 and the user.

The interface unit 160 serves as an interface with various types of external devices
that can be coupled to the mobile terminal 100. The interface unit 160, for example,
may include any of wired or wireless ports, external power supply ports, wired or
wireless data ports, memory card ports, ports for connecting adevice having an identi-
fication module, audio input/output (1/0) ports, video 1/0O ports, earphone ports, and
the like. In some cases, the mobile terminal 100 may perform assorted control
functions associated with aconnected external device, inresponse to the external
device being connected to the interface unit 160.

The memory 170 istypicaly implemented to store data to support various functions
or features of the mobile terminal 100. For instance, the memory 170 may be
configured to store application programs executed in the mobile terminal 100, data or
instructions for operations of the mobile terminal 100, and the like. Some of these ap

plication programs may be downloaded from an external server via wireless commu-
nication. Other application programs may be installed within the mobile terminal 100
at time of manufacturing or shipping, which istypicaly the case for basic functions of
the mobile terminal 100 (for example, receiving acall, placing acall, receiving a
message, sending amessage, and the like). It iscommon for application programs to be
stored in the memory 170, installed in the mobile terminal 100, and executed by the
controller 180 to perform an operation (or function) for the mobile terminal 100.

The controller 180 typically functions to control overall operation of the mobile
terminal 100, in addition to the operations associated with the application programs.
The controller 180 can provide or process information or functions appropriate for a
user by processing signals, data, information and the like, which are input or output by
the various components depicted in Fig. 1A, or activating application programs stored
in the memory 170. Asone example, the controller 180 controls some or al of the
components illustrated in FIGS. 1A-1C according to the execution of an application
program that have been stored in the memory 170.

The power supply unit 190 can be configured to receive external power or provide
internal power in order to supply appropriate power required for operating elements
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and components included in the mobile terminal 100. The power supply unit 190 may
include abattery, and the battery may be configured to be embedded in the terminal
body, or configured to be detachable from the terminal body.

Referring still to FIG. 1A, various components depicted in this figure will now be
described in more detail. Regarding the wireless communication unit 110, the
broadcast receiving module 111istypically configured to receive abroadcast signal
and/or broadcast associated information from an external broadcast managing entity
via abroadcast channel. The broadcast channel may include a satellite channel, a ter-
restrial channel, or both. In some embodiments, two or more broadcast receiving
modules 111 may be utilized to facilitate simultaneously receiving of two or more
broadcast channels, or to support switching among broadcast channels.

The mobile communication module 112 can transmit and/or receive wireless signals
to and from one or more network entities. Typical examples of anetwork entity
include abase station, an externa mobile terminal, a server, and the like. Such network
entities form part of amobile communication network, which isconstructed according
to technical standards or communication methods for mobile communications (for
example, Global System for Mobile Communication (GSM), Code Division Multi
Access (CDMA), CDMA2000 (Code Division Multi Access 2000), EV-DO (Enhanced
Voice-Data Optimized or Enhanced Voice-Data Only), Wideband CDMA (WCDMA),
High Speed Downlink Packet access (HSDPA), HSUPA (High Speed Uplink Packet
Access), Long Term Evolution (LTE) ,LTE-A (Long Term Evolution- Advanced), and
the like). Examples of wireless signals transmitted and/or received via the mobile com-
munication module 112 include audio call signals, video (telephony) call signals, or
various formats of data to support communication of text and multimedia messages.

The wireless Internet module 113 isconfigured to facilitate wireless Internet access.
This module may beinternally or externally coupled to the mobile terminal 100. The
wireless Internet module 113 may transmit and/or receive wireless signals via commu-
nication networks according to wireless Internet technologies.

Examples of such wireless Internet access include Wireless LAN (WLAN), Wireless
Fidelity (Wi-Fi), Wi-Fi Direct, Digital Living Network Alliance (DLNA), Wireless
Broadband (WiBro), Worldwide Interoperability for Microwave Access (WiMAX),
High Speed Downlink Packet Access (HSDPA), HSUPA (High Speed Uplink Packet
Access), Long Term Evolution (LTE), LTE-A (Long Term Evolution- Advanced), and
the like. The wireless Internet module 113 may transmit/receive data according to one
or more of such wireless Internet technologies, and other Internet technologies as well.

In some embodiments, when the wireless Internet access isimplemented according
to, for example, WiBro, HSDPA ,HSUPA, GSM, CDMA, WCDMA, LTE, LTE-A and
the like, aspart of a mobile communication network, the wireless Internet module 113
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performs such wireless Internet access. As such, the Internet module 113 may
cooperate with, or function as, the mobile communication module 112.

The short-range communication module 114 isconfigured to facilitate short-range
communications. Suitable technologies for implementing such short-range commu-
nications include BLUETOOTHTM, Radio Frequency IDentification (RFID), Infrared
Data Association (IrDA), Ultra-WideB and (UWB), ZigBee, Near Field Commu-
nication (NFC), Wireless-Fidelity (Wi-Fi), Wi-Fi Direct, Wireless USB (Wireless
Universal Serial Bus), and the like. The short-range communication module 114 in
genera supports wireless communications between the mobile terminal 100 and a
wireless communication system, communications between the mobile terminal 100 and
another mobile terminal 100, or communications between the mobile terminal and a
network where another mobile terminal 100 (or an external server) islocated, via
wireless area networks. One example of the wireless area networks isawireless
personal area networks.

In some embodiments, another mobile terminal (which may be configured similarly
to mobile terminal 100) may be a wearable device, for example, a smart watch, a smart
glass or ahead mounted display (HMD), which can exchange data with the mobile
terminal 100 (or otherwise cooperate with the mobile termina 100). The short-range
communication module 114 may sense or recognize the wearable device, and permit
communication between the wearable device and the mobile terminal 100. In addition,
when the sensed wearable device is adevice which isauthenticated to communicate
with the mobile terminal 100, the controller 180, for example, may cause transmission
of data processed in the mobile terminal 100 to the wearable device via the short-range
communication module 114. Hence, a user of the wearable device may use the data
processed in the mobile terminal 100 on the wearable device. For example, when acall
isreceived inthe mobile termina 100, the user can answer the call using the wearable
device. Also, when amessage isreceived in the mobile terminal 100, the user can
check the received message using the wearable device.

The location information module 115 isgeneraly configured to detect, calculate,
derive or otherwise identify aposition of the mobile terminal. Asan example, the
location information module 115 includes a Global Position System (GPS) module, a
Wi-Fi module, or both. If desired, the location information module 115 may alter-
natively or additionally function with any of the other modules of the wireless commu-
nication unit 110 to obtain data related to the position of the mobile terminal.

Asone example, when the mobile terminal uses a GPS module, aposition of the
mobile terminal may be acquired using asignal sent from a GPS satellite. Asanother
example, when the mobile terminal uses the Wi-Fi module, aposition of the mobile
terminal can be acquired based on information related to awireless access point (AP)
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which transmits or receives awireless signal to or from the Wi-Fi module.

The input unit 120 may be configured to permit various types of input to the mobile
terminal 120. Examples of such input include audio, image, video, data, and user input.
Image and video input is often obtained using one or more cameras 121. Such cameras
121 may process image frames of still pictures or video obtained by image sensors in a
video or image capture mode. The processed image frames can be displayed on the
display unit 151 or stored in memory 170. In some cases, the cameras 121 may be
arranged in amatrix configuration to permit aplurality of images having various
angles or foca points to beinput to the mobile terminal 100. As another example, the
cameras 121 may be located in a stereoscopic arrangement to acquire left and right
images for implementing a stereoscopic image.

The microphone 122 isgenerally implemented to permit audio input to the mobile
terminal 100. The audio input can be processed in various manners according to a
function being executed in the mobile terminal 100. If desired, the microphone 122
may include assorted noise removing agorithms to remove unwanted noise generated
in the course of receiving the external audio.

The user input unit 123 is a component that permits input by auser. Such user input
may enable the controller 180 to control operation of the mobile terminal 100. The user
input unit 123 may include one or more of a mechanical input element (for example, a
key, abutton located on afront and/or rear surface or a side surface of the mobile
terminal 100, a dome switch, ajog wheel, ajog switch, and the like), or a touch-
sensitive input, among others. Asone example, the touch- sensitive input may be a
virtual key or a soft key, which isdisplayed on atouch screen through software
processing, or atouch key which islocated on the mobile terminal at alocation that is
other than the touch screen. Further, the virtual key or the visual key may be displayed
on the touch screen in various shapes, for example, graphic, text, icon, video, or a com-
bination thereof.

The sensing unit 140 isgenerally configured to sense one or more of internal in-
formation of the mobile terminal, surrounding environment information of the mobile
terminal, user information, or the like. The controller 180 generally cooperates with the
sending unit 140 to control operation of the mobile terminal 100 or execute data
processing, afunction or an operation associated with an application program installed
in the mobile terminal based on the sensing provided by the sensing unit 140. The
sensing unit 140 may be implemented using any of avariety of sensors, some of which
will now be described in more detail.

The proximity sensor 141 may include a sensor to sense presence or absence of an
object approaching a surface, or an object located near a surface, by using an electro-
magnetic field, infrared rays, or the like without a mechanical contact. The proximity
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sensor 141 may be arranged at an inner region of the mobile terminal covered by the
touch screen, or near the touch screen.

The proximity sensor 141, for example, may include any of atransmissive type pho-
toelectric sensor, adirect reflective type photoelectric sensor, amirror reflective type
photoelectric sensor, ahigh-frequency oscillation proximity sensor, acapacitance type
proximity sensor, a magnetic type proximity sensor, an infrared rays proximity sensor,
and the like. When the touch screen isimplemented as a capacitance type, the
proximity sensor 141 can sense proximity of apointer relative to the touch screen by
changes of an electromagnetic field, which isresponsive to an approach of an object
with conductivity. In this instance, the touch screen (touch sensor) may also be cat-
egorized as aproximity sensor.

The term "proximity touch™ will often bereferred to herein to denote the scenario in
which apointer ispositioned to be proximate to the touch screen without contacting
the touch screen. The term "contact touch" will often be referred to herein to denote the
scenario in which apointer makes physical contact with the touch screen. For the
position corresponding to the proximity touch of the pointer relative to the touch
screen, such position will correspond to aposition where the pointer isperpendicular to
the touch screen. The proximity sensor 141 may sense proximity touch, and proximity
touch patterns (for example, distance, direction, speed, time, position, moving status,
and the like).

In general, controller 180 processes data corresponding to proximity touches and
proximity touch patterns sensed by the proximity sensor 141, and cause output of
visua information on the touch screen. In addition, the controller 180 can control the
mobile terminal 100 to execute different operations or process different data according
to whether atouch with respect to apoint on the touch screen iseither aproximity
touch or acontact touch.

A touch sensor can sense atouch applied to the touch screen, such asdisplay unit
151, using any of avariety of touch methods. Examples of such touch methods include
aresistive type, acapacitive type, an infrared type, and a magnetic field type, among
others. Asone example, the touch sensor may be configured to convert changes of
pressure applied to a specific part of the display unit 151, or convert capacitance
occurring at a specific part of the display unit 151, into electric input signals. The
touch sensor may also be configured to sense not only atouched position and a
touched area, but also touch pressure and/or touch capacitance. A touch object is
generally used to apply atouch input to the touch sensor. Examples of typical touch
objects include afinger, atouch pen, a stylus pen, apointer, or the like.

When atouch input is sensed by atouch sensor, corresponding signals may be
transmitted to atouch controller. The touch controller may process the received
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signals, and then transmit corresponding data to the controller 180. Accordingly, the
controller 180 can sense which region of the display unit 151 has been touched. Here,
the touch controller may be a component separate from the controller 180, the
controller 180, and combinations thereof.

In some embodiments, the controller 180 can execute the same or different controls
according to atype of touch object that touches the touch screen or atouch key
provided in addition to the touch screen. Whether to execute the same or different
control according to the object which provides atouch input may be decided based on
acurrent operating state of the mobile terminal 100 or a currently executed application
program, for example.

The touch sensor and the proximity sensor may be implemented individually, orin
combination, to sense various types of touches. Such touches includes a short (or tap)
touch, along touch, a multi-touch, adrag touch, aflick touch, apinch-in touch, a
pinch-out touch, a swipe touch, ahovering touch, and the like.

If desired, an ultrasonic sensor may be implemented to recognize position in-
formation relating to atouch object using ultrasonic waves. The controller 180, for
example, may calculate aposition of a wave generation source based on information
sensed by an illumination sensor and aplurality of ultrasonic sensors. Since light is
much faster than ultrasonic waves, the time for which the light reaches the optical
sensor is much shorter than the time for which the ultrasonic wave reaches the ul-
trasonic sensor. The position of the wave generation source may be calculated using
this fact. For instance, the position of the wave generation source may be calculated
using the time difference from the time that the ultrasonic wave reaches the sensor
based on the light as areference signal.

The camera 121 typically includes at least one a camera sensor (CCD, CMOS etc.), a
photo sensor (or image sensors), and alaser sensor. Implementing the camera 121 with
alaser sensor may allow detection of atouch of aphysical object with respect to a3D
stereoscopic image. The photo sensor may be laminated on, or overlapped with, the
display device. The photo sensor may be configured to scan movement of the physical
object in proximity to the touch screen. In more detail, the photo sensor may include
photo diodes and transistors at rows and columns to scan content received at the photo
sensor using an electrical signa which changes according to the quantity of applied
light. Namely, the photo sensor may calculate the coordinates of the physical object
according to variation of light to thus obtain position information of the physical
object.

The display unit 151 isgenerally configured to output information processed in the
mobile terminal 100. For example, the display unit 151 may display execution screen
information of an application program executing at the mobile terminal 100 or user
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interface (Ul) and graphic user interface (GUI) information in response to the
execution screen information. In some embodiments, the display unit 151 may be im-
plemented as a stereoscopic display unit for displaying stereoscopic images. A typical
stereoscopic display unit may employ a stereoscopic display scheme such as a
stereoscopic scheme (a glass scheme), an auto- stereoscopic scheme (glassless scheme),
aprojection scheme (holographic scheme), or the like.

The audio output module 152 is generally configured to output audio data. Such
audio data may be obtained from any of anumber of different sources, such that the
audio data may be received from the wireless communication unit 110 or may have
been stored in the memory 170. The audio data may be output during modes such as a
signal reception mode, acall mode, arecord mode, a voice recognition mode, a
broadcast reception mode, and the like. The audio output module 152 can provide
audible output related to aparticular function (e.g., acall signa reception sound, a
message reception sound, etc.) performed by the mobile terminal 100. The audio
output module 152 may also be implemented as areceiver, a speaker, abuzzer, or the
like.

A haptic module 153 can be configured to generate various tactile effects that a user
feels, perceive, or otherwise experience. A typical example of atactile effect generated
by the haptic module 153 isvibration. The strength, pattern and the like of the
vibration generated by the haptic module 153 can be controlled by user selection or
setting by the controller. For example, the haptic module 153 may output different vi-
brations in a combining manner or a sequential manner.

Besides vibration, the haptic module 153 can generate various other tactile effects,
including an effect by stimulation such as apin arrangement vertically moving to
contact skin, a spray force or suction force of air through ajet orifice or a suction
opening, atouch to the skin, acontact of an electrode, electrostatic force, an effect by
reproducing the sense of cold and warmth using an element that can absorb or generate
heat, and the like.

The haptic module 153 can also be implemented to allow the user to feel atactile
effect through a muscle sensation such as the user's fingers or arm, as well as
transferring the tactile effect through direct contact. Two or more haptic modules 153
may be provided according to the particular configuration of the mobile terminal 100.

An optical output module 154 can output asignal for indicating an event generation
using light of alight source. Examples of events generated in the mobile terminal 100
may include message reception, call signal reception, amissed call, an alarm, a
schedule notice, an email reception, information reception through an application, and
the like. A signal output by the optical output module 154 may be implemented so the
mobile terminal emits monochromatic light or light with aplurality of colors. The
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signal output may be terminated asthe mobile terminal senses that a user has checked
the generated event, for example.

The interface unit 160 serves as an interface for external devices to be connected
with the mobile terminal 100. For example, the interface unit 160 can receive data
transmitted from an external device, receive power to transfer to elements and
components within the mobile terminal 100, or transmit internal data of the mobile
terminal 100 to such external device. The interface unit 160 may include wired or
wireless headset ports, external power supply ports, wired or wireless data ports,
memory card ports, ports for connecting adevice having an identification module,
audio input/output (1/0) ports, video 1/O ports, earphone ports, or the like.

The identification module may be achip that stores various information for authen-
ticating authority of using the mobile terminal 100 and may include a user identity
module (UIM), a subscriber identity module (SIM), auniversal subscriber identity
module (USIM), and the like. In addition, the device having the identification module
(also referred to herein as an "identifying device") may take the form of a smart card.
Accordingly, the identifying device can be connected with the terminal 100 via the
interface unit 160.

When the mobile terminal 100 is connected with an externa cradle, the interface unit
160 can serve as apassage to alow power from the cradle to be supplied to the mobile
terminal 100 or may serve as apassage to alow various command signals input by the
user from the cradle to be transferred to the mobile terminal there through. Various
command signals or power input from the cradle may operate as signals for rec-
ognizing that the mobile terminal isproperly mounted on the cradle.

The memory 170 can store programs to support operations of the controller 180 and
store input/output data (for example, phonebook, messages, still images, videos, etc.).
The memory 170 may store data related to various patterns of vibrations and audio
which are output in response to touch inputs on the touch screen. The memory 170
may include one or more types of storage mediums including aFlash memory, ahard
disk, asolid state disk, a silicon disk, amultimedia card micro type, a card-type
memory (e.g., SD or DX memory, etc.), aRandom Access Memory (RAM), a Static
Random Access Memory (SRAM), aRead-Only Memory (ROM), an Electrically
Erasable Programmable Read-Only Memory (EEPROM), aProgrammable Read-Only
memory (PROM), amagnetic memory, amagnetic disk, an optical disk, and the like.
The mobile terminal 100 may also be operated in relation to a network storage device
that performs the storage function of the memory 170 over anetwork, such asthe
Internet.

The controller 180 can typically control the general operations of the mobile terminal
100. For example, the controller 180 can set or release alock state for restricting a user
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from inputting a control command with respect to applications when a status of the
mobile terminal meets apreset condition.

[100] The controller 180 can also perform the controlling and processing associated with
voice calls, data communications, video calls, and the like, or perform pattern
recognition processing to recognize ahandwriting input or a picture drawing input
performed on the touch screen as characters or images, respectively. In addition, the
controller 180 can control one or a combination of those components in order to
implement various exemplary embodiments disclosed herein.

[101] The power supply unit 190 receives external power or provide internal power and
supply the appropriate power required for operating respective elements and
components included in the mobile terminal 100. The power supply unit 190 may
include abattery, which istypically rechargeable or be detachably coupled to the
terminal body for charging. The power supply unit 190 may include aconnection port.
The connection port may be configured as one example of the interface unit 160 to
which an external charger for supplying power to recharge the battery iselectrically
connected.

[102] Asanother example, the power supply unit 190 may be configured to recharge the
battery in awireless manner without use of the connection port. In this example, the
power supply unit 190 can receive power, transferred from an external wireless power
transmitter, using at least one of an inductive coupling method which isbased on
magnetic induction or a magnetic resonance coupling method which isbased on elec-
tromagnetic resonance. Various embodiments described herein may be implemented in
a computer-readable medium, amachine-readable medium, or similar medium using,
for example, software, hardware, or any combination thereof.

[103] Referring now to FIGS. 1B and 1C, the mobile terminal 100 is described with
reference to abar-type terminal body. However, the mobile terminal 100 may alter-
natively be implemented in any of avariety of different configurations. Examples of
such configurations include watch-type, clip-type, glasses-type, or as afolder-type,
flip-type, slide-type, swing-type, and swivel-type in which two and more bodies are
combined with each other in arelatively movable manner, and combinations thereof.
Discussion herein will often relate to aparticular type of mobile terminal (for example,
bar-type, watch-type, glasses-type, and the like). However, such teachings with regard
to aparticular type of mobile termina will generally apply to other types of mobile
terminals as well.

[104] The mobile terminal 100 will generally include acase (for example, frame, housing,
cover, and the like) forming the appearance of the terminal. In this embodiment, the
case isformed using afront case 101 and arear case 102. Various electronic
components are incorporated into a space formed between the front case 101 and the
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rear case 102. At least one middle case may be additionally positioned between the
front case 101 and the rear case 102.

The display unit 151 is shown located on the front side of the terminal body to output
information. Asillustrated, awindow 151a of the display unit 151 may be mounted to
the front case 101 to form the front surface of the terminal body together with the front
case 101. In some embodiments, electronic components may also be mounted to the
rear case 102. Examples of such electronic components include a detachable battery
191, an identification module, amemory card, and the like. Rear cover 103 is shown
covering the electronic components, and this cover may be detachably coupled to the
rear case 102. Therefore, when the rear cover 103 is detached from the rear case 102,
the electronic components mounted to the rear case 102 are externally exposed.

Asillustrated, when the rear cover 103 is coupled to the rear case 102, a side surface
of the rear case 102 ispartially exposed. In some cases, upon the coupling, the rear
case 102 may also be completely shielded by the rear cover 103. In some em-
bodiments, the rear cover 103 may include an opening for externally exposing a
camera 121b or an audio output module 152b.

The cases 101, 102, 103 may be formed by injection-molding synthetic resin or may
be formed of ametal, for example, stainless steel (STS), auminum (Al), titanium (Ti),
or the like. Asan alternative to the example in which the plurality of cases form an
inner space for accommodating components, the mobile terminal 100 may be
configured such that one case forms the inner space. In this example, a mobile terminal
100 having a uni-body isformed so synthetic resin or metal extends from a side
surface to arear surface.

If desired, the mobile terminal 100 may include a waterproofing unit for preventing
introduction of water into the terminal body. For example, the waterproofing unit may
include a waterproofing member which islocated between the window 151aand the
front case 101, between the front case 101 and the rear case 102, or between the rear
case 102 and the rear cover 103, to hermetically seal an inner space when those cases
are coupled.

FIGS. 1B and 1C depict certain components as arranged on the mobile terminal.
However, alternative arrangements are possible and within the teachings of the instant
disclosure. Some components may be omitted or rearranged. For example, the first ma-
nipulation unit 123amay be located on another surface of the terminal body, and the
second audio output module 152b may be located on the side surface of the terminal
body.

The display unit 151 outputs information processed in the mobile terminal 100. The
display unit 151 may be implemented using one or more suitable display devices.
Examples of such suitable display devices include aliquid crystal display (LCD), a
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thin film transistor-liquid crystal display (TFT-LCD), an organic light emitting diode
(OLED), aflexible display, a3-dimensional (3D) display, an e-ink display, and com-
binations thereof.

The display unit 151 may be implemented using two display devices, which can
implement the same or different display technology. For instance, aplurality of the
display units 151 may be arranged on one side, either spaced apart from each other, or
these devices may be integrated, or these devices may be arranged on different
surfaces.

The display unit 151 may also include atouch sensor which senses atouch input
received at the display unit. When atouch isinput to the display unit 151, the touch
sensor may be configured to sense this touch and the controller 180, for example, may
generate acontrol command or other signal corresponding to the touch. The content
which isinput in the touching manner may be atext or numerical value, or amenu
item which can be indicated or designated in various modes.

The touch sensor may be configured in aform of afilm having atouch pattern,
disposed between the window 15laand adisplay on arear surface of the window
151a, or ametal wire which ispatterned directly on the rear surface of the window
151a. Alternatively, the touch sensor may be integrally formed with the display. For
example, the touch sensor may be disposed on a substrate of the display or within the
display.

The display unit 151 may also form atouch screen together with the touch sensor.
Here, the touch screen may serve asthe user input unit 123 (see FIG. 1A). Therefore,
the touch screen may replace at least some of the functions of the first manipulation
unit 123a. The first audio output module 152amay be implemented in the form of a
speaker to output voice audio, alarm sounds, multimedia audio reproduction, and the
like.

The window 151a of the display unit 151 will typically include an aperture to permit
audio generated by the first audio output module 152ato pass. One alternative isto
allow audio to bereleased along an assembly gap between the structural bodies (for
example, agap between the window 151aand the front case 101). In this instance, a
hole independently formed to output audio sounds may not be seen or is otherwise
hidden in terms of appearance, thereby further simplifying the appearance and manu-
facturing of the mobile terminal 100.

The optical output module 154 can be configured to output light for indicating an
event generation. Examples of such events include a message reception, acall signd
reception, amissed call, an alarm, a schedule notice, an email reception, information
reception through an application, and the like. When a user has checked a generated
event, the controller can control the optical output unit 154 to stop the light outpuit.
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The first camera 121a can process image frames such as still or moving images
obtained by the image sensor in acapture mode or a video call mode. The processed
image frames can then be displayed on the display unit 151 or stored in the memory
170. The first and second manipulation units 123aand 123b are examples of the user
input unit 123, which may be manipulated by a user to provide input to the mobile
terminal 100. The first and second manipulation units 123aand 123b may also be
commonly referred to as amanipulating portion, and may employ any tactile method
that allows the user to perform manipulation such astouch, push, scroll, or the like.
The first and second manipulation units 123aand 123b may also employ any non-
tactile method that alows the user to perform manipulation such as proximity touch,
hovering, or the like.

FIG. IB illustrates the first manipulation unit 123a as atouch key, but possible al-
ternatives include amechanical key, apush key, atouch key, and combinations
thereof. Input received at the first and second manipulation units 123aand 123b may
be used in various ways. For example, the first manipulation unit 123a may be used by
the user to provide an input to a menu, home key, cancel, search, or the like, and the
second manipulation unit 123b may be used by the user to provide an input to control a
volume level being output from the first or second audio output modules 152aor 152b,
to switch to atouch recognition mode of the display unit 151, or the like.

Asanother example of the user input unit 123, arear input unit may be located on the
rear surface of the terminal body. The rear input unit can be manipulated by a user to
provide input to the mobile terminal 100. The input may be used in a variety of
different ways. For example, the rear input unit may be used by the user to provide an
input for power on/off, start, end, scroll, control volume level being output from the
first or second audio output modules 152aor 152b, switch to atouch recognition mode
of the display unit 151, and the like. The rear input unit may be configured to permit
touch input, apush input, or combinations thereof.

The rear input unit may be located to overlap the display unit 151 of the front sidein
athickness direction of the terminal body. Asone example, the rear input unit may be
located on an upper end portion of the rear side of the terminal body such that a user
can easily manipulate it using aforefinger when the user grabs the termina body with
one hand. Alternatively, the rear input unit can be positioned at most any location of
the rear side of the terminal body.

Embodiments that include the rear input unit may implement some or al of the func-
tionality of the first manipulation unit 123ain the rear input unit. As such, in situations
where the first manipulation unit 123aisomitted from the front side, the display unit
151 can have alarger screen. Asafurther alternative, the mobile terminal 100 may
include afinger scan sensor which scans a user's fingerprint. The controller 180 can
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then use fingerprint information sensed by the finger scan sensor as part of an authen-
tication procedure. The finger scan sensor may also beinstalled in the display unit 151
or implemented in the user input unit 123.

The microphone 122 is shown located at an end of the mobile terminal 100, but other
locations are possible. If desired, multiple microphones may be implemented, with
such an arrangement permitting the receiving of stereo sounds.

The interface unit 160 may serve as apath allowing the mobile terminal 100 to
interface with external devices. For example, the interface unit 160 may include one or
more of aconnection terminal for connecting to another device (for example, an
earphone, an external speaker, or the like), aport for near field communication (for
example, an Infrared Data Association (IrDA) port, aBluetooth port, awireless LAN
port, and the like), or apower supply terminal for supplying power to the mobile
terminal 100. The interface unit 160 may be implemented in the form of a socket for
accommodating an external card, such as Subscriber Identification Module (SIM),
User Identity Module (UIM), or amemory card for information storage.

The second camera 121b is shown located at the rear side of the terminal body and
includes an image capturing direction that is substantially opposite to the image
capturing direction of the first camera unit 121a. If desired, second camera 121a may
alternatively be located at other locations, or made to be moveable, in order to have a
different image capturing direction from that which is shown.

The second camera 121b can include aplurality of lenses arranged along at least one
line. The plurality of lenses may also be arranged in amatrix configuration. The
cameras may bereferred to as an "array camera." When the second camera 121bis im-
plemented as an array camera, images may be captured in various manners using the
plurality of lenses and images with better qualities.

Asshown in FIG. 1C, aflash 124 is shown adjacent to the second camera 121b.
When an image of a subject is captured with the camera 121b, the flash 124 may il-
luminate the subject. Asshown in FIG. 1C, the second audio output module 152b can
be located on the terminal body. The second audio output module 152b may
implement stereophonic sound functions in conjunction with the first audio output
module 152a, and may be also used for implementing a speaker phone mode for call
communication.

At least one antenna for wireless communication may be located on the terminal
body. The antenna may be installed in the terminal body or formed by the case. For
example, an antenna which configures apart of the broadcast receiving module 111
may be retractable into the terminal body. Alternatively, an antenna may be formed
using afilm attached to an inner surface of the rear cover 103, or a case that includes a
conductive material.
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A power supply unit 190 for supplying power to the mobile terminal 100 may
include abattery 191, which ismounted in the terminal body or detachably coupled to
an outside of the terminal body. The battery 191 may receive power via apower source
cable connected to the interface unit 160. Also, the battery 191 can be recharged in a
wireless manner using awireless charger. Wireless charging may be implemented by
magnetic induction or electromagnetic resonance.

The rear cover 103 is shown coupled to the rear case 102 for shielding the battery
191, to prevent separation of the battery 191, and to protect the battery 191 from an
external impact or from foreign material. When the battery 191 isdetachable from the
terminal body, the rear case 103 may be detachably coupled to the rear case 102.

An accessory for protecting an appearance or assisting or extending the functions of
the mobile terminal 100 can also be provided on the mobile terminal 100. Asone
example of an accessory, acover or pouch for covering or accommodating at least one
surface of the mobile terminal 100 may be provided. The cover or pouch may
cooperate with the display unit 151 to extend the function of the mobile terminal 100.
Another example of the accessory isatouch pen for assisting or extending atouch
input to atouch screen.

According to an embodiment of the present invention, a mobile terminal can be used
to control a small flying object. In this instance, the small flying object may mean an
aircraft in shape of an airplane or helicopter flying by radio guidance without a person
onboard and may include one of adrone, ahelicam (helicopter camera), an RC (remote
controlled) helicopter and the like. In particular, the mobile terminal can be used to
remotely control aflight path and aflight speed of adrone, ahelicam, an RC he-
licopter, or the like.

In this instance, acamera may beinstalled on the small flying object remotely
controlled by the mobile terminal. Hence, the small flying object can shoot a photo, a
video and the like through the camera while flying. And, the camera can be remotely
controlled by the mobile terminal.

According to an embodiment of the present invention, a mobile terminal configured
to remotely control a small flying object can include at least one of the components
shown in FIGs. 1A to 1C. For instance, the mobile termina according to an em-
bodiment of the present invention may be assumed asincluding the wireless commu-
nication unit 110, the display unit 151, the memory 160 and the controller 180.

The wireless communication unit 110 can play arole in performing awireless com-
munication with a small flying object. In particular, the controller 180 can transmit a
remote control signal to the small flying object through the wireless communication
unit 110. And, the controller 180 can receive data from the small flying object. Further,
the communication system between the mobile terminal and the small flying object
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may include at least one of Bluetooth, Wi-Fi, Zigbee and the like. Moreover, commu-
nication systems other than Bluetooth, Wi-Fi and Zigbee can be used for the commu-
nication between the mobile terminal and the small flying object. For instance, the
mobile terminal and the small flying object can communicate with each other through
such amobile communication network asLTE, HSDPA, or the like. However, for
clarity of the description, assume that the communication system between the mobile
terminal and the small flying object employs Bluetooth in the embodiments mentioned
in the following description.

Besides, the mobile terminal according to an embodiment of the present invention
shall be described in the following on the assumption that the display unit 151 includes
atouchscreen. Of course, it isnot necessary for the display unit 151 to include the
touchscreen. If the display unit 151 does not include the touchscreen, touch inputs
mentioned in the following description can be substituted with user inputs of different
types (e.g., an action of pushing aphysical button of the mobile terminal, a gesture
input using the mobile terminal, etc.).

Based on the above descriptions, the mobile terminal according to an embodiment of
the present invention isdescribed in detail asfollows. In particular, FIG. 2isa
flowchart for an operation of the mobile terminal 100 according to one embodiment of
the present invention. Referring to FIG. 2, amobile terminal can create a shot group
for designating a shot target of a small flying object (S201). If the shot group is
created, the controller 180 can select a small flying object which will interwork with
the created shot group (S202).

For instance, FIG. 3isadiagram illustrating one example that a shot group is created
and that a small flying object interworks with the created shot group. After an ap-
plication for remotely controlling a small flying object has been launched, if a'create
group' item 302 is selected by a user's manipulation (FIG. 3 (a)), the controller 180 can
control a screen, which isprovided to set aname and password of a group to create, to
be output. If the mobile terminal established a wireless communication channel with a
specific flying object already (e.g., a state that apairing with the specific flying object
has been completed), the controller 180 can output an identification information 310
(e.g., aname of the existing connected flying object) of an existing connected flying
object.

If auser input for changing aflying object to link to agroup to create isreceived
(e.g., atouch to a'select drone' button 312 shown in FIG. 3 (b)), the controller 180 can
output alist of flying objects associable with the group to be created (FIG. 3 (c)).
According to the example shown in FIG. 3 (c), the flying object list isoutput by being
classified into three categories including aflying object 322 connected to the mobile
terminal already, aflying object 324 previously registered at the mobile terminal, a
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flying object 326 connectible to the mobile terminal, and the like. The three categories
shown in FIG. 3 (c) are exemplarily illustrated for clarity of the description only, by
which the present invention isnon-limited. Unlike the example shown in FIG. 3, a con-
nectible flying object list may be output without the category classification.

If aprescribed flying object is selected from the flying object list, the controller 180
attempts an access to the selected flying object (e.g., attempts apairing with the
selected flying object). If the access to the selected flying object is successfully
complete, the controller 180 can link the selected flying object to the group. If aflying
object to be connected does not exist in the flying object list, a user can attempt a
nearby small flying object search through the mobile terminal. For instance, referring
to FIG. 3 (c), if 'search nearby drones button 328 istouched, the controller 180 can
search for a connectible flying object by broadcasting asignal for scanning aflying
object or receiving a signal transmitted from aflying object. If anewly found flying
object is selected, the controller 180 can attempt an access to the newly found flying
object.

According to the example shown in FIG. 3 (@), 'search group' item 304 may be
provided tojoin a shot group previously created by adifferent terminal. In particular, if
the 'search group' item 304 is selected, the controller 180 searches for shot groups
created by different terminals and can control a search result to be output. If a
prescribed shot group is selected from the found shot groups, the controller 180 can
make areguest for joining the selected shot group to the terminal having created the
corresponding shot group.

The user interface shown in FIG. 3isprovided for clarity of the description only, by
which the present invention isnon-limited. For instance, shot groups can be created or
found by a scheme different from the user interface shown in FIG. 3. If the selection of
the flying object intended to be linked to the group iscomplete and the settings of the
group name and password are complete aswell, a shot group for the shooting of the
small flying object can be created. Subsequently, the controller 180 can configure
members tojoin the shot group (S203). In particular, the controller 180 can send a
message for inviting to the shot group to adifferent terminal intended to be invited to
the shot group or may accept or decline arequest made by a different terminal
intending tojoin the shot group.

For instance, FIG. 4 isadiagram illustrating one example that a different terminal
joins ashot group. First of all, amobile terminal having created a shot group may bein
a state of joining the shot group in aposition of agroup owner. Subsequently, if ‘add
group member' item 412 is selected (FIG. 4 (a)), the controller 180 can control a user
list of users intended to be added as group members to be output (FIG. 4 (b)). In this
instance, the user list may include aphonebook saved inthe memory 170, afriend list
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(e.g., alist of an account to which the mobile logs in, and other accounts registered as
friends, etc.) received from an external server, auser list (e.g., alist of users connected
to the small flying object) received from a small flying object, and the like.

If at least one or more users are selected from the user list, referring to FIG. 4 (), the
controller 180 can invite the selected user to the shot group. In another instance, if the
mobile terminal receives arequest for joining the shot group from adifferent terminal,
the controller 180 can check whether a correct password was input by the different
terminal having made the request for joining the shot group. For example, as
mentioned in the foregoing description with reference to FIG. 3, if the different
terminal makes the request for joining the shot group with apassword matching a
former password set on creating the shot group, the controller 180 can alow the corre-
sponding terminal tojoin the shot group. Otherwise, if the different terminal makes the
request for joining the shot group with an incorrect password, the controller 180 can
prevent the corresponding terminal from joining the shot group.

Unlike the above-mentioned example, if the terminal makes the request for joining
the shot group, the controller 180 can control amessage, which indicates that the
terminal has made the request for joining the shot group, or apopup window
containing the corresponding message to be output. In this instance, the controller 180
can determine whether to allow the terminal tojoin the shot group in accordance with a
user's input value.

Once a shot group iscreated, aprescribed member of the shot group may be set as an
owner of the shot group. The terminal set asthe owner plays arole in receiving data
from aflying object and controlling the flying object remotely. Thus, the owner
terminal needs to be paired with a small flying object. Basicaly, the terminal having
created the shot group can be set as the group owner. However, aterminal currently
joining the shot group may be set as the owner of the shot group. For clarity of the de-
scription of the following embodiment, assume that the mobile terminal according to
an embodiment of the present invention is set as the owner of the shot group.

Once the shot group is created, the mobile terminal positioned as the group owner
can receive apreview image from the small flying object. If so, the controller 180
decodes the received preview image and can then output the decoded preview image
through the display unit 151. Hence, before the small flying object shoots avideo, a
user can check images input to the small flying object in real time. In this instance, the
preview image corresponds to an image input to a camera of the small flying object
before the small flying object shoots a video.

The controller 180 can receive the preview image from the small flying object from a
timing point of creating the shot group or atiming point a which the different terminal
joins the shot group. In another example, if there is arequest made by a user, the
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controller 180 can receive the preview image from the small flying object.

Thereafter, the controller 180 can set a shot target of the small flying object by rec-
ognizing joining users currently joining the shot group through an analysis of the
preview image received form the small flying object (S204). Moreover, the controller
180 can attempt the mapping between each of the recognized joiners and the terminal
of the corresponding joining user. In particular, the controller 180 receives alocation
information from each terminal and can then attempt the mapping between the corre-
sponding terminal and aholder of the corresponding terminal based on the received
location information. Thus, the controller 180 can receive the location information or
photos of the joining users from the terminals of the users included in the shot group.

For instance, FIG. 5isadiagram illustrating one example of setting a shot target.
Referring to FIG. 5, if 'recognize shot targets item 510 is selected (FIG. 5 (a)), the
controller 180 can control apopup window 520 indicating a gesture supposed to be
taken for thejoiner recognition to be output. According to the example shown in FIG.
5 (b), the gesture supposed to be taken by thejoiner isagesture of waving both hands.

If asubject taking a specific gesture isdiscovered from the preview image received
from the small flying object, the controller 180 can recognize that the corresponding
subject isajoiner currently joining the shot group. According to the example shown in
FIG. 5 (c), since 4 persons raise their both hands in the preview image, the controller
180 can recognize that the 4 persons are thejoiners currently joining the shot group. In
addition, the recognized joiners can be set asthe shot targets.

Further, the controller 180 can perform the mapping between each of thejoiners and
the terminal currently held by the corresponding joiner. According to the example
shown in FIG. 5 (d), Tom, Jane and John are mapped to the terminals held by them, re-
spectively (e.g., anicon 540 of atermina shape isdisplayed near to aname of each
joiner).

Although the gesture of raising both hands is detected, if the corresponding person
fails to belong to the shot group, referring to FIG. 5 (d), the controller 180 can enable
the corresponding person to newly join the shot group. According to the example
shown in FIG. 5 (d), 'unknown' user 530 isfurther added to ajoiner list. However,
since the newly joining person isnot mapped to atermina currently, the newly joining
person may be selected as a shot target but may be excluded from shot image data
sharing targets.

For clarity of the description, according to the example shown in FIG. 5, the gesture
for recognizing ajoiner isagesture of raising both hands, by which the corresponding
gesture isnon-limited. For example, various gestures (e.g., agesture of waving ahand,
agesture of making a smile on aface, etc.) can be set asthe gesture for selecting a shot
target.
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According to the example shown in FIG. 5, based on alocation of arecognized
joiner and alocation of aterminal, the mapping between ajoiner and aterminal
currently held by thejoiner isperformed. Alternatively, the controller 180 can perform
ajoiner-to-terminal mapping through aface recognition. In particular, the controller
180 obtains photos of faces of joiners from terminals included in a shot group, re-
spectively and can then execute thejoiner recognition based on the obtained photos.

In another instance, the controller 180 can set amoving target or atarget designated
by a user as a shot target. For instance, FIG. 6isadiagram illustrating one example
that atarget designated by a user is set as a shot target. Referring to FIG. 6, if
‘recognize shot target manually' item 610 is selected (FIG. 6 (a)), the controller 180 can
control apopup window 620, which indicates that atarget to be designated as a shot
target needs to be selected, to be output (FIG. 6 (b)). Subsequently, referring to FIG. 6
(0, if aspecific target in apreview image is selected, the controller 180 recognizes the
selected target and can then set the selected target asthe shot target. Referring to FIG.
6 (d), for example, adog is set as a shot target and a name of the dog is set to
‘'unknown'.

Like the examples shown in FIG. 5 and FIG. 6, the controller 180 can set a shot
target to atarget of taking a specific gesture or atarget designated by a user. Moreover,
although aprescribed target isnot included in a shot group, if agesture isrecognized
for the prescribed target or the prescribed target is designated by a user, the prescribed
target can newly join the shot group. However, the prescribed target is excluded from
shot image sharing targets.

According to the descriptions with reference to FIG. 5 and FIG. 6, agroup owner
receives apreview image from aflying object and then outputs the received preview
image. Unlike the described example, agroup owner receives aphoto taken by aflying
object from the flying object and may be then able to output the received photo. For
instance, if a shot group is created, aflying object takes a photo and can then send the
taken photo to the mobile terminal.

If so, the controller 180 recognizes whether an object taking a specific pose isin the
photo. Subsequently, the controller 180 sets the object taking the specific pose (e.g., a
pose of raising both arms) or an object selected from the photo by a user as a shot
target. Further, if the shot group is created, the flying object directly takes aphoto and
then provides the taken photo to the mobile terminal. Alternatively, the flying object
periodically takes aphoto and then provides the taken photo to the mobile terminal. In
another instance, if arequest is made by the mobile terminal, the flying object takes a
photo and then provides the taken photo to the mobile terminal.

Once a shot target is set, the controller 180 can perform arecognition rate text on the
set shot target. For instance, FIG. 7 isadiagram illustrating one example that atest of a
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recognition rate for a set shot target isin progress. Referring to FIG. 7, if a specific
joiner currently joining the shot group is selected (FIG. 7 (@)), the controller 180 can
control amenu, which is associated with the selected joiner, to be output (FIG. 7 (b)).
According to the example shown in FIG. 7 (b), 'change name' item 710 may be
provided to change aname of the selected joiner in the shot group and 'text a
recognition rate' item 720 may be provided to text arecognition rate of the selected
joiner. According to the example shown in FIG. 7 (b), if the recognition rate text item
720 is selected, the controller 180 can send acontrol command, which instructs to
shoot the selected joiner by tracking, to a small flying object.

Hence, referring to FIG. 7 (c), if the small flying object shots the selected joiner by
tracking, the corresponding joiner may be regarded asrecognized successfully.
Further, if the small flying object fails to shoot the selected joiner by tracking the
movement of the selected joiner, the recognition of the selected jointer fails and a user
can perform are-recognition on the corresponding joiner. If the shot target setting is
completed, the controller 1180 can set up a shooting scheme for the shot target (S205).
In particular, the controller 180 can set apriority and a shot mode for the shot target.

For instance, FIGs. 8to 11 are diagrams illustrating examples of a user interface
provided to set a shooting scheme. Referring to FIG. 8, the controller 180 can
configure a user interface to contain amenu 810 for selecting apriority for a shot
target and amenu 820 for setting a shot mode for the shot target. In particular, the
menu 810 for selecting the priority for the shot target may include an item 812 for
setting apriority by aunit of a single object unit and an item 814 for setting apriority
by a unit of at least two objects.

If the item for setting the priority by the unit of single object istouched (FIG. 8), the
controller 180 can control a user interface, which isprovided to set apriority of each
shot target, to be output (FIG. 9). FIG. 9 shows one example that apriority of each shot
target isrepresented as alength of abar. Hence, auser can adjust apriority of each
shot target by adjusting the length of the bar. According to the example shown in FIG.
9, priorities are set in order of Jane, John, Unknown User, and Tom.

Unlike the example shown in the drawing, the controller 180 can represent apriority
of each of shot targets based on an area occupied by each shot target in a single figure,
alength occupied by each shot target on a single segment of aline, or the like. If the
item for setting the priority by the unit of at least two objects istouched (FIG. 8), the
controller 180 can control a user interface, which isprovided to set apriority for a
plurality of shot targets, to be output (FIG. 10).

FIG. 10(a) shows one example that the number of sample groups is 1 (Group 1). If a
user increases the number of the sample groups to 3, referring to FIG. 10(b), the
controller 180 can increase the number of the sample groups to 3 (e.g., Group 1, Group
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2 and Group 3). A user can configure a sample group by dragging to move a shot target
to each sample group. According to the example shown in FIG. 10(a), Jane isincluded
in Group 1, John and Unknown are included in Group 2, and Tom isincluded in Group
3. Besides, aprescribed shot target may be included in aplurality of sample groups
(not shown in the drawing).

A priority may be given to each group in accordance with aturn or a disposed
sequence. In particular, according to the example shown in FIG. 10, Group lhas a
priority higher than that of Group 2. And, Group 2 may have apriority higher than that
of Group 3. If the user changes the disposed sequence of Group 2 and Group 3, Group
3 may be set to have apriority higher than that of Group 2.

A user can determine a shot mode through the user interface shown in FIG. 8. In
particular, the user can select the shot mode by selecting aprescribed shot mode from
the shot mode list shown in FIG. 8. If at least one shot mode is selected from the shot
mode list, the controller 180 can control a sample image and guide text, which guide a
corresponding shot mode, to be output.

For instance, FIG. 1lisadiagram illustrating one example of an output of amobile
terminal if aprescribed shot mode is selected from a shot mode list. Referring to FIG.
11, if aprescribed shot mode is selected from a shot mode list (FIG. 11(a)), the
controller 180 can output a sample image 1110 linked to the selected shot mode and a
description text 1120 illustrating the selected shot mode (FIG. 11(b)).

The shot mode may include one of a specific direction shot mode (e.g., an east shot
mode, awest shot mode, anorth shot mode, a south shot mode, etc.), an upper body
shot mode, abust shot mode, aface shot mode, aknee shot mode, an entire body shot
mode, a scenery shot mode, arotation shot mode, a dynamic shot mode, a stationary
shot mode, adownward shot mode, an upward shot mode, an al shot mode, an in-
dividua shot mode, an action shot mode, a smile shot mode, and the like.

A specific direction shot mode is set for a small flying object to capture a shot target
in a specific direction. For instance, an east shot mode may be a shot mode for a small
flying object to capture an east side and awest shot mode may be a shot mode for a
small flying object to capture awest side. The east/west shot mode can be effectively
used to avoid an environment (e.g., backlight, etc.) in which alight source (e.g., Sun,
etc.) applies light. For example, if a shooting isperformed in west shot mode in the
morning, since asmall flying flies with its back toward the sun, it can avoid the
backlight. For example, if a shooting isperformed in east shot mode in the afternoon,
since a small flying flies with its back toward the sun, it can avoid the backlight.

An upper body shot mode, abust shot mode, aface shot mode, aknee shot mode,
and an entire body shot mode may be provided to determine arange of apart of a shot
target in shooting the shot target. For example, the upper body shot mode may be
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provided to shoot an upper body of a shot target. And, the bust shot mode may be
provided to shoot apart of abody of a shot target above achest. A knee shot mode
may be provided to shoot apart of abody of a shot target above the knees. A face shot
mode may be provided to shoot aface of a shot target only. And, an entire body shot
mode may be provided to shoot an entire body of a shot target.

In order to shoot aface, bust, upper body or entire body of a shot target, a small
flying object can maintain an appropriate distance from an upper body of a shot target.
For example, in accordance with the setting values of a distance appropriate for
shooting aface, adistance appropriate for shooting abust, a distance appropriate for
shooting an upper body and the like, a small flying object can adjust a distance from a
shot target.

For instance, FIG. 12 isadiagram illustrating one example of adjusting a distance
between a small flying object and a shot target in accordance with a shot mode.
Referring to FIG. 12, if aface shot mode is selected, a small flying object can fly by
maintaining ahorizontal distance al and avertical distance bl from a shot target.
Further, if abust shot mode is selected, a small flying object can fly by maintaining a
horizontal distance a2 and avertical distance b2 from a shot target. Thus, a distance
between a shot target and a small flying object can be adjusted in accordance with a
selected shot mode.

A scenery shot mode may be provided to shoot a scenery around a shot target instead
of the shot target by raising aflying atitude of a small flying object. If the scenery shot
mode is selected, a shot target in a shot image may be displayed small. A dynamic shot
mode may be provided for a small flying object to shoot a shot target by moving right
and left. Asthe small flying object moves right and left, the dynamic shot mode may
be used to shoot a more dynamic image.

A rotation shot mode may be provided for a small flying object to shoot a shot target
by rotating by 360 degrees around a shot target. A stationary shot mode may be
provided for a small flying object to track a shot target by hovering and rotating in
response to amovement of the shot target. A downward shot mode may be provided
for asmall flying object to shoot a shot target by looking down on the shot target. And,
an upward shot mode may be provided for a small flying object to shoot a shot target
by looking up at the shot target.

An all shot mode may be provided to collectively shoot all shot targets. However,
when all shot targets cannot be shot at atime, a shooting can proceed based on
previously set priorities. Anindividual shot mode may be provided to shoot shot
targets one by one. An action shot mode may be provided to shoot a shot target having
abig action or gesture. And, a smile shot mode may be provided to shoot a shot target
only if asmile of the shot target i s detected. Once the shot mode is selected, the
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controller 180 can adjust aflight trace of the small flying object, azoom-in/out level of
the small flying object, a composition, and the like.

According to the above example, various kinds of shot modes are listed, by which the
present invention isnon-limited. And, other shot modes should be applicable to the
present invention as well as the above-mentioned shot modes. For instance, a sound
shot mode provided to shoot a sounding place and the like can be further included.
Moreover, at least two shot modes may be selected ssmultaneously. For instance, if
both of the individual shot mode and the smile shot mode are simultaneously selected,
the controller 180 can control the small flying object to shoot each shot target by
shooting a smiling person preferentialy.

If the shot priority and the shot mode are set, the controller 180 can control the small
flying object to shoot avideo according to the set shot priority and the set shot mode
(S206). In particular, the controller 180 can adjust aflight trace of the small flying
object in accordance with the set priority and the set shot mode or may control the
small flying object to adjust aflight trace by itself by sending alocation information of
the shot target or aface information of the shot target to the small flying object. After
the video shooting has been initiated, the priority, the shot mode and the like may be
changed in response to a user input. Once the priority or the shot mode ischanged, the
controller 180 can control the video shooting to be resumed in accordance with the
changed priority or the changed shot mode.

In the following description, by distinguishing acase that apriority is set by a unit of
asingle object from acase that apriority is set by a unit of aplurality of objects, one
example for asmall flying object to shoot or make avideo is described in detail with
reference to the accompanying drawing. FIG. 13 isadiagram illustrating one example
that a small flying object shoots a shot target based on apriority per shot target. For
clarity of the following description, as shown in FIG. 13 (@), assume that priorities of
shot targets are set to Jane, John, Unknown User, and Tom.

Referring to FIG. 13, the controller 180 can control a small flying object to shoot
Jane having ahighest priority (FIG. 13 (a)). Thereafter, if the small flying object is
unable to shoot Jane any more (e.g., a case that Jane disappears out of sight, a case that
the small flying object needs to be spaced apart from a group owner to shoot Jane,
etc.), the controller 180 can control the small flying object to shoot John having a
priority next to that of Jane.

If the small flying object enters a state that the small flying object is unable to shoot
John any more, the controller 180 can control the small flying object to shoot
Unknown User having apriority next to that of John. While Unknown User is shot, if
the small flying object is unable to shoot Unknown User any more, the controller 180
can control the small flying object to shoot Tom having apriority next to that of
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Unknown User.

In particular, according to the example shown in FIG. 13, the controller 180 can
control the small flying object to shoot the shot targets in order of the priorities of the
shot targets. Unlike the example shown in FIG. 13, when the controller 180 is unable
to control a shooting of a specific shot target to proceed, the controller 180 can control
a shooting of a shot target having ahigher priority to proceed again instead of newly
staring a shooting of a next-order shot target.

For instance, while a small flying object is shooting John, if the small flying object is
unable to further shoot John, the controller 180 can control the small flying object to
shoot Jane having the highest priority. If the small flying object is unable to shoot both
of Jane having the highest priority and John having the priority next to that of Jane, the
controller 180 can control a shooting of Unknown User of the third order to start.

According to the example shown in FIG. 13, when acurrently taken shot target is
unable to be further shot, a shooting of a next-order shot target starts. Unlike the
described example, in response to a user input, the controller 180 can control a
shooting of anext-order user to start. For instance, while the small flying object is
shooting Jane, if auser input for instructing to shoot a next-order user isreceived, the
controller 180 can control the small flying object to start the shooting of John.

In another instance, the controller 180 can shoot each shot target to correspond to a
guantity assigned to each shot target. For instance, FIG. 14 isadiagram illustrating one
example that a small flying object shoots a shot target based on a quantity assigned per
shot target. For clarity of the following description, like the example shown in FIG. 14
(a), regarding aquantity assigned per shot target, 2 minutes is assumed as assigned to
Tom, 8 minutes is assumed as assigned to Jane, 5 minutes isassumed as assigned to
John, and 4 minutes is assumed as assigned to Unknown User.

Referring to FIG. 14, the controller 180 can control a shooting to proceed in order of
disposed shot targets in apriority setting item. In particular, the controller 180 can
control a small flying object to shoot Tom. Further, the controller 180 can control the
small flying object to shoot Tom in accordance with aquantity assigned to Tom.
Hence, the small flying object may shoot Tom for 2 minutes. If the shooting of Tomis
completed, the controller 180 can control the small flying object to shoot Jane in next
order. Further, the controller 180 can control the small flying object to shoot Jane in
accordance with aquantity assigned to Jane. Hence, the small flying object may shoot
Jane for 8 minutes. If the shooting of Jane is completed, the controller 180 can control
the small flying object to shoot John for 5 minutes. If the shooting of John is
completed, the controller 180 can control the small flying object to shoot Unknown
User for 4 minutes.

While a specific shot target isbeing shot, another shot target may appear in a shot
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image by accident. For instance, while a quantity of Jane is shot, Jane and John may be
shot simultaneously. Thus, although aplurality of shot targets are shot, a quantity for a
shot target unintended to shoot may not be deducted. In particular, while Jane isbeing
shot, even if John is shot, a shot quantity of John can be maintained without being
deducted.

According to the example shown in FIG. 14, the shooting proceeds in order of
disposing the shot targets in the priority setting item. Unlike the example shown in the
drawing, the shooting may proceed in order of a shot quantity more or less. In another
instance, when the controller 180 shoots a video by targeting all shot targets, if there
occurs a Situation of being unable to shoot all the shot targets, it can consider priorities.
For example, while Jane, Tom, John and Unknown User are shot simultaneoudly, if
there occurs a situation of being unable to shoot all the four persons, it can control the
small flying object to shoot one of Jane, Tom, John and Unknown User in con-
sideration of priorities. For instance, assume that rates assigned to Jane, Tom, John and
Unknown User are 80%, 20%, 50% and 40%, respectively.

If the small flying object isin a state capable of shooting a prescribed one of Jane,
Tom, John and Unknown User, the controller 180 can control Jane of the highest
priority to be shot. In another instance, if Jane isin a shot available state and John and
Unknown User are in shot available states, the controller 180 can control John and
Unknown User, of which sum of the assigned rates ishigher (i.e., Jane 80% < (John +
Unknown) 90%), to be shot.

When apriority is set by aunit of aplurality of object units, one example for a small
flying object to shoot a shot target isdescribed in detail asfollows.

FIG. 15 isadiagram illustrating one example that a small flying object shoots a shot
target if apriority isset by aunit of aplurality of objects. For clarity of the following
description, like the example shown in FIG. 15 (&), assume that 3 sample groups are
configured. And, assume that 'Jane and Tom', 'John and Unknown User’, and 'Jane and
John' are included in Group 1, Group 2 and Group 3, respectively.

Referring to FIG. 15, first of al, the controller 180 can control a small flying object
to shoot Jane and Tom corresponding to Group 1 simultaneously. While Jane and Tom
are simultaneously shot, if the small flying object enters a state of being unable to
shoot at least one of Jane and Tom, the controller 180 can control the small flying
object to shoot John and Unknown User corresponding to Group 2. If a state of being
unable to shoot at least one of John and Unknown User isentered, the controller 180
can control the small flying object to shoot Jane and John corresponding to Group 3.

Like the example shown in FIG. 15, the controller 180 can control the small flying
object to shoot the groups in order of higher priority. According to the example shown
in FIG. 15, when a state of being unable to shoot acurrently shot group isentered, a
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next-order group starts to be shot. Unlike the above-described example, the controller
180 can control a shooting of anext-order group to start in response to a user input. For
instance, while Group 1is shot, if auser input of indicating to shoot anext-order group
isreceived, the controller 180 can control the small flying object to start a shooting of
Group 2.

According to the examples shown in FIGs. 13 to 15, a small flying object can track a
shot target based on alocation information received from each terminal or may track a
shot target through image processing. For instance, if aface of a shot target is detected
from an input image, a small flying object can perform a shooting by tracking the
detected shot target.

In another instance, amobile termina set as a group owner periodicaly receives
location information from terminals of joiners, respectively and can adjust aflight
route of asmall flying object based on the location information of the terminal corre-
sponding to a shot target necessary to be shot currently. For further instance, a mobile
terminal set as agroup owner enables a small flying object to detect aface of a shot
target by sending an image of aperson corresponding to the shot target to the small
flying object.

While a shot target is shot, a small flying object can send a still cut of acurrently shot
image by periods or in case of aprescribed event occurrence. For instance, while a
video of a shot target is shot, if the shot target isdetermined as asmiling face, a small
flying object can send a still cut, which contains the smiling face of the shot target, to a
mobile terminal. In another instance, if avideo having all shot targets appear therein is
shot, the controller 180 can send a still cut having all the shot targets appear therein to
amobile terminal. For further instance, if a shot target to be shot is chanted, a small
flying object may send a still cut containing the changed shot target to amobile
terminal. Hence, a user can recognize that atarget currently shot by the small flying
object ischanged.

If asmall flying object fails to find a shot target to shoot over aprescribed time, the
small flying object can output sound data. If the shot target hears the sound data output
from the small flying object and then moves to aplace around the small flying object,
the small flying object may start to shoot the shot target. While a small flying object is
shooting a specific target, if apreset voice isreceived, the small flying object can make
aflight toward or out of the specific target. For instance, while a small flying object is
shooting a specific target, if avoice 'Come on Drone (or, Drone, please)' isinput, the
small flying object can approach the specific target. Further, while a small flying
object is shooting a specific target, if avoice 'Go Drone' isinput, the small flying
object can move away from the specific target. Asthe small flying object approaches
or moves away from the specific target, the same effect of zoom-in or zoom-out can be
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or record avideo of a shot target. Unlike the shown examples, a small flying object can
take aphoto of a shot target. For instance, if al shot targets (or shot targets over a pre-
determined rate) look at a small flying object or faces of all shot targets are recognized,
the small flying object takes aphot after expiration of aprescribed time and can then
send the taken photo to amobile terminal. In another instance, if a shot target makes a
smile or makes a specific gesture, a small flying object can take aphoto of the corre-
sponding shot target. For further instance, when a small flying object moves from one
spot to another spot, the small flying object can take aphoto of abackground and a
photo of a shot target once. Hence, asthe shot target moves, abackground per moving
spot and an appearance of the shot target per moving spot can be cumulatively pho-
tographed. A small flying object may take aphoto in the course of shooting a video or
may take aphoto only separately from a video.

According to the examples shown in FIGs. 13 to 15, a small flying object can shoot a
video based on a set priority. Unlike the illustrated examples, a small flying object may
keep shooting a shot target selected by a user from aplurality of shot targets only or
may shoot a shot target randomly selected from aplurality of shot targets only.
According to the examples shown in FIGs. 13 to 15, a shot order per shot target is de-
termined based on apriority. However, a small flying object can randomly determine a
shot order.

Once the video shooting iscompleted (S206), the controller 180 can set aplace in
which the small flying object will be landed (S207). If so, the controller 180 can
remotely control the small flying object to enable the small flying object to land at a
current location of the small flying object or alocation randomly selected by a user
(S208).

For instance, FIG. 16 isadiagram illustrating one example of designating alanding
place of a small flying object. Referring to FIG. 16, if auser input for a user to make a
request for ending avideo shooting isreceived (FIG. 16 (a)), the controller 180 can
control amenu, which isprovided to enable the small flying object to select aplace to
move to, to be output (FIG. 16 (b)).

In the menu shown in FIG. 16 (b), an item 'return place’ may be provided to move a
small flying object to apreviously registered return place and an item 'current owner
located place’ may be provided to move a small flying object to a mobile terminal
located place. Anitem 'current drone location' may be provided to land a small flying
object in acurrent location of the small flying object and an item 'random place
selection' may be provided to move a small flying object to aplace designated by a
user.
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If the item ‘random place selection’ is selected (FIG. 16 (b)), the controller 180 can
control amap, which is provided to designate alanding place of asmall flying object,
to be output (FIG. 16 (c)). On the map, alocation 1620 of the small flying object and a
location 1630 of the mobile terminal can be displayed. Further, like the example shown
in FIG. 16 (c), the controller 180 can display afly limit zone 1610, which is set based
on aremaining battery level of the small flying object, of the small flying object.
Moreover, auser selectable location may be limited within the flight limit zone.

If auser selects aprescribed location from the map, the controller 180 can control the
small flying object to move to the selected location. Moreover, referring to FIG. 16 (d),
the controller 180 can output a message indicating that the small flying object is
moving to the selected location after finishing the shooting. While the small flying
object shooting avideo, if the remaining battery level of the small flying object
becomes equal to or lower than abattery level required for moving to apreviously
registered return place or a value resulting from adding amargin value to the battery
level required for moving to the previously registered return place, the controller 180
can output a message to give awarning that the small flying object is unable to move
to the previoudly registered return place.

For instance, FIG. 17 isadiagram illustrating one example of an operation of a
mobile terminal if aremaining battery level of a small flying object becomes equal to
or smaller than aprescribed numerical value. Referring to FIG. 17 (@), if aremaining
battery level of a small flying object becomes equal to or lower than abattery level
required for moving to areturn place, the controller 180 can control a message 1710,
which gives awarning that aremaining battery level of the small flying object islow,
to be output.

If the message 1710 istouched, referring to FIG. 17 (b), the controller 180 can
control amap, which isprovided to check the return place of the small flying object, to
be output. According to the example shown in FIG. 17 (b), atime for the small flying
object to maintain aflight istotal 11 minutes, while atime required for the small flying
object to move to the return place is 13 minutes.

Asthe remaining battery level of the small flying object becomes a prescribed
numerical value, auser can instruct an action the small flying object should take. For
instance, if an item 'drone action setting' istouched (FIG. 17 (b)), the controller 180
can control amenu, which isprovided to select an action the small flying object should
take, to be output (FIG. 17 (c)).

Referring to FIG. 17 (c), an item 'current owner-located place’ may be provided to
move the small flying object to alocation of amobile terminal that isagroup owner.
An item "current drone location' may be provided to land the small flying object in a
current location of the small flying object after ending the shooting. An item ‘charging



35

WO 2016/076586 PCT/KR2015/012008

[208]

[209]

[210]

[211]

place’ may be provided to move the small flying object to acharging place (e.g., a
wireless charger) closest to the small flying object. And, an item ‘random place
selection' may be provided to move a user designated place after ending the shooting.

If aprescribed item is selected from the menu shown in FIG. 17 (c), the controller
180 can remotely control the small flying object to correspond to the selected item.
Although the small flying object is set to shoot a specific shot target, if the small flying
object isin a state of being unable to shoot the specific shot target, the small flying
object can send an information, which indicate that the shot target cannot be shot, to
the mobile terminal. If so, the mobile terminal can output a message indicating that the
small flying object is unable to shoot the shot target.

For instance, FIG. 18 isadiagram to describe an operation of amobile terminal if a
small flying object is unable to shoot a shot target. Referring to FIG. 18, as a shot ob-
structing object exists between a small flying object and a shot target, if the small
flying object isunable to shoot the shot target, the small flying object stops the video
shooting and can send an information, which indicates that the shot target cannot be
shot, to amobile terminal. Asthe small flying object misses a shot target, if the small
flying object isunable to shoot the shot target, the small flying object stops the video
shooting and can send an information, which indicates that the shot target cannot be
shot, to amobile terminal.

If so, referring to FIG. 18 (a), the controller 180 can output a message 1810 in-
dicating that the small flying object is unable to shoot the shot target. If the message
1810 istouched, referring to FIG. 18 (b), the controller 180 can output a message for
setting a future operation of the small flying object. According to the example shown
in FIG. 18 (b), an item 'return to registered return place’ may be provided to move the
small flying object to apreviously registered return place. Anitem 'return to owner
located place’ may be provided to the small flying object to alocation of amobile
terminal that is agroup owner. Anitem 'hovering standby on current location' may be
provided to make the small flying object fly on acurrent location until the shot target is
recognized again. And, item 'landing standby on current location' may be provided to
land the small flying object in acurrent location. An item ‘random place selection’ may
be provided to move the small flying object to auser selected place.

Asthe item 'hovering standby on current location' or the item ‘landing standby on
current location' is selected, while the small flying object isin standby state, if the
small flying object finds the shot target, referring to FIG. 18 (c), the controller 180 can
control amessage 1820, which indicates that the shot target isrecognized again, to be
output. If the message 1820 istouched, referring to FIG. 18 (d), the controller 180 can
control apopup window, which queries whether to resume the video shooting, to be
output. If the video shooting isresumed, the controller 180 can control the small flying
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object to resume the video shooting of the shot target.

In addition to the example shown in FIG. 18, a small flying object can be determined
as unable to shoot a shot target if the small flying object isdistant from a mobile
terminal (i.e., group owner) over aprescribed distance (e.g., if the small flying object
deviates from aremote controllable range of the mobile terminal), if there ispossibility
of collision in aflight of the small flying object (e.g., if there ispossibility in that the
small flying object may collide with trees or buildings after entering woods or city
area), if the small flying object enters ano-fly zone, or if aremaining battery level of
the small flying object becomes equal to or lower than aprescribed numerical value.

While a small flying object is set to shoot aplurality of shot targets, if the shot targets
get distant from each other, the small flying object can shoot aplurality of the shot
targets at atime by raising its altitude. However, if it isdifficult for the small flying
object to further raise its dtitude (e.g., if itisdifficult to recognize a shot target due to
ahigh altitude), the small flying object does not shoot aplurality of the shot targets all
but can shoot only the rest of the shot targets except the shot target having left the cor-
responding group.

For instance, FIG. 19 isadiagram illustrating one example of acase that a prescribed
one of aplurality of shot targets leaves agroup. Referring to FIG. 19 (a), if a
prescribed one of aplurality of shot targets gets away from another shot target, a small
flying object can raise its flight altitude. However, asthe distance between a prescribed
one of aplurality of the shot targets and other shot targets further increases, if itis
difficult for the small flying object to further raise its flight atitude, referring to FIG.
19 (b), the small flying object can shoot the rest of the shot targets except the shot
target having left the corresponding group.

Moreover, the small flying object can send an information, which indicates that the
shot target having left the group cannot be shot, to amobile terminal. If so, referring to
FIG. 19 (c), the controller 180 can control a message 1910, which indicates that the
shot target having left the group cannot be shot any further, to be output.

Further, which side of aplurality of the shot targets will be shot can be determined in
accordance with apriority or agroup creator. For instance, according to the example
shown in FIG. 19 (b), if apriority of A or B ishigher than that of C having left a group
of shot targets A, B and C, the small flying object can shoot A and B except C. Further,
if the priority of C ishigher than that of each of A and B, the small flying object may
shoot C except A and B.

In another instance, if A isagroup owner among A, B and C, the controller 180 can
control A and B to be shot except C having left the corresponding group. Further, if C
isagroup owner, the controller 180 can control C to be shot except A and B. In
another instance, as adistance between shot targets increases, of the shot targets are
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divided into aplurality of groups, the controller 180 can control agroup, which
includes more persons, to be shot. According to the example shown in FIG. 19 (b), A
and B areincluded in aleft group and C isincluded in the other group. Hence, the
controller 180 can control the group including more persons (i.e., A and B) to be shot.

FIG. 20 isadiagram illustrating one example of acase that aprescribed one of shot
targets is spaced apart from agroup owner over aprescribed distance. When a small
flying object is set to shoot shot targets in sequence, referring to FIG. 20 (a), the small
flying object can sequentially shoot the respective shot targets in order of the settings.
However, as adistance of a shot target intended to be shot i s distant from a mobile
terminal, if it isestimated that the small flying object will deviate from aremote
control range of the mobile terminal, the small flying object can skip the shooting of
the corresponding shot target.

For instance, referring to FIG. 20 (b), after A and B have been shot, although Cis
intended to be shot, if it isdetermined that C is spaced apart from A, who is an owner
of the mobile terminal, over aprescribed distance, the small flying object can skip the
shooting of C. While skipping the shooting of C, the small flying object can send an in-
formation, which indicates that the shooting of C cannot proceed, to the mobile
terminal. If so, referring to FIG. 20 (c), the controller 180 can output a message 2010
indicating that the shooting of C isnot available.

While avideo is shot or recorded, if a shot target isin an emergency situation, a
small flying object can send an information, which indicates that the shot target isin
the emergency situation, to amobile terminal. For instance, if a shot target tumbles or
moves to a spot close to acliff, the small flying object can send an information, which
indicates that the shot target isin the emergency situation, to a mobile terminal. In
another instance, if a stranger approaches a shot target, the small flying object can send
an information, which indicates that the shot target isin danger, to amobile terminal. If
so, the controller 180 can output a message indicating that the shot target isin danger.

Once a shooting ends, a small flying object can send a shot video to amobile
terminal set as agroup owner. Asmentioned in the foregoing description with
reference to FIG. 16, the small flying object can send the recorded video to the mobile
terminal while returning to apreset location. If a shot image isreceived from a small
flying object, the controller 180 can play or edit the received shot image. In case of
editing the received shot image, the controller 180 can partition the shot image per type
through an analysis of the shot image.

For instance, FIG. 21isadiagram illustrating one example of partitioning a shot
image per type. Referring to FIG. 21, the controller 180 can control information on a
guantity of shooting a shot target in avideo, aquantity of shooting a shot target by a
small flying object flying toward the shot target in the video and a quantity for the



38

WO 2016/076586 PCT/KR2015/012008

[223]

[224]

[225]

[226]

[227]

small flying object to detect a shot target in the video to be output. According to the
example shown in FIG. 21 (@), the quantity of shooting the shot target, the quantity
shot through aflight and the quantity shot to detect a shot target are output through
different bars, respectively. Alternatively, the above-listed quantities may be displayed
on a single bar by being differentiated in color.

Moreover, the quantity of shooting the shot target may be output on a different bar
per shot target or may be output on a single bar by being differentiated in color. For
instance, if avideo of shooting shot targets A, B and C is made, a quantity of shooting
A, aquantity of shooting B and a quantity of shooting C may be represented through
different bars, respectively, or may be represented on a single bar by being differ-
entiated in color.

If auser selects a specific interval, referring to FIG. 21 (b), the controller 180 can
control amenu, which isprovided to play or delete the selected interval, to be outpuit.
According to the example shown in FIG. 21 (b), if an item 'play frame' is selected, the
controller 180 can play the interval selected by the user. For instance, referring to FIG.
21 (B), apartia interval, which is selected by a user, of aquantity shot by aflying
object to detect atarget may be played.

Referring to FIG. 21 (b), if an item 'delete frame' is selected, the controller 180 can
delete a corresponding interval from avideo. According to the example shown in FIG.
21 (c), aportion of aninterval shot by user to detect a shot target isdeleted. Like the
example shown in FIG. 21, auser can edit avideo by deleting an unnecessary interval.

In another instance, the controller 180 cancan edit avideo by combining categories
selected by a user. For instance, FIG. 22 isadiagram illustrating of performing avideo
editing. Referring to FIG. 22 (a), in case of attempting to edit a video, the controller
180 can control a selection menu, which isprovided to select intervals to combine, to
be output. In FIG. 22 (a), Tom, Jane, John and Unknown may mean the quantities shot
by Tom, Jane, John and Unknown User, respectively. An item 'moving' may mean a
quantity shot by a small flying object in the course of moving to shoot a shot target. An
item 'scenery’ may mean aquantity shot at an altitude of a small flying object over a
prescribed height as a quantity of shooting scenery around a shot target. Group 1 may
mean a quantity of shooting a shot target included in Group 1together. Group 2 may
mean a quantity of shooting a shot target included in Group 2 together. Group 3 may
mean a quantity of shooting a shot target included in Group 3 together. An item ‘al’
may mean aquantity of shooting all shot targets together.

The controller 180 can edit a video by combining the quantities corresponding to the
items selected from the selection menu shown in FIG. 22 (a). For instance, if the items
‘Jane, 'moving’, 'scenery’ and 'al' are selected, referring to FIG. 22 (b), the controller
180 can create a video edited by combining aquantity of shooting Jane, aquantity shot
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by a small flying object in the course of moving, a quantity of shooting scenery, and a
quantity of shooting all shot targets together.

Thereafter, the controller 180 can share the recorded or edited video with members of
acorresponding shot group. For instance, FIG. 23 isadiagram illustrating one example
of sharing avideo. Referring to FIG. 23, if an item 'share shot image' is selected (FIG.
23 (@), the controller 180 can control a menu, which isprovided to select amember to
share a video with from a shot group, to be output (FIG. 23 (b)). If the member to share
the video with is selected, the controller 180 can send a video to aterminal of the
selected member.

Besides, while avideo isplayed, the currently played video may be shared with a
group member as well. Meanwhile, the mobile terminal according to an embodiment of
the present invention can be used to remotely control aflying object that delivers
product. Thus, the mobile terminal receives anotification of agood purchase from an
order management server. If adelivery of the product starts, the mobile terminal can
receive anotification of aproduct delivery progress situation through a communication
with aflying object that isin charge of the delivery.

FIG. 24 is a schematic diagram of aproduct receiving sequence according to an em-
bodiment of the present invention. When a purchaser purchases aproduct through a
website, the purchaser can input an identification information (e.g., a phone number of
the mobile terminal) and a product receiving address (Sl). If so, the order management
server can send amessage indicating that the product isnormally purchased to the
mobile terminal In this instance, the message may be sent in form of atext message
such as SMS, LMS, MMS, or thelike, or in form of apush message through an ap-
plication. Since the product purchase or the transmission of the message according to
the product purchase have been known to the public already, their details shall be
omitted from the following description.

A sdller ships the product on the flying object and can set a destination of the flying
object to the delivery address input by the purchaser (S2). Moreover, if the seller inputs
that the product has been delivered, the order management server can send a message
indicating that the product has been sent to amobile terminal of the purchaser.
Moreover, if the purchaser requests an inquiry of aproduct delivery progress status,
the order management server can output adelivery guide page that guides a product
delivery status (S3).

For instance, FIG. 25 isadiagram illustrating one example of outputting adelivery
guide page. On aproduct guide page, information such as auser's order identifier (e.g.,
an order number), an information on aproduct purchased by auser, an estimated time
taken for a user purchased good to be delivered, alapse of time since adelivery start, a
location of aflying object, an identification information of aflying object, an origin
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(i.e., departure point) of aflying object, adestination of aflying object and the like can
be output.

The order management server can send amessage indicating the delivery status to the
mobile terminal again at atiming point of an occurrence of a specific event. In this
instance, the event may include one of acase that an estimated time of a product
delivery completion isequal to or smaller than aprescribed time, acase that aflying
object completes adelivery, acase that aflying object is unable to make adelivery
(e.g., acase that it isimpossible to make adelivery due to abad weather, acase that it
isunable to make adelivery due to abreakdown of aflying object, abreakage of a
product on delivery, etc.) and the like.

In order for the purchaser to quickly access the delivery guide page, when the order
management server sends the message indicating the product delivery status, an
address (e.g., URL address, etc.) accessible to the delivery guide page can be included
in the message.

While the delivery guide page isoutput, the purchaser may modify the delivery des-
tination information. Once the delivery destination information isamended, the
controller sends the modified delivery destination information to the order
management server and the order management server can remotely adjust adelivery
destination of the flying object.

For instance, FIG. 26 isadiagram illustrating one example of changing adelivery
destination. While adelivery guide page isoutput, apurchaser can change adelivery
destination. If so, the order management server can provide aflying object with an in-
formation on the changed delivery destination. If so, the flying object can alter aflight
route toward the changed delivery destination. For instance, referring to FIG. 26 (a)
and FIG. 26 (b), asadelivery destination ischanged, an estimated flight route of a
flying object ischanged.

If the flying object approaches the destination in aprescribed distance, the mobile
terminal can exchange information with the flying object (S3). In particular, the mobile
terminal receives image data from the flying object and can then designate alocation at
which the flying object will land based on the received image data ($4). Asthe flying
object has landed and the product ishanded in, the product purchase and delivery
process can be ended (S5).

In the following description, one example for a mobile terminal to perform a mutua
interaction with aflying object isdescribed in detail. First of all, aflying object in
charge of aproduct delivery isaflight vehicle (e.g., an airplane, ahelicopter, etc.) that
can fly by radio waves without aperson on board and may include one of adrone, a
small helicopter and the like. A camera may beinstalled in the flying object in charge
of the delivery. A mobile terminal can receive an image taken by the flying object
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through a communication with the flying object.

For clarity of the following description, assume that the mobile terminal according to
an embodiment of the present invention may include at least one of the components
shown in FIGs. 1A to 1C. For instance, assume that the mobile terminal according to
an embodiment of the present invention includes the wireless communication unit 110,
the display unit 151, the memory 170 and the controller 180.

In this instance, the wireless communication unit 110 may play arole in performing a
wireless communication with the flying object. In particular, the controller 180
transmits aremote control signal to the flying object or receives data from a small
flying object, through the wireless communication unit 110. Further, the mobile
terminal and the small flying object can communicate with each other through a
mobile communication network such as HSPDA, WCDMA, HSPA+, or the like. Fur-
thermore, the mobile terminal and the flying object can communicate with each other
through Bluetooth, Zigbee, Wi-Fi Direct, WLAN, and/or the like.

Moreover, assuming that the display unit 151 includes atouchscreen, the mobile
terminal according to an embodiment of the present invention isdescribed in detail as
follows. However, it isnot mandatory for the display unit 151 to include the
touchscreen. If the display unit 151 does not include the touchscreen, touch inputs
mentioned in the following description can be substituted with user inputs of other
types (e.g., an action of pushing aphysical button of the mobile terminal, agesture
input using the mobile terminal, etc.).

The mobile termina according to an embodiment of the present invention is
described in detail with reference to the accompanying drawings asfollows. FIG. 27 is
aflowchart of an operation to describe an associated operation between amobile
terminal according to an embodiment of the present invention and aflying object. For
clarity of the description of the following embodiment, assume that a mobile terminal
and aflying object directly communicate with each other. In this instance, the direct
communication only means that data generated by the mobile terminal is sent by taking
the flying object as adestination and that data generated by the flying object is sent by
taking the mobile terminal as a destination. However, the direct communication may
not mean that atransmission medium (e.g., abase station, a server, etc.) is unnecessary
between the mobile terminal and the flying object. For example, the mobile terminal
and the flying object can communicate directly with each other using LTE, HSPDA or
the like via abase station or the like.

Moreover, the mobile terminal and the flying object may communicate with each
other by a short range communication such as Bluetooth, Zigbee or the like. For
example, if the flying object approaches the mobile terminal in aprescribed distance,
the order management server can send aconnection information including a Bluetooth
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ID (and aPIN code) of the flying object to the mobile terminal. If so, the mobile
terminal ispaired with the flying object through the received connection information
and can then communicate with the flying object.

According to the embodiments mentioned in the following description, the mobile
terminal and the flying object are assumed as communicating with each other in direct.
Alternatively, the mobile terminal and the flying object may communicate with each
other indirectly via aprescribed server (e.g., an order management server, etc.). For
example, the flying object sends image data to the order management server, and the
order management server may make arequest for atransmission of image data to the
order management server. In response to the request made by the mobile terminal, the
order management server can send image data to the mobile terminal. In particular, the
mobile terminal and the flying object can perform data transmissions and receptions
via aprescribed server.

The mobile terminal according to an embodiment of the present invention is
described in detail with reference to FIG. 27 asfollows. First of al, if aflying object
approaches in aprescribed distance from adelivery destination or aremaining time to
an estimated delivery complete time becomes equal to or smaller than aprescribed
time (S501), the flying object can send an information, which indicates that the flying
object has entered arange in the prescribed distance from the delivery destination, to
the mobile terminal (S502). If so, the mobile terminal can output a message indicating
that the flying object has entered the range in the prescribed distance (S503).

For instance, FIG. 28 isadiagram illustrating one example of outputting a message
through amobile terminal. Referring to FIG. 28, if aflying object has entered arange
in aprescribed distance, the controller 180 can control amessage, which indicates that
the flying object has approached, to be output. If the message istouched, referring to
FIG. 28 (b), the controller 180 can control apopup window, which queries whether to
check an image taken by the flying object, to be output.

If auser input for requesting to check the image taken by the flying object is
received, the mobile terminal can make arequest for providing image data to the flying
object (S504). If so, the flying object starts to take images through a camera (S505)
and can then provide the taken image data to the mobile terminal (S506).

If the image dataisreceived from the flying object, the user can designate aplace at
which the flying object will land from the image data (S507). For instance, FIG. 29 isa
diagram illustrating one example of designating alanding place of aflying object. If
the image data isreceived from the flying object, the controller 180 can output the
received image data through the display unit 151. Through the output image data, the
user can check the images taken by the flying object. However, alocation desired to be
designated as alanding place by the user can not be contained in the images taken by
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the flying object during the flight.

Hence, while the image data is output, if adrag input in aprescribed direction is
received, the controller 180 can request the flying object to move or rotate the camera.
For instance, referring to FIG. 29 (@), if apointer ismoved from right to left, the
controller 180 can request the flying object to move the camera to the right side.
Hence, asthe camera of the flying object is moved to the right side, referring to FIG.
29 (b), the mobile terminal can receive an image having aright side taken further than
the previous. Unlike the example shown in the drawing, a gesture input of moving the
mobile terminal may be utilized as a user input for requesting the camera movement or
rotation. For instance, a user input of rotating the mobile terminal clockwise may be
provided to move the camera to the right side. And, a user input of rotating the mobile
terminal counterclockwise may be provided to move the camera to the left side.

Moreover, the controller 180 can make arequest for enlargement (zoom-in) or
reduction (zoom-out) of the image to the flying object (not shown in the drawing). For
instance, if atouch input (e.g., apinch zoom-in input) of increasing adistance between
two pointers currently touching the display unit 151 isreceived, the controller 180 can
make arequest for zoom-in to the flying object. On the contrary, if atouch input (e.g.,
apinch zoom-out input) of decreasing a distance between two pointers currently
touching the display unit 151 isreceived, the controller 180 can make arequest for
zoom-out to the flying object. In response to the request made by the mobile terminal,
the flying object can perform zoom-in or zoom-out. Further, instead of adjusting a
camera magnification power, the flying object can perform the zoom-in operation or
the zoom-out operation by raising or lowering an aflight atitude.

Thereafter, referring to FIG. 29 (c), while the image data is output through the
display unit 151, if aprescribed point istouched, the controller 180 can send the
touched coordinates or alocation information corresponding to the touched coordinates
to the flying object. If so, the flying object recognizes alocation corresponding to the
touched coordinates or alocation indicated by the received location information asa
landing place and can then land at the selected place.

Further, in order for the user to precisely select the location, as shown in FIG. 29 (d),
agrid can be displayed on the image data if the user touches a prescribed point on the
image data, the controller 180 can send coordinates of the grid corresponding to the
selected location to the flying object. If so, the flying object may recognize the location
corresponding to the touched grid as the flying object.

In order for the user to select the landing location more easily, acurrent location of
the mobile terminal may be displayed on the image data output through the display unit
151. For example, referring to FIGs. 29 (@) to 29 (d), an indicator 710 indicating a
current location of the mobile terminal isoutput. Besides, if alanding point of the
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flying object is selected, an indicator indicating the landing point of the flying object
may be further output on the image data (not shown in the drawing).

After the flying object has recognized the location of the mobile terminal, the flying
object sends amerged image data created from merging the indicator 710 and the
image data together to the mobile terminal or may send the image data and alocation
information on alocation at which the indicator 710 on the image data will be
displayed to the mobile terminal.

In another example, after the mobile terminal has received the image data from the
flying object, the mobile terminal may display a current location of the mobile terminal
on the image data by itself. The flying object can check the location of the mobile
terminal through the location information on alocation at which the location in-
formation isreceived from the mobile terminal or the recognition of the mobile
terminal in the image data (or the recognition of the user currently holding the mobile
terminal).

However, when the flying object is making anight flight, it isdifficult to recognize
the mobile terminal (or the user currently holding the mobile terminal). Hence, for the
further facilitation of the location check of the mobile terminal, the controller 180 can
generate alight from alight emitting device (e.g., LED, infrared generator, etc.).
Hence, the flying object can recognize acurrent location of the mobile terminal by
looking at the light output from the mobile terminal.

Moreover, when the flying object makes anight flight, the flying object may provide
the mobile terminal with an infrared image taken through an infrared imaging system.
Hence, a user can check the image taken by the flying object more accurately at night.
When alight identifiably by the flying object is output, the controller 180 can adjusts
an output pattern of the light, thereby controlling the output pattern of the light to
output an order identification information or a purchaser identification information.
For instance, the controller 180 can control the output pattern of the light to have a
binary code of the order identification information (e.g., an order number) or Morse
code of the purchaser identification information (e.g., ID of the purchaser, etc.).

After the flying object has performed an analysis of the output pattern of the light of
the mobile terminal, the flying object can confirm whether the mobile terminal
currently outputting the light is a valid purchaser by comparing the analysis result with
the order identification information or the purchaser identification information. WWhen
the mobile termina currently outputting the light isthe valid purchaser, the flying
object can display the location of the corresponding mobile terminal on the image data.

In another instance, the mobile terminal may determine an output pattern of alight in
accordance with apattern requested by the flying object. For example, if the flying
object makes arequest for flickering alight in an interval of 1 second to the mobile
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terminal, the controller 180 can control the light to be flickered in the interval of 1
second. The flying object searches for the mobile terminal that flickers the light in the
interval of 1 second and can then display alocation of the corresponding mobile
terminal on the image data.

According to the example shown in FIG. 29, alocation selected by auser is set asa
landing point of aflying object. Unlike the example shown in the drawing, the flying
object may determine alanding point automatically through an image analysis. For
example, as mentioned in the foregoing description of the example, if amobile
terminal currently outputting alight of apreset pattern in an image is detected, the
flying object can determine aperiphery of the mobile termina asalanding point. In
another example, the flying object can automatically determine alanding available
space around abuilding indicated by adelivery destination address (e.g., alot number
address), arooftop of abuilding or the like as alanding place.

Once the landing place of the flying object is selected, the controller 180 can control
an image pattern for purchase information identification to be output through the
display unit 151. For instance, FIG. 30 isadiagram illustrating one example of
outputting an image pattern. Referring to FIG. 30 (@), the controller 180 can control an
image pattern of abarcode type, in which linesin 2 colors are aternately arranged, to
be output through the display unit 151. If so, the flying object can check the purchase
information by decrypting the image pattern currently output through the display unit
151.

If the mobile terminal isdetermined as avalid purchaser through the purchase in-
formation check, the flying object can land at the designated place. Moreover, the
controller 180 can control an information, which indicates that the purchase in-
formation has been checked, to be output. Referring to FIG. 30 (b), animage in a
triangle shape isoutput to indicate that the purchase information has been checked. In
this instance, as shown in FIG. 30 (b), aprescribed apex of the triangle may face a
landing direction of the flying object.

The image pattern and the example of the image output shown in FIG. 30 (a) and
FIG. 30 (b) are provided for clarity of the description only, by which the present
invention is non-limited. Unlike the example shown in FIG. 30 (a), QR code or the like
can be used as an image pattern and information (e.g., amessage) different from the
example shown in FIG. 30 (b) can be used to indicate that the purchase information
check is completed.

If the flying object lands or a user receives the product delivered by the flying object
(S511), the flying object can send an information, which indicates that the product was
received, to the mobile terminal (S512). If so, the controller 180 can control apopup
window, which isprovided to determine whether to make the flying object return, to be
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window. Referring to FIG. 31 (a), if amessage, which indicates that the flying object
has landed or that the product handover is completed, isreceived from aflying object,
the controller 180 can control apopup window, which isprovided to select whether to
make the flying object return or stand by, to be output.

If auser input for desiring to make the flying object return isinput (S513), the
controller 180 requests the flying object to return. And, the flying object can return to a
pre-registered place. Although auser input isnot received for aprescribed time since
outputting the popup window, the flying object may return to the pre-registered place.

Further, if the user input for desiring to make the flying object standby isreceived
(S513), the controller 180 can request the flying object to stand by for aprescribed
time. If so, the flying object can stand by at the landing place for the prescribed time
instead of returning to the pre-registered place.

If aprescribed expires (S514), the controller 180 can control the popup window,
which isprovided to query whether to make the flying object return, to be output again
(S513). The user checks the product handed in by the flying object and can then
determine whether to return (or take back) the product. If the user makes arequest for
returning or exchanging the product handed in to the user (S515), the controller 180
can output areturn/exchange page for the product return of exchange (S516).
According to the example shown in FIG. 31 (b), the return/exchange page is outpuit.

If the user puts the product, which isto be returned, in the flying object (S517), the
flying object can return to apre-registered place (S518). Further, the flying object may
check whether an object to be returned is put in the flying object by a weight
comparison or an analysis of an image input through the camera.

The popup window, which isprovided to determine whether to make the flying
object return, shown in FIG. 31 may beimplemented or skipped depending on atype
of adelivered product. For instance, if adelivered product (e.g., clothes, etc.) isan
object of which defects can be checked instantly, as shown in FIG. 31, the popup
window for determining whether to make the flying object return is output. If a
delivered product (e.g., food, etc.) isan object of which defects cannot be checked
instantly, the output of the popup window shown in FIG. 31 can be skipped. When the
output of the popup window is skipped, the flying object can return to apreset place
right after handing in the product.

Further, the flying object can check whether the product ishanded in to a user
through aweight or image anaysis. Alternatively, the flying object can determined that
the product was handed in to the user if aprescribed time expires after landing. In
another instance, in order to prevent the flying object from being extorted by a
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purchaser, a standby service of the flying object may be available only if the purchaser
prepays aprescribed deposit money. If the flying object starts to make aflight to a
return place normally, the deposit money can be refunded.

Moreover, in order to check whether apurchased product ishanded in correctly, the
flying object takes aphoto of aperson in charge of handing in the product and can then
send the taken photo to a mobile terminal registered on giving an order. Hence, the
purchaser can check whether the person in charge of handing in the product isavalid
person.

The flying object can determine whether the flying object approaches in aprescribed
distance around adelivered object through alocation measurement using GPS, data
received from abase station, or the like. In another example, the flying object may
determine that the flying object almost arrives at adelivery destination by receiving a
beacon signal broadcasted by an AP or aBluetooth communication device registered
on purchasing aproduct by apurchaser.

For instance, FIG. 32 isadiagram illustrating one example of recognizing that a
flying object has approached adelivery destination. Referring to FIG. 32, if the flying
object listens to abeacon broadcasted by an AP registered on purchasing aproduct by
apurchaser (i.e, if the flying object enters abeacon listening areq), the flying object
can recognize that it has arrived at aplace close to adelivery destination. Thus, the
purchaser inputs an identification information of the AP on purchasing the product and
the order management server can send the identification information of the AP
registered by the purchaser to the flying object.

If abeacon signal isreceived from an AP that matches the id4entification in-
formation of the AP, the flying object can determine that it has arrived at the place
around the destination place. In this instance, the identification information of the AP
may include at least one of an SSID of the AP and an address (e.g., MAC address) of
the AP, by which the present invention is non-limited.

In another example, the flying object may recognize that it has arrived at aplace
close to adelivery destination through alistening of abeacon signal broadcasted by a
Bluetooth communication device previously registered by apurchaser. Thus, the
purchaser inputs an identification information of the Bluetooth communication device
on purchasing aproduct and the order management server can send the identification
information input by the purchaser to the flying object.

If the flying object recelves abeacon signal from adevice that matches the identi-
fication information of the Bluetooth communication device, the flying object can
determine that it has arrived at the place close to the delivery destination. In this
instance, the identification information of the mobile termina or the Bluetooth com-
munication device may include at least one of adevice name (e.g., aname of adevice
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used for Bluetooth communication) and an address (e.g., MAC address) of the device,
by which the present invention is non-limited.

In this instance, the Bluetooth communication device may include one of various
devices (e.g., TV, audio system, headset, Bluetooth dongle, etc.) capable of Bluetooth
communications aswell asthe mobile terminal according to an embodiment of the
present invention.

The mobile terminal may receive flight information of the flying object through a
communication with the order management server or the flying object. If so, the
mobile terminal can output amap for displaying aflight status of the flying object. For
instance, FIG. 33 isadiagram illustrating one example of outputting amap for
displaying aflight status of aflying object. Referring to FIG. 33 (a) and FIG. 33 (b), at
least one of adeparture location 1110 of the flying object, adelivery destination 1120,
acurrent location 1130 of the flying object and aflight route 1140 of the flying object
can be displayed on amap. Moreover, the controller 180 can display atotal delivery
time, aremaining delivery time 1150 and the like.

While the flying object delivers aproduct, apurchaser may cancel the product
purchase. When the purchaser cancels the product purchase, the order management
server may control the flying object to return to apre-registered place. Further, the
order management server may charge a cancellation fee for the order cancellation in
accordance with aflight distance of the flying object.

For example, after the flying object has made aflight over aprescribed distance or
time, if auser cancels the product order, ahandling fee according to the order can-
cellation ischarged. After the flying object has made aflight under the prescribed
distance or time, if the user cancels the product order, the order can be cancelled
without charging ahandling fee. If ahandling fee information isreceived from the
order management server, the controller 180 can control the handling fee information
1150 according to the order cancellation to be output through the display unit 151.

According to the example shown in FIG. 33 (a), asaflight distance of the flying
object is short, the order can be cancelled without ahandling fee. According to the
example shown in FIG. 33 (b), asthe flying object has made aflight over aprescribed
distance or time, the order can be cancelled only if ahandling fee ispaid.

A user can set up aflight route of the flying object. In particular, if the order
management server sends aplurality of flight route information, the user can select a
flight route of the flying object by selecting a prescribed one of aplurality of the flight
route information. For instance, FIG. 34 isadiagram illustrating one example of
selecting aflight route of aflying object. Referring to FIG. 34 (a), initialy, aflight
route of the flying object is set to a straight route connecting an origin to adelivery
destination. However, when a dangerous area exists on the corresponding flight route,
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the controller 180 indicates a presence of the dangerous area on the corresponding
flight route and can control abutton, which isprovided to change aflight route (or
course), to be output.

For example, if adelivery route change button shown in FIG. 34 (a) istouched,
referring to FIG. 34 (b), the controller 180 can control a menu, which isprovided to
select adelivery route of the flying object, to be output. According to the example
shown in FIG. 34 (b), total 3 delivery routes exist. The controller 180 can output in-
formation on atime taken for adelivery on each of the flight routes.

If the mobile terminal provides the information on the flight route selected by the
user, the order management server can remotely control the flying object to make a
flight along the flight route selected by the user. According to the example described
with reference to FIG. 34, the dangerous area may include at least one of an area
having aflying object crash history, ahigh building existing area, an areahaving a
history of astolen flying object, aflight prohibited area, and the like.

The controller 180 displays a dangerous area on aflight route and can also display a
dangerous area information in response to arequest made by a user. For example, if a
dangerous area information item is selected (FIG. 34 (@), the controller 180 can
control information on the dangerous area to be output (FIG. 34 (c)).

If adangerous object isdetected during aflight of the flying object, the flying object
spontaneously changes aflight route or course and can send an information, which
indicates that the flight route or course has been changed, to the mobile terminal. If so,
the mobile terminal can output a message indicating that the flight route or course of
the flying object has been changed and an information on the changed flight route or
course.

For instance, FIG. 35 isadiagram illustrating one example of changing aflight route
(or course) of aflying object during aflight. Referring to FIG. 35, if the flying object
discovers a dangerous element (e.g., ahigh building) during aflight, the flying object
can change aflight route (or course). If so, the flying object can send an information,
which indicates that the flight route has been changed, to the mobile terminal. If so,
referring to FIG. 35 (a), the mobile terminal can control a message, which indicates
that the flight route has been changed, to be output.

If the message 1310 istouched, as shown in FIG. 35 (b), the controller 180 can
control an information on the changed flight route to be output. Further, the controller
180 can display an information 1320 on adelivery time increasing/decreasing due to
the changed flight route. According to the example shown in FIG. 35 (b), asthe flight
route is changed, the delivery time isincremented by 5 minutes.

Moreover, the controller 180 displays the discovered dangerous area and can also
display adangerous areainformation. For example, if adangerous areainformation
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item is selected (FIG. 35 (b)), the controller 180 can control an information 1330 on
the corresponding area to be output (FIG. 35 (C)).

Although alanding place of the flying object is selected, if adangerous element is
detected from aperiphery of the landing place, the flying object can send an in-
formation indicating that the dangerous element is discovered to the mobile terminal. If
so, the controller 180 outputs a message indicating that the dangerous element has been
discovered and can control apopup window, which isprovided to select whether to
change the landing place, to be output.

For instance, FIG. 36 isadiagram illustrating one example to describe an operation
of amobile terminal in case of detecting a dangerous object around alanding place.
Referring to FIG. 36, as amoving object exists around alanding point, if itis de-
termined that landing at the selected landing place isnot appropriate, the flying object
can send an information, which indicates that a dangerous element has been discovered
around the landing place, to the mobile terminal.

For example, referring to FIG. 36 (@), if acar 1420 currently driving toward alanding
place 1410 isdiscovered, the flying object can recognize that a dangerous object exists
around the landing place 1410. Having received the information indicating the
presence of the dangerous object from the flying object, referring to FIG. 36 (b), the
mobile terminal can output a message indicating that the dangerous element has been
discovered around the landing point. If the message istouched, referring to FIG. 36 (c),
the controller 180 can control apopup window, which queries whether to change a
landing point, to be output.

If auser input for desiring to change the landing point isreceived through the popup
window, the user can reselect alanding point on an image data currently output
through the display unit 151. If the landing point isreselected, the flying object can
land at the reselected landing point.

FIG. 37 isablock diagram of asmall flying object according to an embodiment of
the present invention. Referring to FIG. 37, asmall flying object may include a
wireless communication unit 3710, acamera 3720, amemory 3730, acontrol unit
3740, aflight unit 3750 and an accommodation unit 3760.

The wireless communication unit 3710 can communicate with amobile terminal. For
instance, the wireless communication unit 3710 can communicate with the mobile
terminal using such acommunication technology as Bluetooth, Zigbee, Wi-Fi or the
like or such a mobile communication technology asLET, HSPDA or the like. Besides,
the wireless communication 3710 may be used to receive alocation information of a
small flying object. The control unit 3740 can move near a shot target or track the shot
target, based on alocation of the small flying object and alocation of aterminal that
becomes the shot target. In addition, the controller 3740 can check whether the flying
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object has arrived around adelivery destination based on alocation of the small flying
object.

The camera 3720 plays arole in shooting avideo or aphoto. A preview image prior
to shooting a video or photo may be sent by wireless to amobile terminal having a
group owner position. Alternatively, the video or photo taken through the camera 1520
can be sent to amobile termina registered on giving an order.

The memory 3730 plays roles in storing a shot image data and data received from a
mobile terminal. The control unit 3740 processes aremote control signal received from
amobile terminal and can also process an image input through the camera 3720. In
particular, the control unit 3740 may detect whether a specific gesture isinput or track
aprescribed person, through the image processing. Alternatively, the controller 3740
processes aremote control signal received from the mobile terminal or the order
management server and plays arole in setting aflight route (or course) according to a
signal received from the mobile termina or the order management server. Once the
flight route (or course) is set, the controller 3740 can control the flying object to make
aflight along the set flight route or course.

The flight unit 3750 enables the small flying object to fly. The flight unit 3750 may
be controlled in response to a control command from the control unit 3740. And, the
control unit 3740 can create a control command based on aremote control command
from amobile terminal. An accommodating unit 3760 plays arole in accommodating a
product that isto be delivered to apurchaser. The accommodating unit 3760 may be
substituted with arobot arm configured to hold or lift the product. Besides, at least one
sensor (e.g., aweight sensor, aproximity sensor, etc.) configured to sense whether a
product isput in the accommodating unit 3760 may be disposed around the accom-
modating unit 3760. Based on sensing signals of the sensors, the controller 3740 can
determine whether aproduct isput in the accommodating unit 3760.

It will be appreciated by those skilled in the art that the present invention can be
specified into other form(s) without departing from the spirit or scope of the in-
ventions. In addition, the above-described methods can be implemented in aprogram
recorded medium as processor-readable codes. The processor-readable media may
include al kinds of recording devices in which data readable by aprocessor are stored.
The processor-readable media may include ROM, RAM, CD-ROM, magnetic tapes,
floppy discs, optical data storage devices, and the like for example and aso include
carrier-wave type implementations (e.g., transmission via Internet).

It will be appreciated by those skilled in the art that various modifications and
variations can be made in the present invention without departing from the spirit or
scope of the inventions. Thus, it isintended that the present invention covers the modi-
fications and variations of this invention provided they come within the scope of the
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appended claims and their equivalents.
Industrial Applicability

[302] Inventions disclosed in this application can be applied to a variety of eletronic
devices which are able to communicate with aflying object.
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Claims

A mobile terminal, comprising:

adisplay unit;

awireless communication unit configured to wirelessly communicate
with aflying object; and

acontroller configured to:

receive an input for setting at least one member of acreated group of
members to be atarget, and

remotely control the flying object to obtain an image of the at least one
member set as the target.

The mobile terminal of claim 1, wherein the controller is further
configured to transmit at least one of location information of the target
and face information of the target to the flying object viathe wireless
communication unit for the flying object to track the target.

The mobile terminal of claim 1, wherein the input includes setting a
plurality of members in the group as targets, and

wherein the controller isfurther configured to remotely control the
flying object to capture each of the plurality of the targets in sequence.
The mobile terminal of claim 3, wherein the controller is further
configured to determine a capture order based on apriority of each the
plurality of targets.

The mobile terminal of claim 3, wherein the controller is further
configured to control the flying object to capture the plurality of targets
based on quantities assigned to the plurality of targets, respectively.
The mobile terminal of claim 1, the controller isfurther configured to
display apreview image or an image received from the flying object on
the display unit.

The mobile terminal of claim 6, wherein the input for setting the at
least one member as the target corresponds to a person making apreset
gesture.

The mobile terminal of claim 6, wherein the input for setting the at
least one member as the target corresponds to selecting an object in the
preview image.

The mobile terminal of claim 1, wherein the controller is further
configured to control the flying object to move to apreviously
registered return place after obtaining the image.

The mobile terminal of claim 9, wherein the controller is further
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configured to display anotification message on the display unit in
response to aremaining battery level of the flying object being equal to
or lower than alevel required for returning the flying object to the
return place.

The mobile terminal of claim 1, wherein the controller isfurther
configured to:

display amap for setting areturn place of the flying object on the
display unit, and

set a selected location as the return place.

The mobile terminal of claim 11, wherein the controller isfurther
configured to display afly zone of the flying object on the map, and
wherein the fly zone is determined based on aremaining battery level
of the flying object.

The mobile terminal of claim 1, wherein the controller isfurther
configured to adjust aflight trace of the flying object based on a
selected shot mode.

The mobile terminal of claim 1, wherein the controller isfurther
configured to output a notification in response to the flying object being
spaced apart from the mobile terminal over aprescribed distance.

The mobile terminal of claim 1, wherein the controller isfurther
configured to skip obtaining the image of the target in response to the
target being spaced apart from the mobile terminal over a prescribed
distance.

The mobile terminal of claim 1, wherein the controller isfurther
configured to control the flying object to capture either afirst target in
the group who has left the group or other targets of the group.

A method of controlling a mobile terminal, the method comprising:
wirelessly communicating, via awireless communication unit of the
mobile terminal, with aflying object;

receiving, via acontroller of the mobile terminal, an input for setting at
least one member of acreated group of members to be atarget; and
remotely controlling, viathe controller, the flying object to obtain an
image of the at least one member set as the target.

The method of claim 17, further comprising:

transmitting at least one of location information of the target and face
information of the target to the flying object viathe wireless commu-
nication unit for the flying object to track the target.

The method of claim 17, wherein the input includes setting a plurality
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of members in the group targets, and

wherein the method further comprises remotely controlling the flying
object to shoot each of the plurality of the targets in sequence.

The method of claim 19, further comprising:

performing a shooting order based on apriority of each the plurality of
targets.
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[Fig. 14]
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[Fig. 20]
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[Fig. 21]
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[Fig. 26]
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[Fig. 28]
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[Fig. 30]
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[Fig. 31]
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[Fig. 32]
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