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(57) ABSTRACT 

A projector includes a laser beam scanning portion, a light 
detecting portion, and a control portion performing control 
of predicting a prediction region where a detection object 
exists on the basis of detection of the detection object, 
changing a modulation pattern of a laser beam when the 
laser beam is scanned on the prediction region, acquiring the 
position of the detection object on the basis of reflected light 
of the laser beam emitted in a detection object detection 
pattern, and setting the position of the detection object to an 
indication position. 
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PROJECTOR AND ELECTRONIC DEVICE 
HAVING PROJECTOR FUNCTION 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. applica 
tion Ser. No. 14/244.458, filed Apr. 3, 2014, which claims 
priority from Japanese Patent Application No. 2013-078278, 
filed Apr. 4, 2013, the disclosures of which are expressly 
incorporated by reference herein. 

BACKGROUND OF THE INVENTION 

0002 Field of the Invention 
0003. The present invention relates to a projector and an 
electronic device having a projector function, and more 
particularly, it relates to a projector and an electronic device 
having a projector function each including a light detecting 
portion. 
0004. Description of the Background Art 
0005. A projector including a light detecting portion is 
known in general, as disclosed in Japanese Patent Laying 
Open No. 2010-244484. 
0006. The aforementioned Japanese Patent Laying-Open 
No. 2010-244484 discloses a projector including a scan 
mirror (laser beam Scanning portion) scanning laser beams 
having an image formation pattern for forming an image on 
a projection Surface and a light receiving element (light 
detecting portion) receiving reflected light scanned by the 
scan mirror, reflected by a detection object such as a pen. 
This projector further includes a control portion performing 
control of acquiring the position of the detection object and 
setting the position of the detection object to an indication 
position indicated by the detection object on the basis of 
reflected light of the laser beams having the image formation 
pattern, reflected by the detection object. 
0007. In the projector according to the aforementioned 
Japanese Patent Laying-Open No. 2010-244484, however, 
the position of the detection object is acquired on the basis 
of the reflected light of the laser beams having the image 
formation pattern, reflected by the detection object, and 
hence the position of the detection object is acquired on the 
basis of the reflected light of the laser beams in a modulation 
pattern (image formation pattern) changing according to a 
change in the image. In the reflected light reflected by the 
detection object, a component related to the shape of the 
detection object and a component related to the modulation 
pattern are mixed, and hence when the modulation pattern 
changes as the image formation pattern, it is difficult to 
clearly detect the component related to the shape of the 
detection object, and the accuracy of the indication position 
indicated by the detection object is reduced. 

SUMMARY OF THE INVENTION 

0008. The present invention has been proposed in order 
to solve the aforementioned problem, and an object of the 
present invention is to provide a projector and an electronic 
device having a projector function each capable of accu 
rately acquiring an indication position indicated by a detec 
tion object. 
0009. A projector according to a first aspect of the present 
invention includes a laser beam Scanning portion scanning a 
laser beam having an image formation pattern for forming 
an image on a projection Surface, a light detecting portion 
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receiving reflected light of the laser beam scanned by the 
laser beam scanning portion, reflected by a detection object, 
and a control portion performing control of predicting a 
prediction region where the detection object exists on the 
basis of detection of the detection object, changing a modu 
lation pattern of the laser beam to a detection object detec 
tion pattern when the laser beam is scanned on the prediction 
region, acquiring the position of the detection object on the 
basis of the reflected light of the laser beam emitted in the 
detection object detection pattern, and setting the position of 
the detection object to an indication position indicated by the 
detection object. 
0010. As hereinabove described, the projector according 
to the first aspect of the present invention is provided with 
the control portion performing control of predicting the 
prediction region where the detection object exists on the 
basis of the detection of the detection object, changing the 
modulation pattern of the laser beam to the detection object 
detection pattern when the laser beam is scanned on the 
prediction region, acquiring the position of the detection 
object on the basis of the reflected light of the laser beam 
emitted in the detection object detection pattern, and setting 
the position of the detection object to the indication position 
indicated by the detection object, whereby the laser beam 
changed to the detection object detection pattern Suitable to 
detect the detection object is emitted to the prediction region 
where the detection object is predicted to exist, and hence a 
component related to the shape of the detection object can be 
clearly detected, unlike the case where the position of the 
detection object is acquired on the basis of the reflected light 
in the modulation pattern (image formation pattern) chang 
ing according to a change in the image. Consequently, the 
indication position indicated by the detection object can be 
accurately acquired. Furthermore, the position of the detec 
tion object is acquired and set to the indication position 
indicated by the detection object on the basis of the laser 
beam changed from the image formation pattern to the 
detection object detection pattern, and hence no dedicated 
laser beam source for detection different from laser beam 
Sources for image formation may be provided, and hence 
complication of the structure of the projector can be Sup 
pressed. In addition, no laser beam for detection may be 
emitted to the image, and hence difficulty in visually con 
firming the image resulting from the laser beam for detection 
can be suppressed. Moreover, the indication position indi 
cated by the detection object can be acquired by emitting the 
laser beam changed to the detection object detection pattern 
to the prediction region where the detection object is pre 
dicted to exist, and hence the indication position indicated 
by the detection object can be accurately acquired even in 
the case where the detection object exists at an arbitrary 
position in the projection Surface, unlike the case where the 
laser beam for detection is emitted only to a part of the 
projection Surface. 
0011. In the aforementioned projector according to the 

first aspect, the control portion is preferably configured to 
detect the detection object in a state where the modulation 
pattern of the laser beam is set to an image formation pattern 
and change the modulation pattern of the laser beam to the 
detection object detection pattern when the laser beam is 
scanned on the prediction region on the basis of the detection 
of the detection object. According to this structure, emission 
of the laser beam in the detection object detection pattern to 
an image region before the detection of the detection object 
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can be suppressed, and hence inclusion of noise (pattern) in 
the image projected on the projection Surface resulting from 
the emission of the laser beam in the detection object 
detection pattern can be suppressed. 
0012. In the aforementioned projector according to the 

first aspect, the control portion is preferably configured to 
acquire a centerline passing through a Substantially central 
portion of a region where the detection object exists on the 
basis of the reflected light of the laser beam emitted in the 
detection object detection pattern and set the position of the 
detection object acquired on the basis of the centerline to the 
indication position indicated by the detection object. 
According to this structure, the indication position indicated 
by the detection object can be easily accurately acquired on 
the basis of the centerline passing through the Substantially 
central portion of the region where the detection object 
exists. 
0013. In this case, the control portion is preferably con 
figured to set an intersection between the centerline and a 
first scanning line in which the detection object is detected 
to the indication position indicated by the detection object. 
According to this structure, the tip of the detection object 
can be acquired as the indication position on the basis of the 
centerline and the first scanning line in which the detection 
object is detected, and hence the indication position indi 
cated by the tip of the detection object can be accurately 
acquired. 
0014. In the aforementioned structure in which the cen 
terline is acquired, the control portion is preferably config 
ured to acquire the centerline on the basis of the reflected 
light of the laser beam emitted in the detection object 
detection pattern in each of a plurality of Scanning lines. 
According to this structure, the number of reflected laser 
beams employed to acquire the centerline can be increased, 
and hence the centerline can be accurately acquired. 
0015. In the aforementioned projector according to the 

first aspect, the control portion is preferably configured to set 
a pattern change section in which the modulation pattern of 
the laser beam is changed to the detection object detection 
pattern in the prediction region in a scanning line Scanned 
Subsequent to a prescribed scanning line on the basis of the 
detection of the detection object in the prescribed scanning 
line. According to this structure, the pattern change section 
can be set in the scanning line Subsequent to the prescribed 
scanning line in a direction in which the detection object is 
predicted to extend after the detection object is detected, and 
hence the indication position indicated by the detection 
object can be more accurately acquired. 
0016. In this case, the control portion is preferably con 
figured to control the modulation pattern to emit the laser 
beam of a single color as the detection object detection 
pattern to the pattern change section. According to this 
structure, the position of the detection object can be acquired 
and set to the indication position indicated by the detection 
object on the basis of the laser beam of the single color 
remaining unchanged in color (having constant gradations), 
and hence the indication position indicated by the detection 
object can be more accurately acquired. 
0017. In the aforementioned structure in which the laser 
beam of the single color is emitted to the pattern change 
section, the control portion is preferably configured to 
control the modulation pattern to emit the laser beam of a 
white or red color as the detection object detection pattern. 
According to this structure, even in the case where the 
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pattern change section is set in a state deviated from the 
detection object, a reduction in the quality of the image can 
be suppressed while the indication position indicated by the 
detection object is accurately acquired when the laser beam 
of the white color is emitted. Furthermore, red reflected light 
reflected by the detection object can be easily received when 
the laser beam of the red color is emitted, and hence the 
indication position indicated by the detection object can be 
more accurately acquired. 
0018. In the aforementioned structure in which the laser 
beam of the single color is emitted to the pattern change 
section, the projector preferably further includes red, green, 
and blue laser beam sources emitting laser beams of colors 
different from each other to the laser beam scanning portion, 
and the control portion is preferably configured to control 
the red, green, and blue laser beam sources to change the 
modulation pattern of the laser beams emitted from the red, 
green, and blue laser beam sources to the detection object 
detection pattern of the single color when the laser beams are 
scanned on the prediction region. According to this struc 
ture, the indication position indicated by the detection object 
in the image displayed in colors can be accurately acquired. 
0019. In the aforementioned structure in which the pat 
tern change section is set in the prediction region, the control 
portion is preferably configured to set the pattern change 
section in correspondence to the detection position of the 
detection object in at least a single Scanning line immedi 
ately prior to a scanning line in which the pattern change 
section is set. According to this structure, the pattern change 
section can be easily set by setting the prediction region in 
a direction along the detection object, and hence setting of 
the pattern change section at a position not corresponding to 
the detection object can be easily Suppressed. 
0020. In this case, the control portion is preferably con 
figured to set the pattern change section in correspondence 
to detection positions of the detection object in a plurality of 
scanning lines including an immediately prior single scan 
ning line. According to this structure, the setting of the 
pattern change section at the position not corresponding to 
the detection object can be more easily Suppressed. 
0021. In the aforementioned structure in which the pat 
tern change section is set in the prediction region, the control 
portion is preferably configured to perform control of setting 
the width of the pattern change section to be smaller than the 
width of the prediction region of the detection object in the 
scanning direction of the Scanning line. According to this 
structure, protrusion of the laser beam emitted in the detec 
tion object detection pattern from the prediction region can 
be suppressed, and hence inclusion of noise in the image 
projected on the projection Surface resulting from the pro 
trusion of the laser beam in the detection object detection 
pattern from the prediction region can be suppressed. 
0022. In this case, the pattern change section preferably 
includes a detection section in which the modulation pattern 
of the laser beam is changed to the detection object detection 
pattern, and the control portion is preferably configured to 
perform control of emitting the laser beam having a modu 
lation range more restricted than the modulation pattern of 
an image region where the image is formed to adjustment 
sections located on both sides of the detection section in the 
prediction region of the detection object. According to this 
structure, the adjustment sections located on both sides of 
the detection section are provided, whereby the laser beam 
in the image formation pattern can be brought close to a laser 
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beam in the detection object detection pattern in sections 
between the detection section and the image region, and 
hence the image can be visually confirmed without a sense 
of incongruity. 

0023. In the aforementioned structure in which the pat 
tern change section includes the detection section, the con 
trol portion is preferably configured to restrict a gradation 
value of the laser beam emitted to regions of the adjustment 
sections closer to the detection section to be Smaller. Accord 
ing to this structure, a change in color per gradation can be 
reduced, and hence the adjustment sections are provided, 
whereby the laser beam in the image formation pattern can 
be gradually brought close to the laser beam in the detection 
object detection pattern in the sections between the detection 
section and the image region. 
0024. In the aforementioned structure in which the pat 
tern change section includes the detection section, the 
adjustment sections located on both sides of the detection 
section preferably have widths substantially equal to each 
other in the scanning direction of the scanning line. Accord 
ing to this structure, the adjustment sections can be arranged 
on both sides of the detection section in a balanced manner. 

0025. In the aforementioned structure in which the pat 
tern change section is set in the prediction region, the control 
portion is preferably configured to change the modulation 
pattern of the laser beam emitted to the pattern change 
section to the detection object detection pattern during a 
period until a frame subsequent to a frame in which the 
detection object is detected is displayed after the detection 
object is detected. According to this structure, the overall 
detection object in the frame can be easily detected with the 
laser beam changed from the modulation pattern to the 
detection object detection pattern. 
0026. In the aforementioned structure in which the pat 
tern change section is set in the prediction region, the control 
portion is preferably configured to set the pattern change 
section on the basis of acquired information of the detection 
object in a frame prior to a frame in which the detection 
object is detected when the indication position indicated by 
the detection object is acquired in the frame prior to the 
frame in which the detection object is detected. According to 
this structure, the pattern change section can be set at a 
proper position on the basis of the detection of the detection 
object and the acquired information of the detection object 
in the prior frame. 
0027. In the aforementioned structure in which the pat 
tern change section includes the detection section, the con 
trol portion is preferably configured to acquire the centerline 
passing through the Substantially central portion of the 
region where the detection object exists on the basis of data 
of the detection position of the detection object in the case 
where a difference between the detection position of the 
detection object and the position of a center point of the 
detection section in the scanning direction of the scanning 
line is not more than a prescribed value. According to this 
structure, the accuracy of the acquired centerline can be 
improved by excluding data of the detection position of the 
detection object based on reflected light in a pattern other 
than the detection object detection pattern acquired in the 
case where the difference between the detection position of 
the detection object and the center point of the detection 
section in the scanning direction of the scanning line is more 
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than the prescribed value (in the case where the detection 
object is in a section (place) other than the detection section, 
for example). 
0028. In the aforementioned structure in which the pat 
tern change section is set in the prediction region, the control 
portion is preferably configured to perform control of 
acquiring the width of the detection object in the scanning 
direction and setting the width of the pattern change section 
to be smaller than the width of the detection object in a 
direction along the scanning direction. According to this 
structure, protrusion of the laser beam emitted in the detec 
tion object detection pattern from the detection object can be 
Suppressed, and hence the reduction in the quality of the 
image resulting from the protrusion of the laser beam in the 
detection object detection pattern from the detection object 
can be suppressed. 
0029. An electronic device having a projector function 
according to a second aspect of the present invention 
includes a laser beam Scanning portion Scanning a laser 
beam having an image formation pattern for forming an 
image on a projection Surface, a light detecting portion 
receiving reflected light of the laser beam scanned by the 
laser beam scanning portion, reflected by a detection object, 
and a control portion performing control of predicting a 
prediction region where the detection object exists on the 
basis of detection of the detection object, changing a modu 
lation pattern of the laser beam to a detection object detec 
tion pattern when the laser beam is scanned on the prediction 
region, acquiring the position of the detection object on the 
basis of the reflected light of the laser beam emitted in the 
detection object detection pattern, and setting the position of 
the detection object to an indication position indicated by the 
detection object. 
0030. As hereinabove described, the electronic device 
having a projector function according to the second aspect of 
the present invention is provided with the control portion 
performing control of predicting the prediction region where 
the detection object exists on the basis of the detection of the 
detection object, changing the modulation pattern of the 
laser beam to the detection object detection pattern when the 
laser beam is scanned on the prediction region, acquiring the 
position of the detection object on the basis of the reflected 
light of the laser beam emitted in the detection object 
detection pattern, and setting the position of the detection 
object to the indication position indicated by the detection 
object, whereby the laser beam changed to the detection 
object detection pattern suitable to detect the detection 
object is emitted to the prediction region where the detection 
object is predicted to exist, and hence a component related 
to the shape of the detection object can be clearly detected, 
unlike the case where the position of the detection object is 
acquired on the basis of the reflected light in the modulation 
pattern (image formation pattern) changing according to a 
change in the image. Consequently, the indication position 
indicated by the detection object can be accurately acquired. 
Furthermore, the position of the detection object is acquired 
and set to the indication position indicated by the detection 
object on the basis of the laser beam changed from the image 
formation pattern to the detection object detection pattern, 
and hence no dedicated laser beam source for detection 
different from laser beam sources for image formation may 
be provided, and hence complication of the structure of the 
electronic device having a projector function can be Sup 
pressed. In addition, no laser beam for detection may be 
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emitted to the image, and hence difficulty in visually con 
firming the image resulting from the laser beam for detection 
can be Suppressed. Moreover, the indication position indi 
cated by the detection object can be acquired by emitting the 
laser beam changed to the detection object detection pattern 
to the prediction region where the detection object is pre 
dicted to exist, and hence the indication position indicated 
by the detection object can be accurately acquired even in 
the case where the detection object exists at an arbitrary 
position in the projection Surface, unlike the case where the 
laser beam for detection is emitted only to a part of the 
projection Surface. 
0031. According to the present invention, as hereinabove 
described, the indication position indicated by the detection 
object can be accurately acquired. 
0032. The foregoing and other objects, features, aspects 
and advantages of the present invention will become more 
apparent from the following detailed description of the 
present invention when taken in conjunction with the 
accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0033 FIG. 1 is a schematic view showing the used state 
of a projector according to an embodiment of the present 
invention; 
0034 FIG. 2 is a block diagram showing the structure of 
the projector according to the embodiment of the present 
invention; 
0035 FIG. 3 is a diagram showing scanning lines of the 
projector according to the embodiment of the present inven 
tion; 
0036 FIG. 4 is an enlarged view of detection sections and 
adjustment sections of the projector according to the 
embodiment of the present invention: 
0037 FIG. 5 is a diagram showing a pattern of reflected 
light detected in a detection section of a scanning line L0 of 
the projector according to the embodiment of the present 
invention; 
0038 FIG. 6 is a diagram showing a pattern of reflected 
light detected in a detection section of a scanning line L1 of 
the projector according to the embodiment of the present 
invention; 
0039 FIG. 7 is a diagram showing a pattern of reflected 
light detected in a detection section of a scanning line L2 of 
the projector according to the embodiment of the present 
invention; 
0040 FIG. 8 is a diagram showing a pattern of reflected 
light detected in a detection section of a scanning line L3 of 
the projector according to the embodiment of the present 
invention; 
0041 FIG. 9 is a diagram showing a pattern of reflected 
light detected in a detection section of a scanning line L4 of 
the projector according to the embodiment of the present 
invention; 
0042 FIG. 10 is a diagram showing change rates of a 
modulation pattern in the adjustment sections of the projec 
tor according to the embodiment of the present invention; 
and 

0043 FIG. 11 is a flowchart for illustrating indication 
position acquisition processing performed by the projector 
according to the embodiment of the present invention. 
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DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0044 An embodiment of the present invention is here 
inafter described with reference to the drawings. 
0045. The structure of a projector 1 according to the 
embodiment of the present invention is now described with 
reference to FIGS. 1 to 10. The projector 1 is an example of 
the “electronic device having a projector function” in the 
present invention. 
0046. The projector 1 according to the embodiment of the 
present invention is configured to be used in a state arranged 
on a table 150 or the like, as shown in FIG.1. The projector 
1 is a front projector projecting an image (picture) 150b Such 
as an icon (button) selected by a user on a projection Surface 
150a such as the table 150 from the front side. The projector 
1 is configured to project the image 150b from a side (Z1 
side) on which the user visually confirms the image 150b. 
Furthermore, a detection object 160 such as the finger of the 
user or a pen touches the image 150b projected on the 
projection surface 150a, whereby the projector 1 is operated. 
The projector 1 includes an opening 1b configured to take 
laser beams reflected by the detection object 160 in a 
housing 1a on the lower side (Z2 side). The opening 1b is 
provided in a side surface on the side (X1 side) of the 
housing 1a closer to the projection surface 150a. The 
projector 1 includes an opening 1c configured to emit laser 
beams outward from the housing 1a on the upper side (Z1 
side). The opening 1c is provided in the same side Surface on 
the side of the housing 1a closer to the projection surface 
150a as the opening 1b. 
0047. The projector 1 includes a main CPU 101, an 
operation portion 102, three (blue (B), green (G), and red 
(R)) laser beam sources 103 to 105, two beam splitters 106 
and 107, a lens 108, a laser beam scanning portion 109, a 
display control portion 110, and a pointing detection control 
portion 120, as shown in FIG. 2. The image 150b projected 
on the projection surface 150a is formed by the laser beam 
sources 103 to 105 for image formation. The laser beam 
scanning portion 109 includes a MEMS (Micro Electro 
Mechanical System) mirror 109a. The laser beam scanning 
portion 109 is configured to scan laser beams on the pro 
jection surface 150a (see FIG. 1). The display control 
portion 110 includes a picture processing portion 111, a 
beam source control portion 112, an LD (laser diode) driver 
113, a mirror control portion 114, and a mirror driver 115. 
The projector 1 is configured to output the image 150b on 
the basis of a picture signal input in the picture processing 
portion 111. The pointing detection control portion 120 
includes a light detecting portion 121, a position acquisition 
CPU 122, and a storage portion 123. The position acquisi 
tion CPU 122 is configured to detect the touch position of 
the detection object 160 (that prescribed coordinates have 
been touched) on the basis of laser beams detected by the 
light detecting portion 121. 
0048. The main CPU 101 is configured to control each 
portion of the projector 1. The operation portion 102 is 
provided to accept operations of turning on the projector 1, 
changing the projection angle of the image 150b, changing 
the resolution of the image 150b, etc. The main CPU 101 is 
configured to control the display control portion 110 (beam 
Source control portion 112) with respect to an operation Such 
as emission of the laser beam sources 103 to 105. Further 
more, the main CPU 101 is configured to control the 
pointing detection control portion 120 (position acquisition 
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CPU 122) with respect to an operation such as acquisition of 
the position of the detection object 160. The main CPU 101 
is described later in detail. The main CPU 101 is an example 
of the “control portion” in the present invention. 
0049. The laser beam source 103 is configured to emit a 
blue laser beam to the MEMS mirror 109a through the beam 
splitter 106 and the lens 108. The laser beam sources 104 
and 105 are configured to emit a green laser beam and a red 
laser beam, respectively, to the MEMS mirror 109a through 
the beam splitters 107 and 106 and the lens 108. The laser 
beam sources 103 to 105 are configured to be capable of 
emitting the laser beams corresponding to colors of 0 to 255 
gradations. 
0050. According to this embodiment, the laser beam 
scanning portion 109 is configured to scan (project) laser 
beams having an image formation pattern for forming the 
image 150b on the projection surface 150a. Specifically, the 
laser beam scanning portion 109 (MEMS mirror 109a) is 
configured to scan the laser beams emitted from the laser 
beam sources 103 to 105 and project the image 150b on the 
projection surface 150a. As shown in FIG. 3, the MEMS 
mirror 109a is configured to be driven in two-dimensional 
directions to scan the laser beams in a horizontal direction 
(direction Y) and a vertical direction (direction X). More 
specifically, the laser beam scanning portion 109 is config 
ured to draw the image 150b (project the laser beams 
corresponding to the image 150b) when Scanning the laser 
beams in one direction (direction Y2 or Y1). The MEMS 
mirror 109a is configured to scan the horizontal direction 
(direction Y) at a high speed by resonance driving and to 
scan the vertical direction (direction X) at a low speed by 
DC driving. 
0051. The picture processing portion 111 is configured to 
control the projection of the picture on the basis of the 
picture signal externally input. Specifically, the picture pro 
cessing portion 111 is configured to control the driving of the 
MEMS mirror 109a through the mirror control portion 114 
and control the emission of the laser beams from the laser 
beam sources 103 to 105 through the beam source control 
portion 112 on the basis of the picture signal externally 
input. Furthermore, the picture processing portion 111 is 
configured to correct the distortion of the projected image 
15Ob. 
0052. The beam source control portion 112 is configured 

to control the LD driver 113 on the basis of control per 
formed by the picture processing portion 111 and control the 
emission of the laser beams from the laser beam sources 103 
to 105. Specifically, the beam source control portion 112 is 
configured to control the laser beam sources 103 to 105 to 
emit the laser beams of colors corresponding to pixels of the 
image 150b in synchronization with the Scanning timing of 
the MEMS mirror 109a. 
0053. The mirror control portion 114 is configured to 
control the mirror driver 115 on the basis of the control 
performed by the picture processing portion 111 and control 
the driving of the MEMS mirror 109a. 
0054 According to this embodiment, the light detecting 
portion 121 is configured to detect reflected light of the laser 
beams scanned by the laser beam scanning portion 109, 
reflected by the detection object 160. The light detecting 
portion 121 mainly includes a photodiode. 
0055. The position acquisition CPU 122 is configured to 
acquire the position of the detection object 160 on the basis 
of time information about the time when the light detecting 
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portion 30 has detected the laser beams reflected by the 
detection object 160 and the scan trajectories of the laser 
beams. Specifically, the position acquisition CPU 122 
acquires the position (coordinates) of the detection object 
160 corresponding to the image 150b by specifying on 
which positions (coordinates) the detected laser beams are 
scanned on the basis of an elapsed time up to detection of the 
laser beams from a horizontal synchronizing signal and the 
scan trajectories of the laser beams. In other words, the 
position acquisition CPU 122 calculates the coordinates of 
the detection object 160 on the projection surface 150a on 
the basis of the timing at which the light detecting portion 30 
detects the laser beams reflected by the detection object 160 
and a scan position scanned by the laser beam scanning 
portion 109. 
0056. According to this embodiment, the main CPU 101 
is configured to predict prediction regions 10a to 10d where 
the detection object 160 exists on the basis of detection of 
the detection object 160, change the modulation pattern of 
the laser beams to a detection object detection pattern when 
the laser beams are scanned on the prediction regions 10a to 
10d, and perform control of acquiring the position of the 
detection object 160 and setting the position of the detection 
object 160 to an indication position 25 indicated by the 
detection object 160 (a position indicated by the tip 160a of 
the detection object 160) on the basis of the reflected light 
of the laser beams emitted in the detection object detection 
pattern, as shown in FIG. 4. The prediction regions 10a to 
10d include detection sections 11a to 11d where the modu 
lation pattern of the laser beams is changed to the detection 
object detection pattern and adjustment sections 12a to 12d 
where the modulation pattern of the laser beams is changed 
to an adjustment pattern having a modulation range more 
restricted than the modulation pattern for forming the image 
150b (in an image region). The detection sections 11a to 11d 
are examples of the “pattern change section' in the present 
invention. 

0057 Specifically, the main CPU 101 is configured to 
perform control of predicting the prediction region 10a 
where the detection object 160 exists on the basis of a base 
point 20 (a detection position detected first) where the 
detection object 160 is first detected, as shown in FIG. 4. The 
main CPU 101 is configured to control the modulation 
pattern to emit a laser beam of a single color (white color, 
for example) as the detection object detection pattern to the 
detection sections 11a to 11d. In other words, the main CPU 
101 is configured to control the laser beam sources 103 to 
105 to change the modulation pattern of the laser beams 
emitted from the laser beam sources 103 to 105 to the 
detection object detection pattern of the single color when 
the laser beams are scanned on the prediction region 10a. 
More specifically, the main CPU 101 is configured to 
perform control of changing the modulation pattern of the 
laser beams to the detection object detection pattern in 
which the laser beams having constant gradations (B: 255 
gradation, G: 255 gradation, and R: 255 gradation, for 
example) and constant intensity are emitted in the detection 
sections 11a to 11d. The base point 20 is an example of the 
“detection position' in the present invention. 
0058. The main CPU 101 is configured to detect the 
position of the detection object 160 by detecting the wave 
form (signal strength expressed by a function of time) of the 
reflected light by the light detecting portion 121, as shown 
in FIGS. 5 to 9. Specifically, the main CPU 101 is configured 
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to acquire the peak position of the signal strength of the 
reflected light detected by the light detecting portion 121 as 
the detection position of the detection object 160. In an 
example shown in FIG. 5, for example, the main CPU 101 
is configured to acquire the peak position t (L0. H0) (see 
FIG. 4) of the signal strength of the reflected light as the 
detection position (base point 20) of the detection object 
160. The light detecting portion 121 detects the reflected 
light of the laser beams emitted in the image formation 
pattern for forming the image 150b (corresponding to the 
image 150b). In this case, a component related to the shape 
of the detection object 160 and a component related to the 
image formation pattern are mixed in the reflected light 
reflected by the detection object 160. The reflected light 
reflected by the detection object 160 are based on the image 
formation pattern, and hence it is difficult to clearly detect 
the component related to the shape of the detection object 
160, and the base point 20 different from the original 
indication position 25 indicated by the detection object 160 
is disadvantageously recognized as the indication position 
indicated by the detection object 160. 
0059. In an example shown in FIG. 6, the light detecting 
portion 121 detects the reflected light of the laser beams 
emitted in the image formation pattern, the adjustment 
pattern, and the detection object detection pattern. The main 
CPU 101 is configured to acquire the peak position t (L1, 
H1) (see FIG. 4) of the signal strength of the reflected light 
as the detection position 21 of the detection object 160. In 
this case, a component related to the shape of the detection 
object 160 obtained by reflecting the laser beam (the white 
laser beam having constant intensity, for example) emitted in 
the detection object detection pattern and components 
related to the image formation pattern and the adjustment 
pattern are mixed in the reflected light reflected by the 
detection object 160. In this state, the reflected light of the 
(white) laser beam in the detection object detection pattern 
is detected. 

0060. In examples shown in FIGS. 7 to 9, the light 
detecting portion 121 detects the reflected light of the laser 
beams emitted in the adjustment pattern and the detection 
object detection pattern. The main CPU 101 is configured to 
acquire the peak positions t (L2, H2), t (L3, H3), and t (L4. 
H4) (see FIG. 4) of the signal strength of the reflected light 
as the detection positions 22 to 24 of the detection object 
160, respectively. In this case, the component related to the 
shape of the detection object 160 and the component related 
to the adjustment pattern are mixed in the reflected light 
reflected by the detection object 160. In this state, the 
detection object 160 is detected in positions corresponding 
to substantially central portions of the detection sections 11b 
to 11d to which the laser beams in the detection object 
detection pattern are emitted. The reflected light reflected by 
the detection object 160 is based on the detection object 
detection pattern, and hence the component related to the 
shape of the detection object 160 can be clearly detected. 
0061. The main CPU 101 is configured to set the detec 
tion sections 11a to 11d where the modulation pattern of the 
laser beams is changed to the detection object detection 
pattern in the prediction regions 10a to 10d in scanning lines 
scanned posterior to a prescribed scanning line (scanning 
line L0, for example) on the basis of detection of the 
detection object 160 in the prescribed scanning line in an 
example shown in FIG. 4. Specifically, the main CPU 101 is 
configured to set the detection sections 11a to 11d in the 
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prediction regions 10a to 10d in a prescribed scanning line 
L1 and Subsequent Scanning lines on the basis of the 
detection of the detection object 160 in the prescribed 
scanning line L0. 
0062. The main CPU 101 is configured to set a detection 
section in correspondence to the detection position of the 
detection object 160 in a single scanning line immediately 
prior to a scanning line in which the detection section is set. 
In the example shown in FIG. 4, the main CPU 101 is 
configured to set the detection section 11a of the scanning 
line L1 in correspondence to the detection position (base 
point 20) of the detection object 160 in the scanning line L0 
immediately prior to the Scanning line L1, for example. In 
other words, the main CPU 101 is configured to set the 
detection section 11a of the scanning line L1 to intersect 
with a perpendicular extending downward from the detec 
tion position (base point 20) of the detection object 160 in 
the scanning line L0 to the scanning line L1. More specifi 
cally, the main CPU 101 is configured to set the detection 
section 11a of the scanning line L1 in correspondence to a 
position deviated by one scan period in the high-speed 
scanning direction (direction Y) of the laser beam scanning 
portion 109 from the detection position 20 of the detection 
object 160 in the scanning line L0. The main CPU 101 is 
configured to set the detection sections 11b to 11d of the 
scanning lines L2 to L4 in correspondence to the detection 
positions 22 to 24, respectively through a procedure similar 
to the case where the detection section 11a is set in the 
scanning line L1. 
0063. The main CPU 101 is configured to set the detec 
tion sections in correspondence to the detection positions of 
the detection object in a plurality of scanning lines including 
an immediately prior single scanning line. In the example 
shown in FIG. 4, the main CPU 101 is configured to set the 
detection section 11c of the scanning line L3 in correspon 
dence to the detection position 22 of the Scanning line L2 
immediately prior to the scanning line L3 and the detection 
position 21 of the scanning line L1, for example. More 
specifically, the main CPU 101 is configured to set the 
detection section 11c of the scanning line L3 in a direction 
in which the detection position 22 of the immediately prior 
scanning line L2 is shifted (deviated) along the scanning 
direction (direction Y) of the scanning line from the detec 
tion position 21 of the scanning line L1. 
0064. The main CPU 101 is configured to perform con 
trol of setting the detection sections 11a to 11d in the 
scanning lines L1 to L4 to have the same width W1 in the 
example shown in FIG. 4. Furthermore, the main CPU 101 
is configured to perform control of setting the width W1 of 
the detection sections 11a to 11d to be smaller than the width 
W2 of the prediction regions 10a to 10d of the detection 
object 160 in the scanning direction (direction Y) of the 
scanning lines. In other words, the main CPU 101 is con 
figured to perform control of setting the width W1 of the 
detection sections 11a to 11d not to protrude from the 
prediction regions 10a to 10d of the detection object 160, 
respectively, in the scanning direction of the scanning lines. 
The main CPU 101 is configured to acquire the width W3 of 
the detection object 160 in the scanning direction of the 
scanning lines when scanning the scanning lines. The main 
CPU 101 is configured to perform control of setting the 
width W2 of the prediction regions 10a to 10d to be smaller 
than the width W3 of the detection object 160. In addition, 
the main CPU 101 is configured to set the width W1 of the 
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detection sections 11a to 11d on the basis of information of 
the width W3 of the detection object 160 detected in the 
scanning line L0. 
0065. The main CPU 101 is configured to perform con 
trol of emitting the laser beams having the modulation range 
(adjustment pattern) more restricted than the modulation 
pattern for forming the image 150b to the adjustment 
sections 12a to 12d located on both sides of the detection 
sections 11a to 11d in the scanning direction (direction Y) of 
the scanning lines in the prediction regions 10a to 10d of the 
detection object 160, as shown in FIG. 4. Furthermore, the 
main CPU 101 is configured to set a gradation value actually 
used to be reduced at a constant rate as positions in the 
adjustment sections 12a to 12d approach the detection 
sections 11a to 11d from the image region, respectively. 
Specifically, the main CPU 101 is configured to perform 
control of emitting the laser beams at gradations Smaller 
than gradations (256 gradations, for example) used in the 
image region to the adjustment sections 12a to 12d. The 
main CPU 101 is configured to perform control of emitting 
the laser beams at Smaller gradations to regions of the 
adjustment sections 12a to 12d closer to the detection 
sections 11a to 11d, as shown in FIG. 10. More specifically, 
the modulation range in a prescribed region is derived from 
the relationship (a ratio T2/T1) between a gradation value T1 
(horizontal axis) of image data and a gradation value T2 
(vertical axis) actually used. In the modulation range in the 
prescribed region, the gradation value actually used is more 
restricted as an inclination a expressed by the ratio T2/T1 to 
the axis (horizontal axis) showing the aforementioned gra 
dation value T1 is smaller. The main CPU 101 is configured 
to set the adjustment sections 12a (12b to 12d) having the 
same width on both sides of the detection section 11a (11b 
to 11d). Furthermore, the main CPU 101 is configured to 
change the modulation pattern of the laser beams emitted to 
the adjustment sections 12a to 12d to the adjustment pattern 
during a period until a frame Subsequent to a frame in which 
the detection object 160 is detected is displayed after the 
detection object 160 is detected. The two adjustment sec 
tions 12a (12b to 12d) located on both sides in the scanning 
direction of the scanning line in the prediction region 10a 
(10b to 10d) have the same width. 
0066. The main CPU 101 is configured to change the 
modulation pattern of the laser beams emitted to the detec 
tion sections 11a to 11d to the detection object detection 
pattern during the period until the frame Subsequent to the 
frame in which the detection object 160 is detected is 
displayed after the detection object 160 is detected in the 
example shown in FIG. 4. 
0067. The main CPU 101 is configured to detect the 
detection object 160 in a state where the modulation pattern 
of the laser beams is set to the image formation pattern and 
change the modulation pattern of the laser beams to the 
detection object detection pattern when the laser beams are 
scanned on the prediction regions 10a to 10d on the basis of 
the detection of the detection object 160. In other words, the 
main CPU 101 is configured to perform control of emitting 
the laser beams modulated by the image formation pattern 
until the detection object 160 is first detected (the base point 
20 is detected). 
0068. The main CPU 101 is configured to acquire a 
centerline C (see FIG. 4) passing through a Substantially 
central portion (in the Scanning direction of the scanning 
lines) of a region where the detection object 160 exists on 
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the basis of the reflected light of the laser beams in the 
plurality of Scanning lines, emitted in the detection object 
detection pattern and set the position of the detection object 
160 acquired on the basis of the centerline C to the indica 
tion position 25 indicated by the detection object 160. 
0069. Specifically, the main CPU 101 is configured to 
acquire the centerline C on the basis of the position of the 
detection object 160 detected in the detection sections in the 
example shown in FIG. 4. More specifically, the main CPU 
101 is configured to acquire the centerline C on the basis of 
data of the detection position of the detection object 160 in 
which differences between the detection positions 21 to 24 
of the detection object 160 and the center points P1 to P4 of 
the detection sections 11a to 11d in the Scanning direction of 
the scanning lines are not more than a prescribed value (a 
half of the width W1 of the detection sections 11a to 11d. for 
example). 
(0070. The main CPU 101 is configured to perform con 
trol of acquiring the centerline C passing through the Sub 
stantially central portion of the region where the detection 
object 160 exists on the basis of accumulation of at least a 
prescribed number of (ten, for example) the data of the 
detection position of the detection object 160 in which the 
differences between the detection positions 21 to 24 of the 
detection object 160 and the center points P1 to P4 of the 
detection sections 11a to 11d in the Scanning direction 
(direction Y) of the Scanning lines are not more than the 
prescribed value in the example shown in FIG. 4. More 
specifically, the main CPU 101 is configured to perform 
control of acquiring the centerline C predicted (presumed) to 
correspond to the center of the detection object 160 in a 
short-side direction (direction Y) by statistically processing 
the accumulated data of the detection position of the detec 
tion object 160 in which the differences between the detec 
tion positions 21 to 24 of the detection object 160 and the 
center points P1 to P4 of the detection sections 11a to 11d 
are not more than the prescribed value by a least squares 
method, for example. 
(0071. The main CPU 101 is configured to set an inter 
section between the centerline C and the first scanning line 
L0 in which the detection object 160 is detected to the 
indication position 25 indicated by the detection object 160 
in the example shown in FIG. 4. More specifically, the main 
CPU 101 is configured to set the intersection between the 
centerline C and the scanning line L0 in which the base point 
20 is located to the indication position 25 indicated by the 
detection object 160. 
0072 The storage portion 123 includes a non-volatile 
memory. The storage portion 123 is configured to accumu 
late (store) the data of the detection position of the detection 
object 160 in which the differences between the detection 
positions of the detection object 160 and the center points of 
the detection sections in the scanning direction of the 
scanning lines are not more than the prescribed value and so 
O. 

0073 Indication position acquisition processing in the 
projector 1 according to this embodiment is now described 
with reference to FIG. 11. The processing in the projector 1 
is performed by the main CPU 101. 
(0074 First, the base point 20 of the detection object 160 
is detected at a step S1. Specifically, a position where the 
detection object 160 is first detected is detected as the base 
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point 20 with the reflected light of the laser beams emitted 
in the modulation pattern for forming the image 150b (in the 
image region). 
0075) Next, the main CPU 101 sets the prediction region 
and the detection section at a step S2. Specifically, the main 
CPU 101 sets the prediction region 10a and the detection 
section 11a set in the prediction region 10a on the basis of 
information of the base point 20 when the detection object 
160 is first detected. Furthermore, the main CPU 101 sets the 
prediction regions and the detection sections on the basis of 
the base point 20 of the detection object 160 in the scanning 
line immediately prior to each of the scanning lines L2 to L4 
in which the prediction regions 10b to 10d and the detection 
sections 11b to 11d are set and the detection positions 21 to 
23 when this is the second or subsequent time to detect the 
detection object 160. 
0076. Then, the main CPU 101 determines whether or not 
the detection object 160 has been detected at a step S3. 
When determining that the detection object 160 has been 
detected, the main CPU 101 advances to a step S4. When 
determining that the detection object 160 has not been 
detected, on the other hand, the main CPU 101 advances to 
a step S10. 
0077. Then, the main CPU 101 determines whether or not 
the differences between the detection positions (detection 
positions 21 to 24, for example) of the detection object 160 
and the center points (P1 to P4, for example) of the detection 
sections are not more than the prescribed value at the step 
S4. When determining that the differences between the 
detection positions of the detection object 160 and the center 
points of the detection sections are not more than the 
prescribed value, the main CPU 101 advances to a step S5. 
and the detection positions of the detection object 160 are 
stored (accumulated) in the storage portion 123. When 
determining that the differences between the detection posi 
tions of the detection object 160 and the center points of the 
detection sections are more than the prescribed value, on the 
other hand, the main CPU 101 advances to a step S6. 
0078. Then, information of the prediction regions is 
updated at the step S6. The information of the prediction 
regions is updated Such that the prediction region 10c is 
shifted from the prediction region 10b of the scanning line 
L2 in a direction in which the detection position 21 of the 
scanning line L1 that is two scanning lines before the 
scanning line L3 is shifted (deviated) to the detection 
position 22 of the scanning line L2 immediately prior to the 
scanning line L3 along the Scanning direction of the scan 
ning lines when the prediction region 10c of the scanning 
line L3 is set, for example. 
007.9 Then, the main CPU 101 determines whether or not 
at least the prescribed number of (ten, for example) the data 
of the detection positions of the detection object 160 are 
stored at a step S7. When determining that at least the 
prescribed number of the data of the detection positions of 
the detection object 160 are stored, the main CPU 101 
advances to a step S8. When determining that at least the 
prescribed number of the data of the detection positions of 
the detection object 160 are not stored (when the number of 
the stored data of the detection positions of the detection 
object 160 is less than ten), on the other hand, the main CPU 
101 returns to the step S2. 
0080. Then, the main CPU 101 acquires the centerline C 
of the detection object 160 at the step S8. Specifically, the 
main CPU 101 statistically processes the data of the detec 

May 25, 2017 

tion positions of the detection object 160 stored in the 
storage portion 123 to acquire the centerline C. 
I0081. Then, the main CPU 101 acquires the indication 
position 25 indicated by the detection object 160 at a step S9. 
Specifically, the main CPU 101 acquires the intersection 
between the centerline C and the scanning line L0 in which 
the base point 20 is located as the indication position 25 
indicated by the detection object 160. Thereafter, the indi 
cation position acquisition processing is terminated. 
I0082. At a step S10, the main CPU 101 determines 
whether or not at least a prescribed number of (ten, for 
example) lines have been Scanned. Specifically, when deter 
mining that at least the prescribed number of lines have not 
been scanned, the main CPU 101 returns to the step S2. 
When determining that at least the prescribed number of 
lines have been scanned, on the other hand, the main CPU 
101 advances to a step S11 and determines that the detection 
object 160 has not been detected. Thereafter, the indication 
position acquisition processing is terminated. 
I0083. According to this embodiment, as hereinabove 
described, the projector 1 is provided with the CPU 101 
performing control of predicting the prediction regions 10a 
to 10d where the detection object 160 exists on the basis of 
the detection of the detection object 160, changing the 
modulation pattern of the laser beams to the detection object 
detection pattern when the laser beams are scanned on the 
prediction regions 10a to 10d, acquiring the position of the 
detection object 160 on the basis of the reflected light of the 
laser beams emitted in the detection object detection pattern, 
and setting the position of the detection object 160 to the 
indication position 25 indicated by the detection object 160. 
Thus, the laser beams changed to the detection object 
detection pattern suitable to detect the detection object 160 
are emitted to the prediction regions 10a to 10d where the 
detection object 160 is predicted to exist, and hence the 
component related to the shape of the detection object 160 
can be clearly detected, unlike the case where the position of 
the detection object 160 is acquired on the basis of the 
reflected light in the modulation pattern (image formation 
pattern) changing according to a change in the image 150b. 
Consequently, the indication position 25 indicated by the 
detection object 160 can be accurately acquired. Further 
more, the position of the detection object 160 is acquired and 
set to the indication position 25 indicated by the detection 
object 160 on the basis of the laser beams changed from the 
image formation pattern to the detection object detection 
pattern, and hence no dedicated laser beam source for 
detection different from the laser beam sources for image 
formation may be provided, and hence complication of the 
structure of the projector 1 can be suppressed. In addition, no 
laser beam for detection may be emitted to the image 150b, 
and hence difficulty in visually confirming the image 150b 
resulting from the laser beam for detection can be Sup 
pressed. Moreover, the indication position 25 indicated by 
the detection object 160 can be acquired by emitting the 
laser beams changed to the detection object detection pattern 
to the prediction regions 10a to 10d where the detection 
object 160 is predicted to exist, and hence the indication 
position 25 indicated by the detection object 160 can be 
accurately acquired even in the case where the detection 
object 160 exists at an arbitrary position in the projection 
surface 150a, unlike the case where the laser beam for 
detection is emitted only to a part of the projection Surface 
150. 
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0084. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to detect the 
detection object 160 in the state where the modulation 
pattern of the laser beams is set to the image formation 
pattern and change the modulation pattern of the laser beams 
to the detection object detection pattern when the laser 
beams are scanned on the prediction regions 10a to 10d on 
the basis of the detection of the detection object 160. Thus, 
emission of the laser beams in the detection object detection 
pattern before the detection of the detection object 160 can 
be suppressed, and hence inclusion of noise (pattern) in the 
image 150b projected on the projection surface 150a result 
ing from the emission of the laser beams in the detection 
object detection pattern can be suppressed. 
0085. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to acquire the 
centerline C passing through the Substantially central portion 
of the region where the detection object 160 exists on the 
basis of the reflected light of the laser beams emitted in the 
detection object detection pattern and set the position of the 
detection object 160 acquired on the basis of the centerline 
C to the indication position 25 indicated by the detection 
object 160. Thus, the indication position 25 indicated by the 
detection object 160 can be easily accurately acquired on the 
basis of the centerline C. 
I0086 According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to set the 
intersection between the centerline C and the first scanning 
line L0 in which the detection object 160 is detected to the 
indication position 25 indicated by the detection object 160. 
Thus, the tip 160a of the detection object 160 can be 
acquired as the indication position 25 on the basis of the 
centerline C and the first scanning line L0 in which the 
detection object 160 is detected, and hence the indication 
position 25 indicated by the tip 160a of the detection object 
160 can be accurately acquired. 
0087. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to acquire the 
centerline C on the basis of the reflected light of the laser 
beams emitted in the detection object detection pattern in the 
plurality of scanning lines. Thus, the number of the reflected 
laser beams employed to acquire the centerline C can be 
increased, and hence the centerline C can be accurately 
acquired. 
0088 According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to set the 
detection sections 11a to 11d in which the modulation 
pattern of the laser beams is changed to the detection object 
detection pattern in the prediction regions 10a to 10d in the 
scanning lines Scanned Subsequent to the prescribed scan 
ning line on the basis of the detection of the detection object 
160 in the prescribed scanning line. Thus, the detection 
sections 11a to 11d can be set in the scanning lines Subse 
quent to the prescribed scanning line in a direction in which 
the detection object 160 is predicted to extend after the 
detection object 160 is detected, and hence the indication 
position 25 indicated by the detection object 160 can be 
more accurately acquired. 
0089. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to control the 
modulation pattern to emit the white laser beam to the 
detection sections 11a to 11d. Thus, the position of the 
detection object 160 can be acquired and set to the indication 
position 25 indicated by the detection object 160 on the basis 
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of only the laser beam of the single color remaining 
unchanged in color (having constant gradations), and hence 
the indication position 25 indicated by the detection object 
160 can be more accurately acquired. Furthermore, even in 
the case where the detection sections 11a to 11d are set in a 
state deviated from the detection object 160, a reduction in 
the quality of the image 150b can be suppressed while the 
indication position 25 indicated by the detection object 160 
is accurately acquired when the white laser beam is emitted. 
0090 According to this embodiment, as hereinabove 
described, the projector 1 is provided with the laser beam 
sources 103 to 105 emitting the laser beams of colors 
different from each other to the laser beam scanning portion 
109, and the main CPU 101 is configured to control the laser 
beam sources 103 to 105 to change the modulation pattern 
of the laser beams emitted from the laser beam sources 103 
to 105 to the detection object detection pattern of the single 
color when the laser beams are scanned on the prediction 
regions 10a to 10d. Thus, the indication position 25 indi 
cated by the detection object 160 in the image 150b dis 
played in colors can be accurately acquired. 
0091. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to set the 
detection sections 11a to 11d in correspondence to the 
detection position of the detection object 160 in the single 
scanning line immediately prior to the Scanning line in 
which each of the detection sections 11a to 11d is set. Thus, 
the detection sections 11a to 11d can be easily set by setting 
the prediction regions 10a to 10d in a direction along the 
detection object 160, and hence setting of the detection 
sections 11a to 11d at positions not corresponding to the 
detection object 160 can be easily suppressed. 
0092. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to set the 
detection sections 11a to 11d in correspondence to the 
detection positions of the detection object 160 in the plu 
rality of scanning lines including the immediately prior 
single scanning line. Thus, the setting of the detection 
sections 11a to 11d at the positions not corresponding to the 
detection object 160 can be more easily suppressed. 
0093. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to perform 
control of setting the width of the detection sections 11a to 
11d to be smaller than the width of the prediction regions 
10a to 10d of the detection object 160 in the scanning 
direction of the scanning lines. Thus, protrusion of the laser 
beams emitted in the detection object detection pattern from 
the prediction regions 10a to 10d can be suppressed, and 
hence inclusion of noise in the image 150b projected on the 
projection surface 150a resulting from the protrusion of the 
laser beams in the detection object detection pattern from the 
prediction regions 10a to 10d can be suppressed. 
0094. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to perform 
control of emitting the laser beams having the modulation 
range more restricted than the modulation pattern of the 
image region where the image 150b is formed to the 
adjustment sections 12a to 12d located on both sides of the 
detection sections 11a to 11d in the prediction regions 10a 
to 10d of the detection object 160. Thus, the adjustment 
sections 12a to 12d located on both sides of the detection 
sections 11a to 11d are provided, whereby the laser beams 
in the image formation pattern can be brought close to laser 
beams in the detection object detection pattern in sections 
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between the detection sections 11a to 11d and the image 
region, and hence the image 150b can be visually confirmed 
without a sense of incongruity. 
0095 According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to restrict the 
gradation values of the laser beams emitted to the regions of 
the adjustment sections 12a to 12d closer to the detection 
sections 11a to 11d to be Smaller. Thus, a change in color per 
gradation can be reduced, and hence the adjustment sections 
12a to 12d are provided, whereby the laser beams in the 
image formation pattern can be gradually brought close to 
the laser beams in the detection object detection pattern in 
the sections between the detection sections 11a to 11d and 
the image region. 
0096. According to this embodiment, as hereinabove 
described, the adjustment sections 12a to 12d located on 
both sides of the detection sections 11a to 11d have sub 
stantially the same width in the scanning direction of the 
scanning lines. Thus, the adjustment sections 12a to 12d can 
be arranged on both sides of the detection sections 11a to 
11d in a balanced manner. 

0097. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to change the 
modulation pattern of the laser beams emitted to the detec 
tion sections 11a to 11d to the detection object detection 
pattern during the period until the frame Subsequent to the 
frame in which the detection object 160 is detected is 
displayed after the detection object 160 is detected. Thus, the 
overall detection object 160 in the frame can be easily 
detected with the laser beams changed from the modulation 
pattern to the detection object detection pattern. 
0098. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to acquire the 
centerline C passing through the Substantially central portion 
of the region where the detection object 160 exists on the 
basis of the data of the detection position of the detection 
object 160 in the case where the differences between the 
detection positions of the detection object 160 and the 
positions of the center points P1 to P4 of the detection 
sections 11a to 11d in the scanning direction of the scanning 
lines are not more than the prescribed value. Thus, the 
accuracy of the acquired centerline C can be improved by 
excluding data of the detection position of the detection 
object 160 based on reflected light in the detection object 
detection pattern acquired in the case where the differences 
between the detection positions of the detection object 160 
and the positions of the center points P1 to P4 of the 
detection sections 11a to 11d in the scanning direction of the 
scanning lines are more than the prescribed value (in the 
case where the detection object 160 is in a section (place) 
other than the detection sections 11a to 11d. for example). 
0099. According to this embodiment, as hereinabove 
described, the main CPU 101 is configured to perform 
control of acquiring the width of the detection object 160 in 
the Scanning direction and setting the width of the detection 
sections 11a to 11d to be smaller than the width of the 
detection object 160 in a direction along the scanning 
direction. Thus, protrusion of the laser beams emitted in the 
detection object detection pattern from the detection object 
160 can be suppressed, and hence the reduction in the 
quality of the image 150b resulting from the protrusion of 
the laser beams in the detection object detection pattern from 
the detection object 160 can be suppressed. 
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0100. The embodiment disclosed this time must be con 
sidered as illustrative in all points and not restrictive. The 
range of the present invention is shown not by the above 
description of the embodiment but by the scope of claims for 
patent, and all modifications within the meaning and range 
equivalent to the scope of claims for patent are further 
included. 

0101 For example, while the present invention is applied 
to the projector in the aforementioned embodiment, the 
present invention is not restricted to this. The present 
invention may alternatively be applied to an electronic 
device having a projector function other than the projector, 
Such as a Smartphone, for example. 
0102) While the prediction region is set with respect to 
the single Scanning line (the Scanning line L1, for example) 
immediately Subsequent to the prescribed scanning line (the 
scanning line L0, for example) on the basis of the detection 
position of the detection object in the prescribed scanning 
line in the aforementioned embodiment, the present inven 
tion is not restricted to this. According to the present 
invention, the prediction regions may alternatively be set 
with respect to the plurality of Scanning lines immediately 
Subsequent to the prescribed scanning line on the basis of the 
detection position of the detection object in the prescribed 
Scanning line. 
0103) While the centerline C passing through the sub 
stantially central portion of the region where the detection 
object exists is acquire (calculated), and the indication 
position indicated by the detection object is acquired on the 
basis of the acquired centerline C in the aforementioned 
embodiment, the present invention is not restricted to this. 
According to the present invention, the indication position 
indicated by the detection object may alternatively be 
acquired without acquiring the centerline. 
0104. While the white laser beam as the laser beam of a 
single color according to the present invention is emitted to 
the detection sections (pattern change section) in the afore 
mentioned embodiment, the present invention is not 
restricted to this. According to the present invention, a red 
laser beam other than the white laser beam, for example, 
may alternatively be emitted to the pattern change section so 
far as the same is a laser beam of a single color. 
0105. While the width of the detection sections (pattern 
change section) is constant in the Scanning direction of the 
scanning lines in the aforementioned embodiment, the pres 
ent invention is not restricted to this. According to the 
present invention, the width of the pattern change section 
may alternatively be gradually increased in the scanning 
direction of the Scanning lines. Thus, the detection object 
can be easily detected in the pattern change section. The 
pattern change section is preferably set within the range of 
the detection object. 
0106 While the adjustment sections are set on both sides 
of the detection sections (pattern change section) in the 
aforementioned embodiment, the present invention is not 
restricted to this. According to the present invention, the 
adjustment sections may not be set on both sides of the 
pattern change section. 
0107 While the adjustment sections having the same 
width are set on both sides of the detection sections (pattern 
change section) in the aforementioned embodiment, the 
present invention is not restricted to this. According to the 
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present invention, adjustment sections having widths differ 
ent from each other may alternatively be set on both sides of 
the pattern change section. 
0108. While the detection sections (pattern change sec 
tion) are set on the basis of the detection of the detection 
object in the aforementioned embodiment, the present 
invention is not restricted to this. According to the present 
invention, the pattern change section may alternatively be 
set on the basis of the detection of the detection object and 
the acquired information of the detection object in a prior 
frame. Thus, the pattern change section can be set at a proper 
position on the basis of the detection of the detection object 
and the acquired information of the detection object in the 
prior frame. 
0109 While the processing operations of the control 
portion are described, using the flowcharts described in an 
event-driven manner at the start and described in a flow 
driven manner after the start for the convenience of illus 
tration in the aforementioned embodiment, the present 
invention is not restricted to this. The processing operations 
of the control portion may alternatively be performed in a 
complete event-driven manner, in a complete flow-driven 
manner, or in a parallel processing manner. 
What is claimed is: 
1. A projector comprising: 
a laser beam scanning portion scanning a laser beam 

having a first characteristic that forms an image on a 
projection Surface; 

a light detecting portion receiving reflected light of the 
laser beam scanned by the laser beam Scanning portion, 
reflected by a detection object; and 

a control portion performing control of predicting a region 
where the detection object exists on the basis of detec 
tion of the detection object, the control portion chang 
ing the laser beam having the first characteristic to a 
laser beam having a second characteristic with a single 
color by changing a modulation pattern of a laser beam 
when the laser beam is scanned on the region, acquiring 
a position of the detection object on the basis of the 
reflected light of the laser beam emitted with the second 
characteristic, and setting the position of the detection 
object to an indication position indicated by the detec 
tion object. 

2. The projector according to claim 1, wherein 
the control portion detects the detection object in a state 
where a characteristic of the laser beam is set to the first 
characteristic and changes the characteristic of the laser 
beam to the second characteristic when the laser beam 
is scanned on the region on the basis of the detection of 
the detection object. 

3. The projector according to claim 1, wherein 
the control portion acquires a centerline passing through 

a substantially central portion of the region where the 
detection object exists on the basis of the reflected light 
of the laser beam emitted with the second characteristic 
and sets the position of the detection object acquired on 
the basis of the centerline to the indication position 
indicated by the detection object. 

4. The projector according to claim 3, wherein 
the control portion sets an intersection between the cen 

terline and a first scanning line in which the detection 
object is detected to the indication position indicated by 
the detection object. 
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5. The projector according to claim 3, wherein 
the control portion acquires the centerline on the basis of 

the reflected light of the laser beam emitted with the 
second characteristic in each of a plurality of scanning 
lines. 

6. The projector according to claim 1, wherein 
the control portion sets a characteristic change section in 

which a characteristic of the laser beam is changed to 
the second characteristic in the region in a scanning line 
Scanned Subsequent to a prescribed scanning line on the 
basis of the detection of the detection object in the 
prescribed scanning line. 

7. The projector according to claim 1, wherein 
the control portion controls a characteristic to emit the 

laser beam of a white or red color as the second 
characteristic. 

8. The projector according to claim 1, further comprising 
red, green, and blue laser beam sources emitting laser beams 
of colors different from each other to the laser beam scan 
ning portion, wherein 

the control portion controls the red, green, and blue laser 
beam sources to change characteristics of the laser 
beams emitted from the red, green, and blue laser beam 
Sources to the second characteristic of the single color 
when the laser beams are scanned on the region. 

9. The projector according to claim 6, wherein 
the control portion sets the characteristic change section 

in correspondence to a detection position of the detec 
tion object in at least a single scanning line immedi 
ately prior to a scanning line in which the characteristic 
change section is set. 

10. The projector according to claim 9, wherein 
the control portion sets the characteristic change section 

in correspondence to detection positions of the detec 
tion object in a plurality of Scanning lines including an 
immediately prior single scanning line. 

11. The projector according to claim 6, wherein 
the control portion performs control of setting a width of 

the characteristic change section to be smaller than a 
width of the region of the detection object in a scanning 
direction of the scanning line. 

12. The projector according to claim 11, wherein 
the characteristic change section includes a detection 

section in which the characteristic of the laser beam is 
changed to the second characteristic, and 

the control portion performs control of emitting the laser 
beam having a modulation range more restricted than a 
characteristic of an image region where the image is 
formed to adjustment sections located on both sides of 
the detection section in the region of the detection 
object. 

13. The projector according to claim 12, wherein 
the control portion restricts a gradation value of the laser 
beam emitted to regions of the adjustment sections 
closer to the detection section to be smaller. 

14. The projector according to claim 12, wherein 
the adjustment sections located on both sides of the 

detection section have widths substantially equal to 
each other in the scanning direction of the scanning 
line. 

15. The projector according to claim 6, wherein 
the control portion changes the characteristic of the laser 
beam emitted to the characteristic change section to the 
second characteristic during a period until a frame 



US 2017/O 147152 A1 

Subsequent to a frame in which the detection object is 
detected is displayed after the detection object is 
detected. 

16. The projector according to claim 6, wherein 
the control portion sets the characteristic change section 
on the basis of acquired information of the detection 
object in a frame prior to a frame in which the detection 
object is detected when the indication position indi 
cated by the detection object is acquired in the frame 
prior to the frame in which the detection object is 
detected. 

17. The projector according to claim 3, wherein 
the control portion acquires the centerline passing through 

the substantially central portion of the region where the 
detection object exists on the basis of data of a detec 
tion position of the detection object in a case where a 
difference between the detection position of the detec 
tion object and a position of a center point of a 
detection section in a scanning direction of a scanning 
line is not more than a prescribed value. 
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18. The projector according to claim 17, wherein 
the control portion acquires the centerline on the basis of 

accumulation of at least a prescribed number of the data 
of the detection position of the detection object in 
which the difference between the detection position of 
the detection object and the position of the center point 
of the detection section in the Scanning direction of the 
Scanning line is not more than the prescribed value. 

19. The projector according to claim 6, wherein 
the control portion performs control of acquiring a width 

of the detection object in a scanning direction and 
setting a width of the characteristic change section to be 
smaller than a width of the detection object in a 
direction along the scanning direction. 

20. The projector according to claim 19, wherein 
the control portion performs control of setting widths of 

characteristic change sections in a plurality of scanning 
lines to be substantially equal to each other in the 
Scanning direction of the scanning lines or setting the 
widths of the characteristic change sections in the 
Scanning lines more Subsequently scanned to be larger 
in the Scanning direction of the scanning lines. 
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