METHOD AND SYSTEM FOR USING DEVICE STATES AND USER PREFERENCES TO CREATE USER-FRIENDLY ENVIRONMENTS

A user device containing sensors is delivered customized services without utilizing private user data or while only using it in highly constrained ways. This is accomplished by sending one or more queries to the user device. Each query requests a binary response and each query inquires whether or not the user device has obtained one or more specified parameter values, or range of parameter values, from one or more sensors incorporated in or in communication with the user device. For each query a binary response is received, which indicates that the user device has or has not obtained the one or more specified parameter values, or the range of parameter values, about which the respective query is inquiring.
METHOD AND SYSTEM FOR USING DEVICE STATES AND USER PREFERENCES TO CREATE USER-FRIENDLY ENVIRONMENTS

CROSS-REFERENCE TO RELATED APPLICATION
[0001] This application claims priority to U.S. Provisional Application No. 62/222,472, filed September 23, 2015 entitled "METHOD AND SYSTEM FOR MODIFYING USER BEHAVIOR THROUGH MARKETING STRATEGIES USING MOBILE INTERACTIONS", the contents of which is incorporated by herein by reference.

BACKGROUND
[0002] User devices contain many kinds of internal sensors. Additionally, user devices exist in proximity to other smart devices and sensors that sense various parameters and properties of user devices and the environment. As a result, more and more user data may be gathered by network service providers to customize delivered services.

SUMMARY
[0003] In accordance with one aspect of the subject matter disclosed herein, a method is presented for delivering at least one service to a user device over one or more communications network. In accordance with the method, one or more queries is sent to a user device. Each query requests a binary response and each query inquires whether or not the user device has obtained one or more specified parameter values, or range of parameter values, from one or more sensors incorporated in or in communication with the user device. For each query a binary response is received, which indicates that the user device has or has not obtained the one or more specified parameter values, or the range of parameter values, about which the respective query is inquiring. One or more user device states are defined based on the queries and the binary responses thereto. Each of the user device states is a function of the one or more of the specified parameter values, or the range of parameter values, that the user device has indicated as being obtained from the
one or more sensors. A service is selected to be delivered to a designated user device over the one or more communication networks based at least in part on the one or more user device states that have been defined. The selected service is delivered to the designated user device.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0004] FIG. 1 shows the layout of a user device.

[0005] FIG. 2 shows the general system of the invention.

[0006] FIG. 3A shows an example of a histogram.

[0007] FIG. 3B shows an alternative way of representing a histogram.

[0008] FIG. 4 is a flowchart showing one example of the present invention.

[0009] FIG. 5 describes a simple journey.

[0010] FIG. 6 shows an example analysis of simple journeys.

[0011] FIG. 7 describes the general problem of complex journeys.

[0012] FIG. 8 shows an example of clustering.

[0013] FIG. 9 shows a different clustering technique.

[0014] FIG. 10 shows a decomposition of a complex journey into one with lesser number of moments.

[0015] FIG. 11 shows an illustrative computing environment.

**DETAILED DESCRIPTION**

[0016] The following detailed descriptions are made with respect to the various figures included in the application and may refer to specific examples in said drawings; however, it is to be noted that such specific cases do not limit the generality of the various aspects of the invention. The elements of the present invention are detailed by the claims, embodiments and the figures contained herein.
[0017] It is commonplace for user devices, e.g., mobile/smart phones, to receive services from network service providers. However, many users often find such messages annoying and intrusive, bar some fortuitous "moments" when such messages prove useful or entertaining. Users are also increasingly concerned that network service providers get access to and use personal data of users to customize such services.

[0018] Technological improvements of the present invention are concerned with providing services to users without using their personal data (or using their personal data in a highly constrained manner), thus preserving privacy of users. Even when user data is used, it is done so in a constrained manner so as to dissuade assembling various user data items into a larger user profile. The network services envisioned in the present invention rely instead on data sensed by user devices or by smart devices and the sensed data is used in highly constrained ways. The services that are provided to the user may comprise services delivered to his user device or to one or more "nearby" smart devices, where the term "nearby" is explained later. (In one embodiment, for example, the term "nearby" may be taken to imply the immediate geographical vicinity of the user. In another embodiment, devices "A" and "B" may be considered to be "near" if they record the same user action, or have related orientations, etc.)

[0019] A user device is a device containing a processor, one or more sensors, and supports one or more network connections (wireless or wired). Network services are provided to user devices by one or more servers in connection with the one or more user devices. Examples of user devices are mobile phones, smart phones, tablets, smart glasses and watches, Virtual/Augmented Reality (VR/AR) devices, etc.

[0020] Most user devices contain various kinds of sensors that may measure various properties or parameters, e.g., location, altitude, acceleration, motion, proximity, heat, temperature, audio, light, etc.

[0021] User devices may also be surrounded by various kinds of smart devices that may measure various environmental properties or parameters, e.g., indoor GPS location sensing devices and geo-fences, location-deriving devices such as beacons and Bluetooth Low Energy (BLE) devices, etc. Many modern mobile phones contain GPS sensors today.
Indoor GPS systems have been proposed in prior art in those cases where conventional
GPS may lose accuracy. RFID (Radio Frequency Identifier) devices are further examples
that allow more accurate location deriving than conventional GPS systems. Proximity to
certain items indicated by planogram data or by RFID labels further improves accuracy of
location derivation. (Planograms are datasets describing the placement of items in retail or
other such stores.) VR/AR devices sense topological and orientation of devices, etc.

[0022] Conventionally, sensors contained within user devices (or sensor/smart devices in
range of one or more user devices) may provide data to specialized software logic in the
user device that may aggregate such data and provide it to various application programs
(app). The (aggregated) data may also be transmitted to one or more network servers where
it may be stored and analyzed, or provided to other servers via an Application Programming
Interface (API).

[0023] A key point to note is that when data is received from an internal or external
sensor/smart device, one or more apps may be "triggered" and, hence, may become capable
of receiving services from the network. (The apps are assumed to be capable of establishing
connections to named servers via fixed/wireless networks; hence, apps residing on the user
device may be said to be in connection with the servers.)

[0024] Stated in a different way, user devices may be taken to exist in a multi-dimensional
space characterized by various parameters such as location, temperature, altitude,
acceleration, etc. A point in such a space may be represented as a n-tuple of values (i.e., a
vector), e.g., [L, T, S, …] where "L" may represent location, "T" the temperature, and "S"
the service being rendered to the user device at this point, etc.

[0025] Given two points in such n-dimensional space, we may calculate the "distance"
between them as explained in prior art. For example, if we restrict ourselves to two spatial
dimensions (such as Euclidean space) then the distance metric is the familiar Euclidean
distance between two planar points.

[0026] Terminological Note: The data generated by sensor and smart devices, when
viewed in terms of a n-dimensional space, corresponds to points in that space. The term
"nearby" used above may now be explained as follows. Given the n-dimensional distance between two points, we say that the two points are "nearby" if the distance between them is less than some pre-determined value. Thus, relationships between device data may be represented as distance metrics in the n-dimensional space.

Illustrative Embodiment

[0027] We consider user devices situated in an n-dimensional space characterized by (internal or external) sensors and smart devices. FIG. 1 shows a user device 100 that contains various internal sensor devices 98 and specialized software logic 105 that may receive commands on interface 102 and 104. Commands received on interface 102 are called probes. Commands received on interface 104 are user commands. Logic 105 may use interface 103 to output binary (true/false) responses; it may also respond to user commands using interface 104. The user device may also receive data from external sensor devices or smart devices 97 on interface 101.

[0028] Conventionally, user devices such as the device depicted in FIG. 1 generate (sensor and user application) data that is analyzed by applications on the user device and/or by servers connected to the user devices.

[0029] In the present invention, the user device stores data from internal and external sensors or from user commands and actions on the device itself. It may then respond to specific commands called probes as explained below.

[0030] Consider a server connected to such a user device. The server may issue a probe to the user device asking for data related to its location, ambient temperature, or device orientation, etc. The user device may then respond to such probes by issuing binary responses comprising true/false (yes/no) answers. Specialized software logic in the server may be used to decide what a probe needs to interrogate and the way the corresponding response is to be analyzed. We present examples of such considerations later.

[0031] Such a system of probes issued by server(s) and responses to probes generated by user devices enables the methods of the present invention to determine what services are to be delivered to a user device, at what "moments", etc. That is, a service delivery schedule
may be constructed whose components specify, *inter alia*, what service is to be provided, when, using what device, what nearby devices, etc. That is, servers issue probes based on specialized software logic and use the resulting responses to build models, e.g., rules, that may then dictate the delivery and customization of services.

[0032] Since the responses and the data are in the control of users (via their user devices), it is seen that the users get to exercise control over what data is shared and may, further, limit the amount of data that is shared (as explained below).

[0033] FIG. 2 shows an exemplary system for an embodiment of the present invention.

[0034] A user device 100 is surrounded by external sensor/smart devices 200 that are in communication with the user device 100 via link 113. The user device 100 itself may have internal sensors (not shown but discussed in FIG. 1 above). User device 100 is connected to one or more servers 105, typically referred to as a cloud server system, a server complex, etc.

[0035] RMS 106 (Response Management System) is a collection of one or more server(s) containing specialized logic. One of the functions performed by RMS is to generate probes to user devices and collect the responses. Another function is to store the received responses in storage systems 107, 108 and 109. We show multiple storage systems to possibly distinguish between storage systems using different technologies such as data retrieval speeds and capacities. Alternatively, a single storage system may also be used.

[0036] Once the response data has been stored, one or more servers called the Retrieval Engine (RE) 110 accesses the stored data at the command of another collection of servers called the Analysis Engine (AE) 111. A purpose of AE 111 is to analyze the response data retrieved by RE 110 and to construct models such as rules controlling the delivery of services to user devices. The output of the AE 111 is a delivery schedule comprising the mode of delivery (which device), when to deliver, what to deliver, etc. AE 111 is thus in a unique position to decide what probes should be sent out to user devices so that appropriate models may be constructed. AE 111 instructs RMS 106 regarding the probes to be issued to user devices via connection 115 (cf. FIG. 2).
[0037] Once AE 111 has generated a delivery schedule for one or more services, it passes the delivery schedule to the Delivery Engine DE 112 whose function is to execute the delivery schedule. In particular, DE 112 may deliver to one or more devices such as device 100. Additional user devices may also be selected for receiving services. In one embodiment, geographically "nearby" devices such as 101 may be selected to receive services.

[0038] A user device receives sensed data from its internal sensors or from external sensors that are in connection with the device. The data received is processed to produce tables of data such as histograms, control charts, check sheets, Pareto charts, Scatter diagrams, Stratification diagrams, or control charts, etc. A histogram is a graphical representation of data produced by first "binning" the data into groups (bins) and then counting the number of values (frequency, occurrence) in each bin.

[0039] FIG. 3A shows a frequency histogram of sensor data (which in this example is device location data) for categories (bins) denoted "1st St", "2nd St", "3rd St", and "4th St". Methods to organize data into such tables are well known in prior art. FIG. 3B shows an alternative method of representing the data of FIG. 3A. In this case a tabular structure is shown. Note that the frequency data has been grouped into "bins" [1st St], [2nd St], etc.

[0040] It is the responsibility of the service logic of AE 111 to decide how the data collected by the Aggregator 105 (FIG. 1) is to be binned and what categories are to be used. For example, if AE 111 is interested in building models related to locations of user devices in Manhattan, New York City, it may use the grid of streets and avenues to specify the bins, e.g., 34th St and 5th Ave, 7 Ave and 48th St, etc. If the logic of AE 111 was interested in building models of a user's body temperature, it may specify the bins as 98°F, 99°F, 100°F, etc.

[0041] Once the Aggregator 105 (cf. FIG. 1) has organized the data, a user of the user device is offered the opportunity to "mark" the data. The user may designate one or more "bins" as marked. In FIG. 3B, the marked bins are shown with an asterisk. The marked bins are meant to be bins that may be used in answering probes from RMS 106 (cf. FIG. 2).
As explained above, it is a function of AE 111 (cf. FIG. 2) to decide what probes it needs to be responded to so that it may build one or more models. The probes sent out by RMS 106 are dictated by the logic of AE 111.

Software logic 105 (cf. FIG. 1) within user device 100 may receive probes on interface 102 and may respond with a binary (true/false) response. The probes relate to the "bins" of the tables discussed above. Thus, for example, with reference to FIGs. 3A and 3B, a probe may specify "[3\textsuperscript{rd} St. [6-10]]" to which the response may be "true", whereas the probe "[3\textsuperscript{rd} St. [16-20]]" may get the response "false". A probe on an unmarked bin gets an "error" response, e.g., any probes for bins [2\textsuperscript{nd} St] and [4\textsuperscript{th} St] get error responses. Note, that an entity that generates probes and aggregates the responses may not be able to re-create the table of data unless 1) all the bins are unmarked (a probe can access any bin), and 2) the entity is allowed an unlimited number of probes.

A user may not mark any bins in which case a probing entity will only get error responses to all its probes. In this manner a user may safeguard his privacy completely or selectively reveal certain aspects of his data. It is to be noted that the afore-mentioned scheme is only one method of safeguarding user data and many other schemes may be defined.

RMS logic (106, cf. FIG. 3) may probe user device 100 and organize the received responses accordingly.

RMS logic may define a state of a device as a function of one or more response categories (bins). Thus, if the RMS logic receives responses (to probes) related to Location and Temperature bins, it may be convenient to show the state of the user device as (Location, Temperature) where "Location" and "Temperature" respectively denote specific bins for which the responses were "true". For example, assume the probes "[2\textsuperscript{nd} St]" and "[98°F]" get the responses "true" and "true" respectively, from a user device. Then the user device may be assumed to be in state, [2\textsuperscript{nd} St, 98°F]. For the sake of brevity, we will describe the state of a user device using the latter form, keeping in mind the proviso that a state is always derived from response data that, in turn, relates to bins/categories into which the data has been organized.
A succession of probes may be sent to a user device in which the query included in a given probe depends on responses received from the user device to previous probes. In this way, for instance, the RMS logic can obtain more precise knowledge as to which state(s) the user device is in and/or has been in.

RMS logic may define, by way of example, a special state, called the dormant state, that satisfies the following conditions.

- If response data indicates that the location of the device has not changed by more than e.g., 50 feet for 5 minutes, and
- If the device has not received any network service for more than a specified period of time, e.g., 5 minutes, then
- The device state is said to be "dormant" and denoted as "|dormant>".

Other sets of conditions may be used to define different notions of dormant states. A journey is a sequence of states of a device demarcated by two "dormant" states. A journey may be denoted as

\[dormant>, s1>, s2>, s3>, ..., dormant>\]

where s1, s2, etc., are states distinct from the dormant state.

A state of a device may be a function of more than one response data. For example,

\[s = (A1, L1, B1, T1, S1)>\]

may describe a state of a device as a function of the following response data.

- A1 is a user action (e.g., user clicked an icon or launched an app) or a user input received by the user device, at time T1 when service SI was delivered to the device at location LI determined by location-deriving sensor, while the device was in range of beacon device Bl. Note that Al, LI, Bl, T1 and SI denote response data from bins or categories.

In summary, RMS (106, cf. FIG. 2) may probe sensor data and then assemble the received responses into states of a user device. A journey of a user device is a sequence of states.
bookended by the dormant state. States are then assembled into one or more journeys. AE
111 may analyze the journeys (as explained later) to determine delivery schedules. The
services may be delivered to the user device 100 using the Delivery Engine 112, or other
device 101 on behalf of device 100.

[0051] We are now in a position to describe the overall general method of the present
invention (FIG. 4).

[0052] In step 1, in an initialization phase, a user device receives sensor data and organizes
it into data structures (tables) as discussed above. Users may be invited to mark the
organized data. Next, probes may be received by the user device with respect to the
organized data and binary (true/false) responses may be generated.

[0053] In step 2, the responses are received by a Response Management System (RMS).
The responses received by the RMS comprises true/false values for various categories/bins
into which the data has been organized by the user device.

[0054] In step 3, the responses are analyzed and transformed into one or more states of a
user device. A determination is then made if the states of the user device comprise a simple
or a complex “journey” (explained later) in step 4.

[0055] In step 5, a service delivery schedule is constructed for one or more user devices.

[0056] In step 6, one or more services are delivered in accordance with the constructed
schedule.

[0057] We now discuss specific kinds of journeys as analyzed by AE 111 (cf. FIG. 2). That
is, we discuss the different kinds of models constructed by AE 111 from journey data. As
noted above, probes are issued by RMS 106 on the request of AE 111 to user devices
resulting in responses to probes. These responses are stored in Storage Systems 107, 108
and 109 from where they are retrieved by RE 110 at the request of AE 111 that then
proceeds with its analysis.

[0058] FIG. 5 shows a journey in which the user device does 6 state changes, "A" through
"F", between the two dormant states. The data in FIG. 5 may be described as follows. The
user device transitions from an initial dormant state to state "A", from state "A" to state "B", etc.

[0059] Note that in this journey, there exist 6 possible states at which one or more services may be delivered to the user device, corresponding to the six states "A" through "F". A "moment" is a state of a user device in which services may be delivered to the user device.

[0060] As explained above, the data stored in Storage Systems 107, 108 and 109 (cf. FIG. 2) corresponds to points in a n-dimensional space comprising internal sensors of user devices and external sensor/smart devices. AE 111 may calculate several models of the space based entirely on sensed data. Examples of such models are as follows.

i. Model the importance of a location by calculating the number of user devices that have been delivered services at that location. [To compute, the AE 111 looks for all states that match the given location parameter.]

ii. How many user devices were delivered services within the last hour? [To compute AE 111 matches all states based on the time parameter.]

iii. What location-deriving sensor/smart device generated the most moments? In total? Over a certain time period? [To compute AE 111 counts all states for each user device in the journey, viz., G1, B1, B2, B3, B4 and G2 for the total time interval and finds the user device with the largest count value. For the second part of the query, the system repeats the latter computation for the given time interval. Note that geo-fences G1 and G2 may be thought of as being similar to GPS data sensors.

[0061] AE 111 may, in fact, construct sophisticated models or rules. For example, a rule may be constructed that users who have received more than one service in the past hour at locations L1 and L2 must not be delivered another service when they are near a third location indicated by the beacon device B1.

If 1) a user device has received service "S1" at location "L1", and service "S2" at location "L2" in the past one hour, and 2) if said user
device comes into proximity of beacon device "Bl" in a future state, then do not deliver service "S3" to it.

[0062] As another example, consider a user playing a VR/AR game on his user device. A server analyzes the user's previous game states and constructs a delivery schedule that sends instructions to the user in particular game situations that are detected as a function of the user action, device orientation, and object being displayed on the display of the user device (e.g., a particular monster). Thus, the rule could be represented as follows.

If 1) user device is in orientation "abc", and 2) user device is displaying object "xyz", and 3) user executes action "123", then deliver "content" to the device.

[0063] As noted, the exemplary journey of FIG. 5 presents six moments for the system to deliver services to a user device. In order to distinguish between "good" and "bad" moments (non-dormant states) we proceed as follows.

[0064] In some cases, when a service is delivered to a user device, it may elicit some actions from the user. Examples of such actions may be that the user clicks on the elements of delivered content, makes a purchase decision, launches an app, etc. These actions may cause the state of the device to change since user actions are generally detectable via the installed apps or sensors. Logic in AE 111 (cf. FIG. 2) may use the heuristic rule that good outcomes are those that cause a device to change its state. A "bad" outcome then would be that the user does not do anything, e.g., does not open the message sent to him, deletes the message without reading it, does not shake the device in annoyance, etc. That is, bad outcomes are those that do not cause state changes.

[0065] We emphasize that the above rule is an example of a heuristic and is not always true.

[0066] Software logic AE 111 (cf. FIG. 3) may use the notion of good/bad outcomes to construct rules/models that predict what a user may do next or in response to some delivered service. This is well discussed in prior art, e.g., machine learning techniques may be used to build such models.
In some situations, for example when the user has marked data elements to guard his privacy, building such models may be quite difficult or impossible. We now present a simple model that may be used when other model building attempts prove less beneficial.

Let the total number of services delivered to a user device over all moments in a journey be "N" and the number of those services with which the user interacts in some manner that indicates the user is responding positively to the service at moment si be "n". For instance, the detection of a user opening or clicking on a delivered service may indicate that the user is responding positively to the service. The ratio "n/N(sl)" will be called the magic ratio of state, "si".

Note, if a state (moment) si has the magic ratio .45 and moment s2 has the magic ratio .32 then si is a "better" opportunity than s2. The simple idea behind the magic ratio concept is that delivered services at moment si got more responses compared to moment s2. The magic ratio is one example of a metric; it is possible to formulate many other such metrics.

A moment that has the largest magic ratio in a journey will be referred to as a magic moment. Note that the best ratio any moment can achieve is 1. It may be said that moments strive for the perfection by inching closer to unity.

As an example, prior art has proposed that offers made to a retail customer when said customer is in close geographical proximity to an item could be, or will be, quite effective. If a customer is standing next to where shirts are being displayed by a retailer and said customer receives a rebate offer on shirts, is he likely to click on such an offer?

Such a heuristic may indeed be quite effective. However, there is no empirical data to prove or disprove such a conjecture. The methods provided in this invention may be used to gather data on the effectiveness of such heuristics. That is, we may gather data on the effectiveness of "proximity-based" moments. We may then discover, for example, that magic moments are strongly correlated with proximity-based opportunities. Or we may determine otherwise.
Thus, our methods may be used to test models and ascertain their efficacy under a variety of situations (by taking collections of user devices and analyzing their states).

**Method to Determine Magic Moments of a Journey.**

i. In an initialization step, we use test data to assign magic ratios to all moments in a journey.

ii. We skip the first few moments, say the first "k" moments, that occur. We remember the "best" magic ratio of the skipped opportunities. Call it "RI".

iii. For the next moment, compare its magic ratio, say "X", to the remembered value "RI". If "RI" is larger than "X" skip this moment and wait for next opportunity. If "RI" is smaller than "X" then mark the current moment as a magic moment.

iv. If we reach the end of the journey without marking any moment, mark the last moment as a magic moment.

We illustrate the above procedure by recourse to FIG. 6 where we consider journeys in which exactly 3 moments occur, i.e., journeys of length 3. We call these moments "A", "B", and "C".

We will also assume that we will skip the first moment, i.e., parameter k=1. Table 401 shows the initial magic ratios established when the system is initialized.

Now consider the journey (A, B, C). This journey is shown in FIG. 6 as 402. In 402 we show that "A" is skipped (shown as crossed out). With reference to the values shown in table 401, we compare the ratio of "A" with the ratio of the next moment in the journey, "B", and since the former's ratio is less than the ratio of the latter, we designate "B" as the magic moment (shown as underlined).

Now we assume that the moment "B" results in the user taking some action; thus, we add 1 to the denominator and to the numerator of "B" giving the table of ratios shown in Table 403.
Now Table 403 shows the magic ratios when a second journey starts, let it be (B, C, A). Proceeding as above, the first moment, "B", will be skipped (k=1) and the next moment "C" will be designated as the magic moment. This is shown in 404. The updated table of ratios is shown in 405, FIG. 6.

For the next mobile device if the journey 406 (cf. FIG. 6) is (A, C, B) the moment "C" is the magic moment, and so on, for other permutations of the corresponding journey.

Thus, the process starts with Table 401 showing the magic ratios and ends with the final ratios as shown in Table 413. FIG. 6 shows only 6 journeys because all subsequent journeys will be one of the permutations shown in FIG. 6.

The parameter "k", i.e., the number of initial states that may be skipped, may be determined by recourse to training runs as discussed above using historical data or by using statistical sampling techniques.

In the preceding exposition we considered journeys that had a fixed number of moments. In many situations, we do not expect to know the exact number of moments in a journey. The best we can hope for is to provide a probabilistic estimate of the number of moments in a journey.

For example, consider FIG. 7 in which a shopping mall has 9 entrances and exits labeled E1 through E9. Assume that the geographical space of the mall contains many sensors and smart devices. User devices may have many possible journeys in the space of the mall. Assume the dots shown in FIG. 7 represent moments that have occurred in the past (over some time period, say one day) for a user device. That is, FIG. 7 is a record of all the moments that happened in the mall over some past time period for a given user device.

The arrows labeled "A" show one possible journey of the user device. The length of this journey is 6. The arrows labeled "B" show a journey of length 7 for the user device. Finally, the arrows labeled "C" show a journey that is 14 moments long. If we now consider many user devices, we will get many journeys of type "A", "B", etc.
We now consider the problem of finding the magic moments for journeys in such situations. The idea is to create zones of an area such as a shopping mall based on various criteria and then coalescing the journeys within a zone to a smaller number of journeys.

For example, FIG. 8 shows the above shopping mall in which the area has been grouped into 4 zones. FIG. 9 is another example of zoning that has 5 zones and in which the opportunities at the exits and entrances have been excluded from the zones. We will use the word "cluster" to refer to a zone and the methods used to create clusters will be called "clustering methods".

As mentioned above, we may use any number of criteria to create clusters. FIG. 10 is based on a clustering method that favors closely situated opportunities. Given an opportunity, sometimes called the "seed", gather nearest-neighbor opportunities (nearest in time or location, etc.) into the seed's cluster. If the cluster exceeds a certain critical size (in number of moments) then no new opportunities may be added to said cluster. As above, the term "nearest" refers to the "distance" between two points in an n-dimensional space.

We now describe an exemplary clustering method.

**Clustering Method.**

- For a designated amount of time, say one week, record all moments in the journeys of a user device.

- Form clusters of moments based on one parameter, e.g., "location" using nearest neighbor heuristic. Thus, in this case, clusters correspond to physical areas that saw the most moments.

- Connect exit/entry or leftover moments, if any.

- Repeat the above step for other parameters as needed.

It is important to understand the impact of the above procedure. Effectively, the procedure aggregates several moments into a single moment, thereby reducing multiple journeys into a few or a single journey. Equivalently, the journeys have a smaller number
of moments and their lengths may be arbitrarily fixed, i.e., we may assume that all journeys
have a fixed number of moments. FIG. 10 shows an example of clustering the journeys of
FIG. 7. Since the clustered journeys have a fixed number of moments, we may apply the
"magic moment" procedure described above.

User Preferences

[0092] The embodiment discussed so far has mostly concentrated on sensor data being
used to determine states of user devices. We now turn our attention to user preferences.

[0093] As an example, consider a user (carrying a user device) in an environment where a
smart device renders music. The smart device is so configured as to render music that is of
a liking to users in the environment, e.g., a retail store with ambient music service. Thus,
the user gets to experience a user-friendly environment. In order to determine the user's
musical preferences, the user is willing to share names of composers but not the actual
music pieces that he may have played or purchased, etc. In particular, the user's data is to
be treated as private but certain designated properties may be revealed, e.g., the user is
willing to respond to probes of the form "Do you like Chopin", his responses being binary
"true/false".

[0094] In order to play his music, the user utilizes a particular app, that records the music
played by the user. Many conventional apps save playlists of music pieces played or
specified by users.

[0095] It is then possible for said music app to organize a user's playlist into a frequency
table as discussed in FIG. 3A and 3B. And as explained above, a user may be allowed to
mark certain bins of the corresponding data to be made sharable or not. Thus, if the
histogram for a user shows the frequency with which the user plays Chopin, Mozart, etc.,
then a probe "(Chopin)" may be sent to the user device and it may elicit a response.

[0096] Thus, the user device may be configured to convey the user's musical preferences
in a constrained manner. In particular, the user device may respond to probes by RMS 106
of FIG. 2, enabling AE 111 to construct models about the user's musical preferences.
[0097] Data from retail purchases and other apps may also be treated similarly.

[0098] Thus, the following illustrative embodiments may be considered typical.

- A user enters a retail establishment that has a smart music device which is configured to render (ambient) music within the confines of the establishment. The smart device may choose different playlists based on the customers visiting the establishment at any given time. If there is more than one user in the store, the smart music device selects music in a round-robin fashion, one user at a time. The users reveal their musical preferences by composer.

- A user and his family is at home. The home contains a smart thermostat that is configured to maintain a temperature that is preferred by the occupants of the house. In case there is more than one occupant, the smart sensor maintains the temperature at the average for all the occupants, i.e., average of their preferred temperatures. The household members reveal their temperature preferences via their user devices responding to probes of the form "Do you prefer 75°F", etc., with a true/false response.

- An owner of a smart laundry machine wishes to seek bids for his machine when it needs laundry detergent. The user may reveal the city of his location in order to solicit the bids. (Once a bidder has been selected, the actual address of the user may be revealed by an out-of-band process.)

[0099] The methods and system of the present invention may now be used to implement the above scenarios.

[00100] A user and his family members are at home. Each family member has a preference for the temperature maintained by a smart thermostat device installed in the house. (Conventionally, the household members use their user devices to set the temperature to their liking; the smart thermostat learns a user's preferred temperature over time.)
[0100] The thermostat conveys the current temperature to the various user devices in the
house at any given moment. Special logic (Aggregator 105 FIG. 1) in the respective user
devices organizes the received temperature data into histograms as discussed above. A
server (RMS 106, FIG. 2) in connection with the user devices probes the user devices for
preferred temperatures. (The probes relate to the temperature bins such as [65-68°F], [69-
72 °F], etc.) By making repeated probes to the various user devices, a server (AE 111,
FIG. 2) is able to construct the distribution of preferred temperatures according to the
occupants of the house (provided no household member has prevented probes by
unmarking one or more of his bins) and thus is able to communicate the average
temperature to the smart thermostat device.

[0101] A smart laundry machine, using its sensors, detects that it needs a refill of
detergent. Its service logic is programmed to solicit bids and choose the lowest cost bid.
The laundry sensor in the laundry machine generates a "detergent needed" message that
is transmitted to the user device of the owner of the machine. (Alternatively, a device of
the manufacturer of the machine may be notified.) The message is communicated to a
specific app in the user device that sends the message to Aggregator 105, FIG. 1, where it
is processed and stored in tables probed by RMS 106, FIG. 2. (Alternatively, said app
may use an out-of-band process to send an alert to AE 111 (FIG. 2) that then requests
RMS 106 to probe the user device.) The probe to the user device queries the city where
the laundry machine is located. Once the city of location is ascertained, AE 111 may
provide the location information to prospective (automatic) bidding agents, i.e., computer
programs or a real-time broker system. Once the solicited bids are received, the bids may
be sent to an app on the user device as a network service where they may be processed to
choose the lowest bid.

[0102] FIG. 11 illustrates various components of an illustrative computing-based device
400 which may be implemented as any form of a computing and/or electronic device, and
in which embodiments of various aspects of the present invention as described above
may be implemented.
The terms "module," "program," "engine" and "component" may be used to describe an aspect of computing-based device 400 that is implemented to perform one or more particular functions. In some cases, such a module, program, engine or component may be instantiated via a logic subsystem executing instructions held by a storage such as a memory. It is to be understood that different modules, programs, and/or components may be instantiated from the same application, service, code block, object, library, routine, API, function, etc. Likewise, the same module, program, engine and/or component may be instantiated by different applications, services, code blocks, objects, routines, APIs, functions, etc. The terms "module," "program," "engine" and "component" are meant to encompass individual or groups of executable files, data files, libraries, drivers, scripts, database records, etc.

The computing-based device 1000 comprises one or more inputs 1006 which are of any suitable type for receiving media content, Internet Protocol (IP) input, activity tags, activity state information, resources or other input. The device also comprises communication interface 1007 to enable the device to communicate with one or more other entity using any suitable communications medium.

Computing-based device 1000 also comprises one or more processors 1001 that may be microprocessors, controllers or any other suitable type of processors for processing computing executable instructions to control the operation of the device in order to provide a search augmentation system. Platform software comprising an operating system 1004 or any other suitable platform software may be provided at the computing-based device to enable application software 403 to be executed on the device.

Various operations of embodiments are provided herein. In one embodiment, one or more of the operations described may constitute computer readable instructions stored on one or more computer readable media, which if executed by a computing device, will cause the computing device to perform the operations described. The order in which some or all of the operations are described should not be construed as to imply that these operations are necessarily order dependent. Alternative ordering will be appreciated by
one skilled in the art having the benefit of this description. Further, it will be understood that not all operations are necessarily present in each embodiment provided herein.

[0108] The computer executable instructions may be provided using any non-transitory computer-readable media, such as memory 1002. The memory is of any suitable type such as random access memory (RAM), a disk storage device of any type such as a magnetic or optical storage device, a hard disk drive, or a CD, DVD or other disc drive. Flash memory, EPROM or EEPROM may also be used.

[0109] An output is also provided such as an audio and/or video output to a display system integral with or in communication with the computing-based device. A display interface 1005 is provided to control a display device to be used in conjunction with the computing device. The display system may provide a graphical user interface, or other user interface of any suitable type.
CLAIMS

1. A method for delivering at least one service to a user device over one or more communications network, comprising:
   
   sending to a user device one or more queries each requesting a binary response, each query inquiring whether or not the user device has obtained one or more specified parameter values, or range of parameter values, from one or more sensors incorporated in or in communication with the user device;
   
   receiving, for each query a binary response indicating that the user device has or has not obtained the one or more specified parameter values, or the range of parameter values, about which the respective query is inquiring;
   
   defining one or more user device states based on the queries and the binary responses thereto, each of the user device states being a function of the one or more of the specified parameter values, or the range of parameter values, that the user device has indicated as being obtained from the one or more sensors;
   
   selecting a service to be delivered to a designated user device over the one or more communication networks based at least in part on the one or more user device states that have been defined; and
   
   delivering the selected service to the designated user device.

2. The method of claim 1, wherein defining the one or more user device states includes defining a plurality of sequential user device states, a first and last of the user device states in the sequence following and preceding, respectively, a dormant device state in which there is no change in one or more specified parameters in the user device states for at least a prescribed amount of time, the plurality of sequential user device states between the dormant device states defining a journey.

3. The method of claim 1, further comprising selecting one of the plurality of sequential user device states in which the user device is to reside when the selected service is delivered.
4. The method of claim 1, wherein the selected one of the sequential user device states is a user device state satisfying a metric indicating that a user of the user device is most likely to be responsive to the selected service when the user device is in the selected one of the sequential user device states.

5. The method of claim 1, wherein selecting the service to be delivered to the designated user device includes selecting a manner in which the selected service is to be delivered to the user device.

6. The method of claim 1, wherein selecting the manner in which the service is to be delivered includes selecting a time and place at which the service is to be delivered to the user device.

7. The method of claim 1, wherein the designated user device is the user device from which the binary responses are received.

8. The method of claim 1, wherein a binary response is not received in response to at least one of the queries that requests one or more specified parameter values, or the range of parameter values, a user of the user device has previously designated as being private.

9. The method of claim 5, wherein selecting the manner in which the selected service is to be delivered to the user device is based at least in part on a model constructed from the binary responses.

10. The method of claim 1, wherein the query interrogates logic residing in the user device that aggregates sensor data from the one or more sensors to generate the parameter values or range of parameter values.

11. The method of claim 1, wherein the designated user device is a user device that, when the selected service is to be delivered, is in a user device state that is within a
specified distance in state space of the state in which resides the user device from which the binary responses are received.

12. The method of claim 1, wherein one or more of the queries inquires whether or not a user of the user device has a specified preference, the binary response indicating that the user does or does not have the specified user preference.

13. A system for delivering at least one service to a user device over one or more communications network, comprising:

   a response management module configured to send to a user device one or more queries each requesting a binary response, each query inquiring whether or not the user device has obtained one or more specified parameter values, or range of parameter values, from one or more sensors incorporated in or in communication with the user device, the response management module being further configured to receive, for each query a binary response indicating that the user device has or has not obtained the one or more specified parameter values, or the range of parameter values, about which the respective query is inquiring;

   an analysis engine configured to define one or more user device states based on the queries and the binary responses thereto, each of the user device states being a function of the one or more of the specified parameter values, or the range of parameter values, that the user device has indicated as being obtained from the one or more sensors, the analysis engine being further configured to select a service to be delivered to a designated user device over the one or more communication networks based at least in part on the one or more user device states that have been defined; and

   a delivery engine configured to deliver the selected service to the designated user device.
<table>
<thead>
<tr>
<th>FREQUENCY</th>
<th>LOCATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0-5]</td>
<td>1ST ST</td>
</tr>
<tr>
<td>[6-10]</td>
<td>2ND ST*</td>
</tr>
<tr>
<td>[11-15]</td>
<td>3RD ST</td>
</tr>
<tr>
<td>[16-20]</td>
<td>4TH ST*</td>
</tr>
</tbody>
</table>

**FIG. 3B**
(1): USER DEVICE IS IN MULTI-DIMENSIONAL EVENT SPACE. USER DEVICE RECEIVES DATA AND CONSTRUCTS (MARKED) TABLES. USER DEVICE RECEIVES INPUT PROBES

(2): BINARY RESPONSES ARE RECEIVED BY RESPONSE MANAGEMENT SYSTEM

(3): RESPONSES ARE ENCAPSULATED AS STATES

(4): DETERMINE IF SIMPLE OR COMPLEX JOURNEY

(5): DETERMINE SERVICE DELIVERY SCHEDULE

(6): DELIVER SERVICES IN ACCORDANCE WITH SCHEDULE

FIG. 4
<table>
<thead>
<tr>
<th>STATE (LABEL)</th>
<th>PARAMETERS</th>
<th>LOCATION-DERIVING DEVICES</th>
</tr>
</thead>
<tbody>
<tr>
<td>DORMANT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>[L1,T1,G1,NULL]</td>
<td>G1</td>
</tr>
<tr>
<td>B</td>
<td>[L2,T2,B1,S1]</td>
<td>B1</td>
</tr>
<tr>
<td>D</td>
<td>[L4,T4,B3,S3]</td>
<td>B3</td>
</tr>
<tr>
<td>E</td>
<td>[L5,T5,B4,S4]</td>
<td>B4</td>
</tr>
<tr>
<td>F</td>
<td>[L6,T6,G2,NULL]</td>
<td>G2</td>
</tr>
<tr>
<td>DORMANT</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

LEGEND:
T1,T2,T3,T4,T5,T6: TIME
L1,L2,L3,L4,L5,L6: LOCATIONS
G1,G2: GEO-FENCES
B1,B2,B3,B4: BEACONS
S1,S2,S3,S4: SERVICES
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