An image drawing system, an image drawing server, an image drawing method, and a computer program product that provides a three-dimensional world to a client-terminal. The method includes: providing a viewpoint in the vicinity of an avatar and creating a three-dimensional object; performing a perspective projection of a static object to create a two-dimensional panoramic image; overlaying the two-dimensional panoramic image information on a dynamic object, and an image of the avatar; and storing the two-dimensional panoramic image. The computer program product tangibly embodies instructions which when implemented causes a computer to execute the steps of the method. The system includes: a three-dimensional object creation unit; a panoramic image creation unit; a drawing unit for overlaying; and a panoramic image storage unit. The server includes: a reception unit; a three-dimensional object creation unit; a panoramic image creation unit; and a transmission unit.
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FIG. 10
BACKGROUND OF THE INVENTION

[0002] 1. Field of the Invention

[0003] The present invention relates to an image drawing system, an image drawing server, an image drawing method, and a computer program for providing three-dimensional virtual world to at least one client terminal.

[0004] 2. Description of the Related Art

[0005] In keeping with the trend of three-dimensional Internet and three-dimensional games, there is an increasing demand by users to access three-dimensional virtual world from a low-performance device such as a mobile phone. However, it is difficult to transmit a large amount of image information on the virtual world to a low-performance device such as a mobile phone because of problems with the communication time period and communication traffic resulting from a narrow bus width for data transfer of a low-performance device. Further, it is also difficult to render a large amount of transmitted image information on virtual world three-dimensionally because of the processing power of a low-performance device. Many methods have been proposed for enabling access to the virtual world from a low-performance device.

[0006] Japanese Unexamined Patent Publication (Kokai) No. 110 (1998)-021215 (Patent Document 1) discloses a method of three-dimensional space imitation drawing in perspective based on a two-dimensional still image. According to the method described in Patent Document 1, first, a client terminal shrinks a still image showing an object or the appearance of an avatar in accordance with the depth of the arrangement thereof on a two-dimensional still image in perspective showing the background of the space seen from the viewpoint of each avatar. Then, the client terminal overwrites the image on the background image in the order of decreasing depth and detects the collision of mutual positions of the avatar or the object to control the movement.

[0007] Japanese Unexamined Patent Publication (Kokai) No. 2002-140731 (Patent Document 2) discloses a method of realizing smooth image movement even without the use of three-dimensional images and a lot of two-dimensional still image data. According to the method of Patent Document 2, an image processor conducts zoom-out or zoom-in processing with respect to at least one sheet of two-dimensional still image data representing virtual world so as to appear three-dimensionally in perspective, centering around a predetermined point on the two-dimensional still image data, where such processing is performed gradually while changing a magnitude, and a result of the zoom processing performed gradually is displayed one by one on a display screen of a computer or the like.


SUMMARY OF THE INVENTION

[0011] In one aspect, the present invention provides an image drawing server that is connected to a client terminal via a network and constructs a three-dimensional virtual world. The image drawing server includes a reception unit, a three-dimensional object creation unit, a panoramic image creation unit, and a transmission unit. The reception unit acquires, from the client terminal, a position of an avatar of a user of the client terminal in a virtual world. The three-dimensional object creation unit provides a viewpoint in the vicinity of the avatar and creates a three-dimensional object having a plurality of substantially horizontal concentric polygons or concentric circles as a cross section thereof and the plurality of concentric polygons or concentric circles are centered around the viewpoint. The panoramic image creation unit performs a perspective projection of a static object in the three-dimensional virtual world residing in a plurality of regions obtained by dividing the three-dimensional object by borders thereof. The perspective projection performed for each region with respect to an outer side face of the region, while centering around the viewpoint, creates a plurality of two-dimensional panoramic images. The transmission unit transmits, to the client terminal, the plurality of two-dimensional panoramic images and information on a dynamic object residing in a region of any one of the outer object created by the three-dimensional object creation unit.

[0012] The "three-dimensional object having a plurality of substantially horizontal concentric polygons or concentric circles as a cross section thereof" referred to herein is a
three-dimensional object in which polygonal pillars or cylinders are nested, where the polygonal pillars or the cylinders being tubular space figures have substantially congruent two plane figures. For example, it can be a three-dimensional polyhedron object surrounded by a plurality of (four or more) planes or a sphere that is a set of points residing at an equal distance from a fixed point or the polygonal pillars or cylinders. The “static object in the virtual world” referred to herein is a fixed object that resides in the virtual world and cannot move—for example, a building or a tree. The “dynamic object” referred to herein is an object that resides in the virtual world and can move—for example, an avatar and a dog. The “perspective projection” referred to herein is a technique of drawing a three-dimensional object on a two-dimensional plane as it appears, and more specifically, visual lines from the viewpoint toward a target are extended and a projection drawing of the target is drawn at the intersections of the extended visual lines with the screen.

[0013] In this aspect of the present invention, a two-dimensional panoramic image (hereinafter called a panoramic image) around 360 degrees surrounding the avatar is created, whereby when the viewing angle of the avatar changes, there is no need for the client terminal to receive a panoramic image newly created by the image drawing server so that the number of data communication times can be reduced. Further, the panoramic image is created based on each of the three-dimensional objects in the next configuration dividing the virtual world, where the created panoramic images are hierarchized in accordance with the distances from the viewpoint. Because the panoramic images are hierarchized, a panoramic image away from the avatar does not change much when the avatar moves, and therefore such a panoramic image can be reused without redrawing it. Thus, the communication load and the processing speed by the client terminal can be reduced.

[0014] In another aspect of the present invention, the panoramic image creation unit adds a Z value to a panoramic image residing in a region of the three-dimensional object within the closest vicinity from the viewpoint to which the static object is projected, the Z value representing a position of the static object in a depth direction thereof. The Z value representing a position in the depth direction allows the panoramic image creation unit to view the panoramic image stereoscopically, thus realizing the virtual world.

[0015] In still another aspect of the present invention, when the avatar moves closer to a side face of a closest vicinity three-dimensional object from the viewpoint, the three-dimensional object creation unit first creates a new closest vicinity three-dimensional object while setting a position in the vicinity of the avatar as a new viewpoint in response to a request from the client terminal. Then, the panoramic image creation unit creates new two-dimensional panoramic images corresponding to the newly created closest vicinity three-dimensional object and a second closest vicinity three-dimensional object, where the second closest vicinity three-dimensional object is second closest to the viewpoint and has been already created. Thus, when the avatar moves, the three-dimensional object creation unit recreates panoramic images based on the closest vicinity three-dimensional object and a second closest vicinity three-dimensional object only, and other panoramic images can be reused, so that the communication load and the processing speed by the client terminals can be reduced. The closest vicinity three-dimensional object and the panoramic images can be created beforehand speculatively by making predictions on a new vicinity center position based on the current movement of the avatar.

[0016] In another aspect of the present invention, when the perspective projection of the static object in the virtual world is performed, the panoramic image creation unit associates action information accompanied by this object with a projection range of the object, and transmits the information together with the panoramic image to the client. Here, the action information refers to information relating to a function that the static object has. For example, this information includes how to open a door concerning a door open/close function of a building such as to open outwardly, or how to make a payment for a vending machine payment function. The client terminal displays the action information accompanied by the object when a pointer of the user enters the projection range, so as to make the user select an action, thus enabling interaction with the static object. When the user selects the action, the client terminal communicates with the server so as to call the action accompanied by the object.

[0017] As further aspects, the present invention can be provided as an image drawing server, an image drawing system, an image drawing server, an image drawing method, or a computer program executed by a computer such as a client terminal, or specifically as a low-performance device.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] FIG. 1 illustrates the configuration of one embodiment of an image drawing system to which the present invention is applied;

[0019] FIG. 2 illustrates a basic system configuration of a mobile phone and an image drawing server in an image drawing system in one embodiment;

[0020] FIG. 3 is a flowchart of image drawing processing;

[0021] FIG. 4 illustrates an exemplary virtual world;

[0022] FIG. 5 illustrates two virtual cylinders created with different diameters centering around a viewpoint in a virtual world;

[0023] FIG. 6 is a flowchart of panoramic image creation processing;

[0024] FIG. 7 is a top view showing a method for creating a panoramic image based on virtual regular octagon pipes;

[0025] FIG. 8 illustrates the created panoramic image;

[0026] FIG. 9 is a flowchart of rendering processing conducted by a synthesis rendering unit;

[0027] FIG. 10 is a flowchart of the processing where an own avatar and a dynamic object are displayed on a background image;

[0028] FIG. 11 illustrates the virtual world after the own avatar moves from the position of FIG. 4;

[0029] FIGS. 12A to 12C illustrate displayed own avatar 02 residing at various positions in the virtual world on a display of a mobile phone;

[0030] FIG. 13 illustrates the state where the own avatar goes beyond the diameter of the panoramic image created when the own avatar is in the vicinity of the viewpoint;

[0031] FIG. 14 is a top view illustrating cylinders of newly created panoramic images;

[0032] FIGS. 15A and 15B illustrate the panoramic images other than that which is closest to the own avatar being used continuously without change when the own avatar moves;

[0033] FIG. 16 illustrates an information processing apparatus as a typical hardware configuration example of the image drawing server described referring to FIG. 1; and
FIG. 17 illustrates a mobile phone device as a typical hardware configuration example of the mobile phone described referring to FIG. 1.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0035] The following describes embodiments of the present invention with reference to the drawings.

[0036] FIG. 1 illustrates the configuration of one embodiment of an image drawing system 1 to which the present invention is applied. Mobile phones 200-1, 200-2, . . . , 200-n (hereinafter simply referred to as mobile phones 200 if there is no need to distinguish between the mobile phones 200-1 to 200-n) are client terminals. The mobile phones 200 are connected to a network 300, typically, the Internet or an intranet, thus enabling transmission and reception of data with respect to an image drawing server 100. Information on the user's operation using a mobile phone 200 is transmitted to the server via the network 300, whereas the mobile phones 200 can receive information held in the image drawing server 100 via the network 300. Although the client terminals are the mobile phones 200 in this example, they can be computers or low-performance devices other than the mobile phones 200. The number of the image drawing servers 100 in this configuration is not limited to one. Rather, a plurality of servers can be included.

[0037] FIG. 2 illustrates a basic system configuration of a mobile phone 200 and the image drawing server 100 in the image drawing system 1 of one embodiment. The image drawing server 100 includes a communication unit 101 and a panoramic image control unit 110. The panoramic image control unit 110 includes a panoramic image creation unit 111 and a resolution conversion unit 112. The mobile phone 200 includes a communication unit 201, a synthesis rendering unit 202, an input unit 203, an output unit 204, and a panoramic image storage unit 220.

[0038] The following describes each functional unit of the image drawing server 100 and the mobile phone 200. The communication units 101 and 201 transmit and receive information required for displaying a virtual world in the mobile phone 200. More specifically, the information includes a panoramic image created by the image drawing server 100 and movement information on an avatar that the user of the mobile phone 200 manipulates (hereinafter called an own avatar). The panoramic image creation unit 111 creates a panoramic image over 360 degrees that the own avatar of the mobile phone 200 sees while setting the position of the own avatar as the center. The resolution conversion unit 112 converts the resolution of the image created by the panoramic image creation unit 111 into a resolution matching with a display image of the mobile phone 200.

[0039] The synthesis rendering unit 202 edits information required for displaying the virtual world in the mobile phone 200 that is transmitted from the communication unit 101 of the image drawing server 100. More specifically, the synthesis rendering unit 202 synthesizes information on the panoramic image created by the image drawing server 100 and an avatar that a user of another mobile phone 200-n manipulates (hereinafter called another avatar), for example, to create an image to be displayed on a screen of the mobile phone 200.

[0040] The panoramic image storage unit 220 stores the panoramic image transmitted from the communication unit 101 of the image drawing server 100 that is required for displaying a virtual world in the mobile phone 200.

[0041] FIG. 3 is a flowchart of image drawing processing by the image drawing server 100 and on the client terminal 200. FIG. 4 illustrates an exemplary virtual world, with reference to FIGS. 3 to 15, which will be described below. The virtual world of FIG. 4 is made up of static objects including a building 04, a building 05, a building 06, and a road 07, and dynamic objects including an own avatar 02 that a user of the mobile phone 200 manipulates and another avatar 03 that a user of another client terminal manipulates. A viewpoint 01 is used for creating a panoramic image and it will be described later.

[0042] When a user logs into a virtual world or when the own avatar 02 moves, the mobile phone 200 sends information thereon, thus initiating the image drawing processing. At Step S1, the panoramic image creation unit 111 creates a panoramic image of 360 degrees landscape seen from the viewpoint 01. A plurality of such panoramic images is created, including for example, close views and distant views. Because a conventional plane panoramic image is a landscape in a field viewable from the viewpoint 01, the viewing angle of a user is narrow, thus failing to give realism to the user. The present invention can address such a problem by creating a panoramic image from the landscape over 360 degrees instead of the landscape in a field viewable from the viewpoint 01. Herein, the viewpoint 01 is located at a somewhat distant position from the position of the own avatar 02. This is because the viewpoint 01 set at the position of the own avatar 02 makes it impossible to draw the own avatar 02 in the panoramic image.

[0043] The panoramic image based on the 360-degree landscape is prepared by creating a virtual cylinder (hereinafter called a cylinder) centering around the viewpoint 01 in the virtual world and rendering static objects existing in the cylinder on a side face of the cylinder, i.e., the side face of the cylinder provides the panoramic image. Note here that the cylinder is not a limiting example, and it can be a virtual polygonal pipe (hereinafter called a polygonal pipe) or alternatively, it can be a virtual hemisphere (hereinafter called a hemisphere) or a virtual hemi-polyhedron (hereinafter called a hemi-polyhedron). The panoramic image is a 360-degree landscape seen from the viewpoint 01 and can have any shape as long as it is a three-dimensional object surrounding the viewpoint 01.

[0044] Herein, a comparison is made between the case where the panoramic image is a side face of a cylinder or a polygonal pipe created in the virtual world and the case where it is a side face of a hemisphere or a hemi-polyhedron. In the case where the panoramic image is a side face of a cylinder or a polygonal pipe, the panoramic image will be a horizontally 360-degree landscape. On the other hand, in the case where it...
is a side face of a hemisphere or a hemi-polyhedron, the panoramic image will be a horizontally and vertically 360-degree landscape, and therefore this case has an advantage that the panoramic image also includes a portion just above the virtual world. In general, because the range that the own avatar views in the virtual world is a horizontally 360-degree landscape, even the side face of a cylinder or a polygonal pipe can be sufficient for the panoramic image.

Another comparison is made between the case where the panoramic image is a side face of a cylinder or a hemisphere and the case where it is a side face of a polygonal pipe or a hemi-polyhedron. As compared with the case where the panoramic image is a side face of a cylinder or a hemisphere, a processing speed is higher than in the case where the panoramic image is a side face of a polygonal pipe or a hemi-polyhedron. However, the distortion in the image is less in the case where the panoramic image is a side face of a cylinder or a hemisphere. This is because the image processing is conducted in a face for a polygonal column and a polyhedron, whereas the image processing is conducted at a point for the cylinder and the sphere. However, the distortion in the image occurring when the panoramic image is a side face of a polygonal pipe or a hemi-polyhedron is within the margin of error, which is not different so much from the case where the panoramic image is a side face of a cylinder or a sphere. Therefore, the panoramic image can be a side face of a cylinder or a hemisphere and can be a side face of a polygonal pipe or a hemi-polyhedron.

FIG. 5 illustrates two cylinders created with different diameters centering around the viewpoint O1 in the virtual world. In FIG. 5, the respective side faces of a cylinder O10 and a cylinder O11 with different diameters provide two panoramic images. A building O4 and a road O7 residing within the cylinder O10 are rendered on the side face of the cylinder O10, thus creating a panoramic image. A building O5 and a building O6 residing within the cylinder O11 are rendered on the side face of the cylinder O11, thus creating a panoramic image. Although the road O7 extends across the cylinders O10 and O11, it is rendered on the side face of the inner cylinder O10 only.

In other words, a static object residing in the cylinder O10 with a shorter diameter than that of the cylinder O11, which resides in the cylinder O11 as well although, is not rendered as the panoramic image on the side face of the cylinder O11; however, a static object residing in a cylinder with a shorter diameter than another cylinder, which resides in the other cylinder as well although, is not rendered as the panoramic image on the side face of the other cylinder. This is because it is enough to render a static object as one panoramic image.

In the above example, two panoramic images are created. However, the number of the panoramic images created is not limited to two, and any number is possible. This is because a plurality of panoramic images created results in less panoramic images in number to be created when an own avatar moves, which will be described later in detail. The distance from the viewpoint O1 to a cylinder or the like can be any distance. The reasons therefor will be described later in detail. The cylinders do not necessarily have to be created at equal intervals; for example, their diameters can be increased with decreasing proximity to the viewpoint O1.

FIG. 6 is a flowchart of the panoramic image creation processing. As described above, the panoramic image can be created based on a cylinder or based on a polygonal pipe and the following describes the case where the panoramic image is created based on a regular octagon. FIG. 7 illustrates a method of making the cylinders of FIG. 5 as regular octagons and creating a panoramic image based on the regular octagons. FIG. 7 is a top view of the regular octagon pipes, representing the virtual world in two-dimensional.

At Step S11, the panoramic image creation unit 111 specifies a set O of static objects included in a triangle having both vertexes of a side of a regular octagon and the viewpoint O1. In the panoramic image creation processing, a panoramic image closer to the viewpoint O1 is created earlier, so that the panoramic image in FIG. 7 is created in the order of a regular octagon O10 and a regular octagon O11. With reference to FIG. 7, the processing at Step S11 will be described below more specifically. The panoramic image creation unit 111 specifies the building O4 included in a triangle having vertexes O10a and O10b and the viewpoint O1 (hereinafter called a triangle O1) as the set O. Since the octagon O1 does not include other static objects, the set O includes the building O4 only.

Next, at Step S12, the panoramic image creation unit 111 determines whether there is a triangle in the panoramic image designated as a target for which a set O is specified or not. If in FIG. 7, because there are triangles for each of which a set O is not specified, the panoramic image creation unit 111 subsequently specifies a static object included in a triangle having the vertexes O10b and O10c and the viewpoint O1 (hereinafter called a triangle O2) as the set O. Because the triangle O2 does not include a static object, any static object is not added to the set O. In this way, the panoramic image creation unit 111 specifies static objects included in each of the triangles making up the regular octagon O10 as the set O, where the set O includes the building O4 only.

Next, the panoramic image creation unit 111 removes a static object drawn in a regular octagon with a smaller diameter than that of the panoramic image as a target from the set O (Step S13). Because no regular octagon with a smaller diameter than that of the regular octagon O10 exists in the regular octagon O10, this processing is not conducted for the regular octagon O10. Then, the panoramic image creation unit 111 draws an oblique projection drawing of sides of each static object included in the set O, centering around the viewpoint O1 (Step S14). More specifically, the panoramic image creation unit 111 extends visual lines from the viewpoint O1 toward the building O4 included in the set O and draws a panoramic building O4 that is a projection drawing of the building O4 at intersections of the extended visual lines with the side including the vertexes O10a and O10b.

Next, the panoramic image creation unit 111 determines whether there is a regular octagon with a larger diameter or not (Step S15). If there is such a regular octagon, the processing from Step S11 to Step S15 is repeated. The following describes the image creation processing for the regular octagon O11. At Steps S11 and S12, the panoramic image creation unit 111 creates a set O similar to the case of the regular octagon O10, where the buildings O4, O5 and O6 are specified for the set O. At Step S13, the panoramic image creation unit 111 removes an object drawn in a panoramic image as the side face of the regular octagon O10 with a smaller diameter than that of the regular octagon O11, i.e., the building O4 from the set O. As a result, at Step S14, the buildings O5 and O6 included in the set O are drawn as panoramic buildings.
In FIG. 7, since there is no regular octagon larger than the regular octagon 11', the image creation process ends.

FIG. 8 illustrates the created panoramic images. A panoramic image 20 as the side face of the regular octagon 10' includes the panoramic building 34 drawn as a result of the rendering of the building 04. A panoramic image 21 created based on the regular octagon 11' includes the panoramic buildings 35 and 36 drawn.

Referring back to FIG. 3, when the panoramic image is created at Step S1, the resolution conversion unit 112 converts a resolution of the panoramic image created at Step S1 into a resolution matching with a display of a mobile phone 200 as a transmission destination (Step S2). As described with reference to FIG. 1, the client terminals can be computers or low-performance devices such as mobile phones. Therefore, the resolution of a display will vary depending on the type of the client terminals so that there is a need to send a panoramic image having a resolution that matches with the terminal clients.

If a panoramic image having a resolution for a computer is transmitted to a low-performance device such as a mobile phone 200, it will be difficult for the low-performance device to process such an image. On the other hand, if a panoramic image of the low-performance device resolution is transmitted to a computer, aliasing called "baggy" occurs in the image or letters displayed in a display of the computer, which will cause poor viewability for a user.

The panoramic image control unit 110 transmits the panoramic image and information on a dynamic object to the mobile phone 200 via the communication unit 101 (Step S3). The dynamic object can be, for example, an avatar. The information on the dynamic object transmitted at Step S3 is information on the other avatar 03 and does not contain information on the own avatar 02. Because each mobile phone 200 has the information on the own avatar 02, there is no need to transmit such information from the image drawing server 100.

The range for acquiring the dynamic object information can be the inside of the outermost panoramic image. This is because dynamic objects close to the own avatar only can be displayed or all dynamic objects within a viewable range from the viewpoint can be displayed. The synthesis rendering unit 202 stores the panoramic image transmitted from the communication unit 101 to the mobile phones 200 at Step S3 in the panoramic image storage unit 220 (Step S4). The panoramic image stored in the panoramic image storage unit 220 is called when the own avatar 02 moves, which is used for the rendering processing.

Next, based on the panoramic image and the dynamic object information, a virtual world image is created (Step S5), and the virtual world image is outputted as an output image (Step S6). The following describes the rendering processing by the mobile phones 200 where the virtual world image is created based on the panoramic image and the dynamic object information. FIG. 9 is a flowchart of the rendering processing conducted by the synthesis rendering unit 202. A mobile phone 200 receives the panoramic image and information on the other avatar 03 from the image drawing server 100. Alternatively, when the user of the mobile phone 200 moves the own avatar 02, the rendering processing starts.

N pieces of panoramic images are created in the order of decreasing proximity to the viewpoint 01 while centering around the viewpoint 01, where they are numbered from a first to a N-th. First, the synthesis rendering unit 202 displays the N-th panoramic image that is the furthest from the viewpoint 01 (Step S21). Next, the synthesis rendering unit 202 displays the N-1-th, the N-2-th panoramic images, and etc., one by one in the order increasing the proximity to the viewpoint 01 (Step S22). The N-1-th panoramic image is overlaid on the N-th panoramic image. The subsequent panoramic images are displayed in a similar manner such that a panoramic image closer to the viewpoint 01 is overlaid thereto.

Finally, the synthesis rendering unit 202 displays the first panoramic image that is the closest to the viewpoint 01 (Step S23). When all of the panoramic images are displayed to create the background image, the background image, the own avatar 02 held in the mobile phone 200 and the other avatar 03 as the dynamic object received from the image drawing server 100 are displayed (Step S24). When the display of the own avatar 02 and the other avatar 03 as the dynamic object are finished, an image to be displayed on the display has been completed and the completed image is sent to the output unit 204.

FIG. 10 is a flowchart of the processing where the own avatar 02 and the other avatar 03 as the dynamic object are displayed on the background image.

First, the synthesis rendering unit 202 specifies a direction of the own avatar 02 from the viewpoint 01 (Step S31). Because the background is a 360-degree scenery image, the entire image cannot be displayed on the display of the mobile phone 200. Thus, the direction of the own avatar 02 from the viewpoint 01 is specified, and a partial image in the specified direction only is set as a display target of the display of the mobile phone 200.

Subsequently, the synthesis rendering unit 202 converts the background image so that the specified direction is made the center (Step S32). The panoramic image closest to the viewpoint 01 has a Z value representing a position in the depth direction, and the synthesis rendering unit 202 displays a portion in the first panoramic image closest to the viewpoint 01 with a Z value larger than the distance between the own avatar 02 and the viewpoint 01 (Step S33). The Z value will be described later in detail.

The panoramic image that is the closest to the viewpoint 01 has action information. The action information, as described above, can relate to an open/close function of a door. Provided is a description of one specific example where the action information of the "door opens outwardly" is added to a door portion of the building in the panoramic image closest to the viewpoint 01. When the own avatar 02 touches the door, a message of "will you open the door?" as well as a button of "yes, no" are displayed. When "yes" is selected, the door will open outwardly. In this way, the panoramic image has action information, thus enabling the panoramic image to move. Further, in order to represent the movement of a static object, there is no need to communicate with the image drawing server 100, thus enabling the representation of a smooth movement of the static object even in the mobile phone 200.

The synthesis rendering unit 202 displays an image obtained by shrinking the size of the own avatar 02 and the size of the other avatar 03 as the dynamic object by the distances from the own avatar 02 and the other avatar 03 as the dynamic object, respectively, to the viewpoint (Step S34).

Finally, the synthesis rendering unit 202 displays a portion in the first panoramic image with a Z value smaller
than the distance between the own avatar 02 and the viewpoint 01 (Step S35). The sizes of the own avatar 02 and the other avatar 03 as the dynamic object are shrunk in accordance with the distances from the own avatar 02 and the other avatar 03 as the dynamic object to the viewpoint 01, whereby the virtual world can be represented.

[0068] Next, the image creation processing conducted when the own avatar 02 moves is described below. FIG. 11 illustrates the state where the own avatar 02 moves from the position of FIG. 4. FIGS. 12A to 12C illustrate the displayed own avatar 02 residing at various positions in the virtual world on the display of the mobile phone 200. FIG. 12A illustrates the virtual world of FIG. 4 that is displayed on the mobile phone display of the user manipulating the own avatar 02. When the own avatar 02 moves from the position of FIG. 4 to the position of FIG. 11, the mobile phone 200 displays as in FIG. 12B. Along with the movement of the own avatar 02, the display of the mobile phone 200 changes from FIG. 12A to FIG. 12B. As illustrated in FIGS. 12A and 12B, the display of the mobile phone 200 changes, but the background image used does not change. In this way, the scale of the own avatar 02 as well as a portion to be displayed in the entire background image are changed, whereby the movement of the own avatar 02 can be represented even for the same background image. When the other avatar 03 moves, the mobile phone 200 accordingly receives information on the movement of the other avatar 03 from the image drawing server 100. Based on the information on the movement of the other avatar 03 received by the mobile phone 200, the synthesis rendering unit 202 draws the other avatar 03.

[0069] As described above, the movement of the own avatar 02 can be represented using the same background image as that before the movement by changing the scale of the own avatar 02 and the portion to be displayed on the display, only when the avatar 02 moves within the distance from the viewpoint 01 to the panoramic image closest to the viewpoint 01 making up the background image. When the own avatar 02 moves beyond the distance from the viewpoint 01 to the panoramic image closest to the viewpoint 01, the own avatar 02 cannot see the panoramic image closest to the viewpoint 01 any longer, and therefore a background image has to be newly created.

[0070] When the own avatar 02 moves within the distance from the viewpoint 01 to the panoramic image closest to the viewpoint 01, the background image used before the movement can be used. Therefore, there is no need for the image drawing server 100 to create and transmit a new panoramic image. Thus, the load on the image drawing server 100 and the communication load thereof can be reduced. Further, there is no need for the mobile phone 200 to create a new background image; the load on the mobile phone 200 can be reduced as well.

[0071] FIG. 12C illustrates the display of the mobile phone 200 displaying the own avatar 02 hidden behind the building. For a building in the panoramic image closest to the viewpoint 01 that is overlaid on the top where the background image is created and that can be an obstacle for the movement of the own avatar 02, a Z value is set, indicating a position in the depth direction. Setting the Z value for the building or the like enables the representation of a region to which the own avatar 02 cannot move. When the own avatar 02 and the other avatar 03 move behind the building, the own avatar 02 can be considered to be further apart from the viewpoint 01 by the distance corresponding to the Z value, and the scale of the own avatar 02 can be changed accordingly, thus allowing the representation in perspective. In FIG. 12C, the Z value set for the panoramic building 34 enables the representation of the state where the own avatar 02 resides behind the panoramic building 34. As stated above, with the use of the Z value, the background image created using the panoramic images can be represented in perspective, thus enabling the representation of three-dimensional virtual world.

[0072] FIG. 13 is a top view illustrating the state where the own avatar 02 goes beyond the diameter of the panoramic image 10 created when the own avatar 02 is in the vicinity of the viewpoint 01. When the own avatar 02 goes beyond the diameter of the panoramic image 10, the mobile phone 200 requests a new panoramic image to the image drawing server 100. The image drawing server 100 creates a new viewpoint 01 at a position very close to the current position of the own avatar 02, and creates a panoramic view centering around the viewpoint. FIG. 14 is a top view illustrating cylinders of the newly created panoramic images. The panoramic images 12 and 13 are created centering around the viewpoint 01. When the panoramic views 12 and 13 are created, the panoramic images 10 and 11 based on the original viewpoint 01 are no longer used.

[0073] FIGS. 15A and 15B are top views illustrating the panoramic images other than that which is the closest to the own avatar 02 being used continuously without change when the own avatar 02 moves. FIG. 15A illustrates the creation of the new viewpoint 01 outside the panoramic view 14 based on the original viewpoint when the own avatar 02 moves. FIG. 15B illustrates the state where a panoramic image 17 is created centering around the new viewpoint 01. In FIG. 15B, the panoramic view 17 closest to the new viewpoint 01 is created centering around the viewpoint 01. However, the panoramic images 15 and 16 used before the movement to the viewpoint 01 and that do not intersect with the newly created panoramic image can be used continuously as they were. In this regard, however, the panoramic image 15 next outside of the newly created panoramic image has to be corrected by expanding or shrinking it in accordance with the distance from the new viewpoint 01. This is because the change from the viewpoints 01 to 01 causes a significant change in the distance from the panoramic image 15 next outside of the newly created panoramic image to the viewpoint.

[0074] When the own avatar 02 moves, all of the panoramic images can be created again as shown in FIG. 14. Alternatively, as shown in FIGS. 15A and 15B, the panoramic images stored in the panoramic image storage unit 220 are reused, whereby the image drawing server 100 can create required minimum panoramic images only and transmit the same to the mobile phone 200. Thus, the processing load on the image drawing server 100 and the mobile phone 200 can be reduced, reducing the communication load from the image drawing server 100. The reduction in communication load transmitted to the mobile phone 200 leads to a decrease in processing load on the mobile phone 200, so that three-dimensional virtual world can be provided to a low-performance device such as a mobile phone 200. In addition, as for the a newly created panoramic image, a difference from the panoramic image stored in the panoramic image storage unit 220 only can be transmitted, thus further reducing the communication load.

[0075] In FIGS. 14 and 15, when the own avatar 02 goes beyond the diameter of the panoramic image, the new viewpoint 01 is provided and a new panoramic image is created. However, when a new image is created after the own avatar 02
goes beyond the diameter, the drawing cannot be performed quickly in some cases. In such a case, at the time when the own avatar 02 is about to go beyond the diameter, a new viewpoint 01' can be provided, and based on the viewpoint 01', the image drawing server 100 can create a panoramic image and transmit the same to the mobile phone 200 beforehand. Thereby, when own avatar 02 goes beyond the diameter of the panoramic image, the panoramic image stored in the panoramic image storage unit 220 of the mobile phone 200 simply can be drawn, thus enabling quick screen switching.

Further, panoramic images based on any number of viewpoints 01 can be created beforehand, and the image drawing server 100 can hold the same beforehand, and such panoramic images can be used repeatedly for users who manipulate their own avatars 02 residing in the same diameters with the panoramic images. Thereby, there is no need to create the same image again and again, thus reducing the load on the image drawing server. The panoramic image created beforehand can have a high resolution so that it can be provided to various mobile phones 200 by converting the resolution into a lower resolution. This is because a lower resolution cannot be converted into a higher resolution.

FIG. 16 illustrates an information processing apparatus 400 as a typical hardware configuration example of the image drawing server 100 described referring to FIG. 1. The following describes an exemplary hardware configuration of this information processing apparatus 400. The information processing apparatus 400 includes a Central Processing Unit (CPU) 1010, a bus line 1005, a communication I/F 1040, a main memory 1050, a Basic Input Output System (BIOS) 1060, a parallel port 1080, a USB port 1090, a graphics controller 1020, a VRAM 1024, a sound processor 1030, an I/O controller 1070, and input means such as a keyboard and mouse adaptor 1100. The I/O controller 1070 can be connected to a storage means such as a flexible disk (FD) drive 1072, a hard disk 1074, an optical disk drive 1076, and a semiconductor memory 1078.

The sound processor 1030 is connected to an amplifier circuit 1032 and a speaker 1034. The graphics controller 1020 is connected to a display device 1022.

The BIOS 1060 stores a boot program that the CPU 1010 executes at the activation of the information processing apparatus 400, a program depending on hardware of the information processing apparatus 400 and the like. The flexible disk (FD) drive 1072 reads out a program or data from a flexible disk 1071, and provides the same to the main memory 1050 or the hard disk 1074 via the I/O controller 1070.

As the optical disk drive 1076, a DVD-ROM drive, a CD-ROM drive, a DVD-RAM drive, or a CD-RAM drive can be used, for example. At this time, an optical disk 1077 complying with each drive has to be used. The optical disk drive 1076 can read out a program or data from the optical disk 1077, and provide the same to the main memory 1050 or the hard disk 1074 via the I/O controller 1070.

A computer program provided to the information processing apparatus 400 is stored in a recording medium such as the flexible disk 1071, the optical disk 1077 or the memory card, which is provided by a user. This computer program is read out from the recording medium via the I/O controller 1070, or is downloaded via the communication I/F 1040, thus being installed in the information processing apparatus 400 for execution. The operations that the computer program makes the information processing apparatus execute are the same as those in the above-described apparatus, and therefore the description thereof will be omitted.

The above-stated computer program can be stored in an external storage medium. Typical storage media include the flexible disk 1071, the optical disk 1077, or a memory card as well as a magneto-optical recording medium such as MD, and a tape medium. Alternatively, a storage device such as a hard disk or an optical disk library provided in a server system connected to a private communication network or the Internet can be used as a recording medium, and a computer program can be provided to the information processing apparatus 400 via the communication network.

Although the above example has been described concerning the information processing apparatus 400, functions similar to those of the above-described information processing apparatus can be implemented by installing a program having the functions described for the information processing apparatus in a computer and making the computer operate as the information processing apparatus. Thus, the information processing apparatus described as one embodiment of the present invention can be implemented as a method and a computer program as well.

The apparatus of the present invention can be embodied as hardware, software or a combination of hardware and software. In an embodiment as the combination of hardware and software, a typical example includes an embodiment of a computer system having a predetermined program. In such a case, the predetermined program is loaded and executed in the computer system, whereby the program makes the computer system execute the processing according to the present invention. This program is composed of a command group that can be represented in any language, code or notation. Such a command group enables the system to execute a specific function directly, or enables the execution after any one of or both of (1) conversion into another language, code or notation and (2) copy to another medium. Of course, the present invention covers not only such a program itself but also a program product including a medium recording such a program. A program enabling the execution of the functions of the present invention can be stored in any computer readable medium such as a flexible disk, a MO, a CD-ROM, a DVD, a hard disk device, a ROM, a MRAM or a RAM. For the storage on a computer readable medium, such a program can be downloaded from another computer system connected thereto via a communication line or can be copied from another medium. Further, such a program can be compressed or can be divided into a plurality of programs, which can be stored into a single or a plurality of recording media.

FIG. 17 illustrates a mobile phone device 500 as a typical hardware configuration example of the mobile phone 200 described referring to FIG. 1. The following describes an exemplary hardware configuration of this mobile phone device 500. The mobile phone device 500 includes a CPU 2010, a main memory 2020, a keypad 2030, a communication processing unit 2040, an external memory 1/F 2050, an acoustic processing unit 2060, and an image processing unit 2070. The mobile phone device 500 further can include a camera function unit, a TV broadcast reception unit, Radio Frequency Identification (RFID) function unit and the like.

The CPU 2010 is a processing unit for executing a program stored in the main memory 2020, which conducts the processing for controlling each functional unit of the mobile phone 500, while implementing each functional unit. The main memory 2020 is composed of a Random Access...
Memory (RAM) and the like, which stores a program or data for implementing each functional unit of the mobile phone 500. The main memory 2020 serves as a work memory of the CPU 2010 as well.

[0087] The keypad 2030 is composed of numeric keys, a cross key and special keys, for example, and it has any form, including a touch panel, for example. The keypad 2030 receives an input operation from the user, and outputs the input data to the CPU 2010. The data can contain various types including data indicating the call contents.

[0088] The communication processing unit 2040 is connected to a main antenna 2041 to wirelessly communicate with a base station apparatus (not illustrated). The communication processing unit 2040 performs signal processing such as demodulation processing with respect to the communication data received from the base station apparatus, and outputs the same to the CPU 2010, while performing modulation processing with respect to communication data input from the CPU 2010 and sending the same to the base station apparatus. The communication processing unit 2040 further can conduct communication by radio waves. Thus, simply by holding the mobile phone 500 over a readout terminal, communication is enabled with the readout terminal.

[0089] The external memory 1/F 2050 can be a SD memory card I/F or a mini SD card I/F, which can read out a program or data from an external memory 2051 such as a SD memory card or a mini SD card and can provide the same to the main memory 2020.

[0090] The acoustic processing unit 2060 is connected to a sound output unit 2061, a sound input unit 2062, and a speaker 2063 from which ring tone, for example, is output. The image processing unit 2070 is connected to a display 2071. The display 2071 displays and outputs data input from the CPU 2010 such as a call alert, a mail creation screen, and payment candidates for electronic money.

[0091] The present invention described above in conjunction with the preferred embodiments is not limited to the above-described embodiments. The effects of the embodiments of the present invention are simply described as the most preferable effects obtained from the present invention, and the effects of the present invention are not limited to those described in the embodiments or examples of the present invention.

We claim:

1. An image drawing server connected to a client terminal via a network for constructing a three-dimensional virtual world, comprising:
   a reception unit for acquiring, from the client terminal, a position of an avatar of a user of said three-dimensional virtual world in said client terminal;
   a three-dimensional object creation unit for providing a viewpoint in the vicinity of said avatar and for creating a three-dimensional object having a substantially horizontal concentric polygon or a concentric circle as a cross section thereof, wherein said concentric polygon or concentric circle is centered around said viewpoint;
   a panoramic image creation unit for performing a perspective projection of a static object residing in a region in said three-dimensional virtual world by dividing said three-dimensional object by borders thereof, wherein said perspective projection performed for said region with respect to an outer side face of said region, while centering around said viewpoint, to create a two-dimensional panoramic image; and
   a transmission unit for transmitting, to said client terminal, said two-dimensional panoramic image and information on a dynamic object residing in a region of an outer object created by said three-dimensional object creation unit.

2. The image drawing server according to claim 1, further comprising a resolution conversion unit for converting a resolution of said plurality of two-dimensional panoramic images.

3. The image drawing server according to claim 1, wherein said panoramic image creation unit adds a Z value to said two-dimensional panoramic image residing in a region of said three-dimensional object within the closest vicinity from said viewpoint to which said static object is projected, wherein said Z value represents a position of said static object in a depth direction thereof.

4. The image drawing server according to claim 3, wherein said panoramic image creation unit adds, to said two-dimensional panoramic image, data concerning a region in which said dynamic object cannot enter using said Z value.

5. The image drawing server according to claim 1, wherein said panoramic image creation unit adds, to said two-dimensional panoramic image, action information that said static object has.

6. The image drawing server according to claim 1, wherein said three-dimensional object is a cylinder whose bottom face is the cross section when said viewpoint is provided over an earth’s surface.

7. The image drawing server according to claim 1, wherein said three-dimensional object is a hemi-polyhedron or a hemisphere whose bottom face is the cross section when said viewpoint is provided over an earth’s surface.

8. The image drawing server according to claim 1, wherein said avatar moves closer to a side face of a closest vicinity three-dimensional object for said viewpoint. (i) said three-dimensional object creation unit creates a new closest vicinity three-dimensional object while setting a position in the vicinity of said avatar as a new viewpoint in response to a request from said client terminal, and (ii) said panoramic image creation unit creates a new two-dimensional panoramic image corresponding to said new closest vicinity three-dimensional object and a second closest vicinity three-dimensional object, wherein said second closest vicinity three-dimensional object is second closest to said viewpoint that has been already created.

9. The image drawing server according to claim 1, wherein said transmission unit transmits a dynamic object one by one.

10. An image drawing system in a three-dimensional virtual world configured by a client terminal and a server connected via a network, comprising:
   a three-dimensional object creation unit for providing a viewpoint in the vicinity of an avatar of a user of said three-dimensional virtual world in said client terminal and for creating a three-dimensional object having a of substantially horizontal concentric polygon or a concentric circle as a cross section thereof, wherein said concentric polygon or concentric circle is centered around said viewpoint;
   a panoramic image creation unit for performing a perspective projection of a static object residing in a region in said three-dimensional virtual world by dividing said three-dimensional object by borders thereof, wherein said perspective projection performed for said region with respect to an outer side face of said region, while centering around said viewpoint, to create a two-dimensional panoramic image; and
   a transmission unit for transmitting, to said client terminal, said two-dimensional panoramic image and information on a dynamic object residing in a region of an outer object created by said three-dimensional object creation unit.
with respect to an outer side face of said region, while centering around said viewpoint, to create a two-dimension
panoramic image;

a drawing unit for overlaying said two-dimensional panoramic image, information on a dynamic object residing
in a region of an outer object created by said two-dimensional object creation unit, and an image of said avatar;

and

a panoramic image storage unit for storing said two-dimensional panoramic image.

11. The image drawing system according to claim 10, further comprising a resolution conversion unit for converting
a resolution of said two-dimensional panoramic image.

12. The image drawing system according to claim 10, wherein when said avatar moves, said panoramic image cre-
ation unit expands or shrinks said image of said avatar in accordance with a distance from said viewpoint.

13. The image drawing system according to claim 10, wherein when said avatar moves closer to a side face of a
closest vicinity three-dimensional object for said viewpoint, said three-dimensional object creation unit creates a new
closest vicinity three-dimensional object while setting a position in the vicinity of said avatar as a new viewpoint in
response to a request from said client terminal.

the panoramic image creation unit creates new a two-di-
mensional panoramic image corresponding to said new
closest vicinity three-dimensional object and a second
closest vicinity three-dimensional object, wherein said second closest vicinity three-dimensional object is sec-
ond closest to said viewpoint that has been already cre-
ad,

and

the drawing unit redraws two-dimensional panoramic images that have been already created corresponding to
said closest vicinity three-dimensional object and said second closest vicinity three-dimensional object with
said created new two-dimensional panoramic images.

14. An image drawing method that draws an image in a
three-dimensional virtual world configured by a client termi-
nal and a server connected via a network, the method com-
prising the steps of:

providing a viewpoint in the vicinity of an avatar of a user
of said three-dimensional virtual world in said client
terminal and creating a three-dimensional object having
a substantially horizontal concentric polygon or concen-
tric circle as a cross section thereof, wherein said con-
centric polygon or concentric circle is centered around
said viewpoint;

performing a perspective projection of a static object residing
in a region in said three-dimensional virtual world by
dividing said three-dimensional object by borders
thereof, wherein said perspective projection performed for said region with respect to an outer side face of said
region, while centering around said viewpoint, to create a
two-dimensional panoramic image;

overlaying said two-dimensional panoramic image, infor-
mation on a dynamic object residing in a region of an
outer object created by a three-dimensional object cre-
ation unit, and an image of said avatar; and

storing said two-dimensional panoramic image.

15. The image drawing method according to claim 14,
wherein said two-dimensional panoramic image created
based on said three-dimensional object in said closest vicinity
of said viewpoint has a Z value representing a position of said
static object in a depth direction thereof.

16. The image drawing method according to claim 15,
wherein said two-dimensional panoramic image created
based on said three-dimensional object in the closest vicinity
of said viewpoint has data concerning a region in which said
dynamic object cannot enter using said Z value.

17. The image drawing method according to claim 13,
wherein said two-dimensional panoramic image created
based on said three-dimensional object in the closest vicinity
of said viewpoint has action information that said static object
has.

18. The image drawing method according to claim 14,
further comprising the step of expanding or shrinking said
image of said avatar in accordance with a distance from said
viewpoint when said avatar moves.

19. The image drawing method according to claim 14,
further comprising the steps of:

when said avatar moves closer to a side face of a closest
vicinity three-dimensional object for said viewpoint,
creating a new closest vicinity three-dimensional object
while setting a position in the vicinity of said avatar as a
new viewpoint in response to a request from said client
terminal;

creating a new two-dimensional panoramic image corre-
sponding to said new closest vicinity three-dimensional
object and a second closest vicinity three-dimensional
object, wherein said second closest vicinity three-dimensional
object is second closest to said viewpoint that has been already created, and

redrawing two-dimensional panoramic images that have
been already created corresponding to said closest vicinity
three-dimensional object and said second vicinity
three-dimensional object with said created new two-di-
mensional panoramic images.

20. A computer program product tangibly embodying
instructions of a method which when implemented causes a
computer to execute the steps of:

providing a viewpoint in the vicinity of an avatar of a user
of said three-dimensional virtual world in said client
terminal and creating a three-dimensional object having
a substantially horizontal concentric polygon or concen-
tric circle as a cross section thereof, wherein said con-
centric polygon or concentric circle is centered around
said viewpoint;

performing a perspective projection of a static object residing
in a region in said three-dimensional virtual world by
dividing said three-dimensional object by borders
thereof, wherein said perspective projection performed for said region with respect to an outer side face of said
region, while centering around said viewpoint, to create a
two-dimensional panoramic image;

overlaying said two-dimensional panoramic image, infor-
mation on a dynamic object residing in a region of an
outer object created by a three-dimensional object cre-
ation unit, and an image of said avatar; and

storing said two-dimensional panoramic image.