Title: MEMORY SYSTEM SUPPORTING NONVOLATILE PHYSICAL MEMORY

Abstract: A memory system includes nonvolatile physical memory, such as flash memory, that exhibits a wear mechanism asymmetrically associated with write operations. A relatively small cache of volatile memory reduces the number of writes, and wear-leveling memory access methods distribute writes evenly over the nonvolatile memory.
MEMORY SYSTEM SUPPORTING NONVOLATILE PHYSICAL MEMORY

FIELD

[0001] The disclosed embodiments relate generally to memory systems and methods, and
in particular to non-homogeneous memory systems and methods.

BACKGROUND

[0002] Computer program code and data needed for execution of a process on a computer
system typically reside in the computer system’s physical memory. Sometimes referred to as
“primary storage,” “internal memory,” or “main memory,” physical memory is accessible to
the computer’s central processing unit (CPU) without the use of the computer’s input/output
(I/O) channels. Physical memory typically affords very fast access, and is therefore
frequently used to store information that is or is likely to be in active use by the CPU.

[0003] Because physical memory is typically volatile and relatively expensive, many
computer systems utilize secondary storage. This secondary storage is usually accessible to
the CPU via the computer’s I/O channels and is normally used for persistent storage of
relatively large amounts of data. Since the physical memory in many computer systems is
more limited than what would be required to store all the program code and data that a user
may want to access, many computer systems have what is called “virtual memory.”

[0004] In a computer system with virtual memory, some of the program code and/or data
in the physical memory may be removed from physical memory and stored in the secondary
storage, such as the computer’s hard disk, until space becomes available on the physical
memory or until such code or data is needed by the CPU. Because access to the code and
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data in secondary storage is typically slower access than from physical memory, it is desirable to swap code or data in the physical memory that is unlikely to be used soon by the CPU with code or data in the secondary storage.

[0005] Many computer systems employing virtual memory have automatic storage allocation schemes to manage the transfer of code and storage between physical memory and secondary storage. Pages of data and program code are transferred from secondary storage to physical memory as the data and program code is needed by an executing process, and pages of data and program code are evicted from physical memory and written to secondary storage when room is needed in physical memory to store other pages of data and program code. The process of moving pages of data and program code back and forth between physical memory and secondary storage is called by a variety of names, including swapping, paging, and virtual memory management.

[0006] The location in the physical memory where a particular piece of data or code is stored is referred to as the physical address. A logical address or virtual address is a memory location accessed by an application program in a system with virtual memory such that intervening computer hardware and/or software maps the virtual address to physical memory. During the course of execution of the application, the same virtual address may be mapped to many different physical addresses as data and programs are paged out and paged in to other locations. The virtual address (which may also be referred to as the logical address) typically includes a virtual (or logical) page number plus the location within that page, and is typically interpreted or mapped onto a physical memory address by the operating system using an address translation function. If the page is present in physical memory, the address translation function substitutes the physical page frame number for the logical number. If the address translation function detects that the page requested is not present in physical memory,
a fault occurs and the page is read into a physical memory page frame from secondary
storage. This address translation function can be accomplished using a directly indexed table,
commonly referred to as a "page table," which identifies the location of the program's pages
in physical memory. If the page table indicates that a page is not resident in physical
memory, the address translation function issues a page fault to the operating system. This
causes execution of the program which required the page to be suspended until the desired
page can be read from secondary storage and placed in physical memory.

[0007] Portable computing devices typically use a single type of memory device at each
level in their memory hierarchy. Higher levels in the memory hierarchy typically operate at
higher speeds and lower latency than lower levels. For example, portable computers (e.g.,
notebook computers) typically have three or more hierarchical levels of memory, including
cache memory, secondary storage, and physical memory. Cache memory is typically
implemented using Static Random Access Memory (SRAM). Often there are two or more
levels of cache memory. Secondary storage is typically implemented with magnetic disk
storage (often called hard disk storage). Physical memory is typically implemented with
Dynamic Random Access Memory (DRAM). In some portable computers, such as personal
digital assistants (PDAs), the secondary storage is implemented using flash memory instead
of magnetic disk storage.

[0008] DRAM has a near-optimal combination of operational attributes for implementing
physical memory. These attributes include, without limitation, low cost (only magnetic disk
storage has a lower per-bit cost), low read time (the read access time is within an order of
magnitude of that of the highest speed SRAM), low write time that is the same or similar to
the read access time, and essentially unlimited endurance (i.e., the storage cell can be
rewritten an unlimited number of times). Unfortunately, DRAM is volatile, which is to say
that DRAM cannot maintain stored data in the absence of applied power. This means that computers relying upon DRAM for physical memory must maintain applied power even when not in use—a problem of particular significance for battery-powered devices—or require slow boot processes during which information is moved from secondary memory into physical memory. There is therefore a need for memory systems that include nonvolatile physical memory.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0009] The subject matter disclosed is illustrated by way of example, and not by way of limitation, in the figures of the accompanying drawings and in which like reference numerals refer to similar elements and in which:

[0010] Figure 1 depicts a portion of a computer system 100 that employs nonvolatile physical memory in accordance with one embodiment.

[0011] Figure 2 is a flowchart 200 depicting the operation of computer system 100 of Figure 1 in accordance with one embodiment.

[0012] Figure 3 depicts a memory system 300 in accordance with another embodiment, including a memory controller 305, a DRAM cache 310 for instructions and data, DRAM tag and map tables 315, and flash memory 320.

[0013] Figure 4 depicts an addressing scheme that may be used in an embodiment of memory system 300 of Figure 3.

[0014] Figure 5 is a flowchart 500 depicting the operation of the embodiment of memory system 300 of Figure 3 in terms of the addressing scheme of Figure 4.

[0015] Figure 6 is a flowchart 600 illustrating a garbage-collection process implemented by controller 305 of Figure 3 in one embodiment.
[0016] Figure 1 depicts a portion of a computer system 100 that employs nonvolatile physical memory in accordance with one embodiment. Computer system 100 includes a processor or central processing unit (CPU) 102 connected to a memory controller 104 via a system bus 106. Memory controller 104 acts as a bridge between CPU 102 and some physical memory 108. Other terms are often used in the computer industry to describe this type of bridge device, including "north bridge" or "memory controller hub." Memory controllers are often sold as part of a set of devices, commonly referred to as the system "chip set," though memory control functions can also be supported with other functions on a common integrated circuit (IC) device, including the CPU itself, and/or can be distributed among a number of devices.

[0017] Memory controller 104 is connected to a physical memory 108 via a communication channel 110 and to an IO controller 112 via system bus 106, though the memory and IO controllers may connect to different buses in other embodiments. IO controller 112 interfaces to peripheral devices, including e.g. a hard disk drive 114. Disk drive 114 serves as secondary storage in the present example. System bus 106 and channel 110 may include one or more signal lines, such as, for example signal lines to carry address, data, control, strobe, or clock signals. These details are readily understood by those of skill in the art, and are omitted here for brevity.

[0018] Memory controller 104 may translate physical addresses P from CPU 102 to an addressing scheme suitable for physical memory 108. Such translation allows memory controller 104 to support different physical-memory configurations. In the instant example, however, physical addresses P from CPU 102 are assumed to be suitable for use with
physical memory 108 without translation. Memory controller 104 additionally includes a pair of registers NxtFP and NxtEU, the purposes of which are detailed below.

[0019] Physical memory 108 includes volatile and nonvolatile portions 116 and 118, DRAM and flash memory in this embodiment. Volatile and nonvolatile portions 116 and 118 each store data in terms of “access units,” which may be defined as the smallest memory areas handled as a single chunk of data. In the instant example, volatile memory 116 supports volatile access units that store two-kilobyte pages, and nonvolatile memory 118 supports nonvolatile access units that store pages of the same size. The volatile and nonvolatile access units may be sized differently in other embodiments.

[0020] Reads and writes to nonvolatile memory 118 may be performed one access unit at a time, in a random-access fashion, but erasures are carried out on collections of access units. Flash memory 118 is therefore divided into erase units 130, sometimes called “erase blocks,” each of which is divided into nonvolatile access units 132. Each nonvolatile access unit 132 within an erased erase unit 130 can be written to or read from. Once written to, however, a nonvolatile access unit 132 cannot be written to again until the entire erase unit 130 is erased.

[0021] DRAM 116, at the direction of memory controller 104, provides a cache 120 for instructions and data and tag and dirty tables 124. CPU 102 employs tables 124 to keep track of which virtual pages reside in physical memory 108 and whether those pages have been written to without the changes having yet been saved to a lower level in the memory hierarchy (i.e., are dirty). Virtual-to-physical and physical-to-virtual address translation tables (not shown) may be held in secondary memory, and may be moved to physical memory by paging software (also not shown) executing on CPU 102. These and other details that relate to the use of virtual memory are well understood by those of skill in the art, and are therefore omitted for brevity.
Controller 104 tracks dirty pages in DRAM 116, which are those pages that include changes not reflected in corresponding memory locations within flash memory 118. In accordance with the depicted embodiment, controller 104 also uses DRAM 116 to store maps 126 and 127 of physical-to-flash (P->F) and flash-to-physical (F->P) address translations identifying where data and instructions in cache 120 have corresponding pages in flash memory 118 and *vice versa*, and to store a valid table 128 identifying which pages in flash memory 118 include valid data. Flash memory 118 will typically include considerably more address locations than will DRAM 116. For example, volatile portion 116 may include eight 256Mb DRAM ICs and nonvolatile portion 118 may include ten 2Gb flash memory ICs in one embodiment.

In the example of Figure 1, CPU 102 accesses (reads or writes) cache lines of e.g. sixty-four bytes from DRAM 116 via controller 104. Memory controller 104 fills volatile memory 116 in volatile access units (e.g. DRAM pages) and fills nonvolatile memory 118 in nonvolatile access units (e.g. Flash pages) of the same size as the volatile access units. With reference to the key in the lower center of Figure 1, access units 132 can be erased or can contain information that is either valid or invalid. These distinctions are described below.

Figure 2 is a flowchart 200 depicting the operation of portions of computer system 100 of Figure 1 in accordance with one embodiment. The process begins when CPU 102 presents a physical cache line address to memory controller 104 as part of the process of requesting access to a page (step 205). Memory controller 104 determines whether the requested page is in DRAM cache 120 (decision 215). If so, and if the access request is to read data (decision 220), then memory controller 104 reads the requested line from cache 120 and presents the resulting information to CPU 102 via system bus 106 (step 225). If the information is in cache 120 and the access request is to write data, then memory controller
104 writes data from CPU 102 into the addressed line of cache 120 (step 230) and sets the dirty bit associated with the written page address in cache 120 (step 235). The dirty bit marks the fact that the page in cache 120 has been changed, and so cannot be flushed from cache 120 or overwritten unless the modified page is copied to a lower level in the memory hierarchy. Decision 215 relies upon entries in tables 124 that indicate which pages, by physical page address, reside in cache 120.

Returning to decision 215, if the requested page is not in cache 120, then memory controller 104 copies the requested page from flash memory 118 into cache 120 in preparation for the requested memory access. To do this, memory controller 104, using the contents of map 126, translates the requested physical address P into the corresponding flash address F (step 240). Before copying the selected flash page into the DRAM cache, memory controller 104 determines whether the page to be overwritten in cache 120 (the target page) represents a "dirty" page by referencing tables 124 in DRAM 116 that memory controller 104 maintains for this purpose.

If that target page is not dirty, per decision 245, then the contents of the requested page is loaded from flash memory 118 into the clean page in cache 120 (step 247). If the target page is dirty, however, before loading the requested page from flash memory 118 to cache 120, memory controller 104 copies the target page to flash memory 118 to retain whatever changes were made to the target page since the target page was loaded from flash memory 118. Memory controller 104 (1) loads the dirty target page from cache 120 into an address in flash memory 118 identified as the next flash page by register NxtFP (step 250), (2) marks the prior flash address associated with the dirty page as invalid in table 128 (step 255), and (3) changes the physical-to-flash mapping associated with the dirty page so that subsequent requests for the newly saved page will access the updated flash page (step 260).
With the contents of the target page in cache 120 thus preserved, the contents of the requested page is loaded from flash memory 118 into the formerly dirty page in cache 120 and the corresponding dirty bit in table 124 is reset (step 265). The next-flash page address NxtFP is then changed to point to an erased page 132 in flash memory 118 in preparation for the next write to flash memory (step 270). The process then returns to decision 220 for completion of the memory access.

[0027] Some embodiments favor overwrites to clean pages over dirty ones to reduce the overhead and lifespan reduction associated with a write. Using a multi-set DRAM cache, for example, the selection of a page to overwrite could factor in the clean or dirty state of the target page. The process might also take other factors into account when selecting a target page. Some embodiments, for example, favor writes to the least-recently used clean location.

[0028] The number of flash pages (e.g., access units 132 of Figure 1) marked as invalid will increase over time. A garbage collection process may therefore be performed from time to time to recover invalid pages for subsequent use. In one embodiment, register NxtEU may be implemented as a simple counter that identifies the address of the next one of erase blocks 130. When the number of erased memory pages drops below a threshold, for example, memory controller 104 may copy each of the valid pages in the next erase block into available erased flash pages before erasing the erase block and changing the contents of register NxtEB to point to the next candidate for an erase operation. In some embodiments memory controller 104 maintains a table in physical memory 108 that keeps track of the number of invalid pages in each erase block 130. When the number of erased pages falls below some threshold, an erase block with many or the most invalid pages may be erased.

[0029] Figure 3 depicts a memory system 300 in accordance with another embodiment, including a memory controller 305, volatile DRAM memory 307, and nonvolatile flash
memory 320. Flash memory 320 is divided up into groups of nonvolatile access units (pages) 340 and erase units 345. Volatile memory 307 includes a DRAM cache 310 and DRAM tag and map tables 315. Cache 310 stored instructions and data for the CPU (not shown), and may be similar to cache 120 of Figure 1. Tag and map tables 315, in this embodiment, includes:

1. a tag/dirty/valid table 325 that identifies which physical address locations in cache 310 include pages of valid information, and which of those represents dirty pages;

2. a mapPF table 330 that memory controller 305 may use to maintain a mapping between physical addresses and flash addresses for pages 340; and

3. a MapFP/ValidF table 335 that memory controller 305 may use to maintain a mapping between flash addresses and physical addresses and to identify valid and invalid page entries in flash memory 320.

Memory controller 305 includes two registers that keep track of the amount of available erased pages in flash memory 320: a head register HeadF contains the address of the next empty one of flash pages 340 to receive data writes, and a tail register TailF contains the address of the one of erase units 345 storing the eldest data. The erase unit with the eldest data is likely to be among the erase units with the highest number of invalid page entries. Erasing the erase unit with the eldest data is therefore likely to free up a relatively large number of nonvolatile access units for future writes. Memory controller 305 communicates with the other components of memory system 300 over a number of ports, descriptions of some of those ports are provided below in connection with Figures 4-6.

Figure 4 depicts an addressing scheme that may be used in an embodiment of memory system 300 of Figure 3. Figure 5 is a flowchart 500 depicting the operation of that
embodiment in terms of the addressing scheme of Figure 4. On the software side of Figure 4, the CPU expresses 36b (thirty-six bit) virtual byte addresses 405, each including a 25b page address and an 11b page offset. The CPU converts virtual byte addresses 405 to 31b physical byte addresses 410 using address translation tables maintained in a translation look-aside buffer (TLB) translation table (not shown) within the CPU. The TLB is a type of cache that holds copies of the virtual-to-physical translations for the most recently used pages. The specified numbers of bits for the various fields are exemplary and not limiting, as will be readily understood by those of skill in the art.

[0032] In the example of Figure 4, each physical byte address P 410 includes a 20b physical page address and an 11b page offset. The page address is divided into a 3b field PH and a 17b field PM. The page offset contains a 5b field PL for specifying a 64 byte line in the page. In this example, it is assumed that a read or write memory access transfers a 64 byte line. The CPU and translation table are omitted from Figure 3, but examples are discussed above in connection with Figure 1.

[0033] In one embodiment, the twenty-five most significant bits of physical byte address P 410 represent a physical line address (PH:PM:PL), which may be logically divided into the three most-significant bits PH, the middle seventeen bits PM, and the least-significant five bits PL. The tag portion of tables 325 includes columns of three-bit tags (aligned to the PH field) each associated with a 17-bit physical tag address (aligned to the PM field). Flash byte addresses 425 are expressed as a 21b flash page address and an 11b page offset. The flash page address is divided into a 15b field FH and a 5b field FM.

[0034] Flowchart 500 of Figure 5 outlines how memory controller 305 of Figure 3 may perform read and write accesses for pages located in physical memory. As in the prior example of Figure 1, the physical memory in system 300 of Figure 3 includes DRAM and
flash memory. The process of Figure 5 commences when memory controller 305 attempts to access a physical memory location specified by a physical byte address P 410 (step 505). At decision 510, memory controller 305 examines the contents of tables 325 to determine whether the requested address is in DRAM cache 310. To do this, memory controller 305 accesses the tag memory at the address location identified by the middle bits PM of physical byte address 410. A match between the three most significant bits PH of physical byte address 410 and the three-bit tag of the selected tag address in tag memory indicates a cache hit.

[0035] In the case of a cache hit, memory controller 305 either reads from or writes to the location in DRAM cache 310 identified by the mid- and low-order bit fields PM:PL of physical byte address 410 (decision 515). For a read, memory controller 305 causes DRAM cache 310 to present the contents of the addressed cache line on data signals DQ (step 520) and sends the read data to the CPU. For a write, memory controller 305 causes DRAM cache 310 to accept data provided from the CPU onto data signals DQ into the addressed cache line (step 525). Memory controller 305 then alters the contents of tables 325 to mark the altered page in cache 310 as dirty (step 530).

[0036] In the case of a cache miss, memory controller 305 will move the requested page from flash memory 320 into an address location in DRAM cache 310. This "target" address location in cache 310 will typically be the least-recently used (accessed) page. Memory controller 305 considers tables 325 to determine whether the target page is dirty (decision 535). If the target page is clean, an identical copy of the target page resides in flash memory 345; if dirty, then the corresponding copy in flash memory 345 is stale, so the dirty page is written to flash memory 345 to preserve the information in the target page.
If controller 305 determines that the target page is dirty, then the target page at
DRAM cache address PM is loaded into flash memory 345 at the address of the erased page
specified by register HeadF (step 555). Table 330 is then updated to reflect the new physical-
to-flash mapping between the target page in cache 310 and the flash-head address HeadF
(step 560) using the PH:PM fields of the physical address. The flash page address formerly
associated with the target page in cache 310 is marked invalid in tables 335 (step 565) using
the PH:PM fields of the physical address. The flash head page address HeadF is loaded into
table 330 to update the flash-to-physical mapping for the target page (step 570) using the
PH//PM fields of the physical address, and address HeadF is marked as valid (step 571).
Controller 305 then increments head address HeadF (step 575). The process then moves to
step 540.

For clean target pages, memory controller 305, using physical-to-flash mapping
tables 330, converts the requested physical page address PH:PM into a flash page address
FH:FM and loads the contents of that flash page into the target page location PM in cache
310 (step 540). The tag location at PM is loaded with the upper physical address field PH
(step 545), and the dirty location at PM is cleared to zero (step 580). The process then moves
to decision 515 and the requested memory access, either a read or a write, is completed.

The process of flowchart 500 is repeated for each access to physical memory.
Each cache miss to a dirty page produces an invalid page 340 in a page in flash memory 345.
If allowed to accumulate, the invalid page entries would prevent memory controller 305 from
writing new pages into flash memory 320. Memory controller 305 therefore supports a
garbage-collection process that recycles invalid pages.

Figure 6 is a flowchart 600 illustrating a garbage-collection process which may be
implemented by controller 305 of Figure 3 in one embodiment. If the difference between the
head address HeadF and the tail address TailF exceeds some threshold, indicating that flash memory 345 is running low on erased pages, controller 305 begins a garbage collection process (decision 605). Controller 305 then checks tables 335 to determine whether the current tail page contains valid data (decision 610).

If the tail page contains valid information, the contents of flash memory 345 at address TailF is loaded into address HeadF (step 615) and the flash-to-physical and physical-to-flash mappings in tables 335 and 330 are updated accordingly (steps 620 and 625). Controller 305 then accesses tables 335 to set the valid bit associated with the head address (step 630) and to reset the valid bit associated with the tail address (step 635). The head pointer is then updated by incrementing register HeadF (step 640). Per decision 650, if bits of field FM of TailF are all logic ones, then the tail address corresponds to the last page entry in the selected erase unit. If so, then the erase unit specified by address TailF[FH] is erased (step 660), the tail pointer is incremented to the first page address in the next erase block (step 665), and the process returns to decision 605. If bits of field FM are not all logic ones, then the tail pointer is incremented (step 655) and the process returns to decision 610. There is no reason to save the contents of invalid flash pages, so memory controller skips from decision 610 to decision 650 when it encounters an invalid page.

The embodiment of Figure 3 uses a single data structure comprised of a contiguous group of valid and invalid page entries snaking through flash memory 345 to distribute write operations relatively evenly across the flash memory, and to consequently prolong the service life of the flash memory 320. The concept of distributing writes across nonvolatile media is known as "wear leveling," and has been applied to hard drives and solid-state disks that employ flash memory. The system of Figure 3 differs from previous applications in that the remapping of physical to flash addresses is being performed across
two of more flash devices by an external controller, and the mapping is a completely arbitrary one (any physical address may be mapped to any flash address without limit). This permits every flash address to be written and erased an equal number of times, maximizing the endurance of the whole flash system.

[0043] Some embodiments can use more than one data structure and/or different kinds of structures. For example, two data structures can work their way through flash memory simultaneously, one for read-only or read-mostly pages and the other for write-often pages. The write-often data structure would be smaller and faster moving, and could jump through and around the other data structure.

[0044] In the above-described examples the access units in physical memory are of the same size as the pages addressed by the CPUs. In other embodiments the life of the nonvolatile memory can be extended by reducing the size of the access units relative to the pages addressed by the CPU. The use of relatively smaller nonvolatile access units reduces the speed at which erase units are filled, and consequently reduces the frequency of erase operations. The tables employed to map requested physical addresses to the relatively small nonvolatile access units would be more complex than in the foregoing embodiments, but the operation of such a memory system would be conceptually similar. The resulting larger tables could be stored in flash memory and cached in DRAM. Increasing the amount of flash memory for implementing a given quantity of physical memory similarly extends the life expectancy of the flash memory.

[0045] In some embodiments the memory controller can support error detection and correction for memory reads. In detecting errors, such embodiments can identify defective flash pages and substitute defective flash pages with spare pages reserved for this purpose. A
table distinguishing good and bad flash pages can be maintained in e.g. flash memory for this purpose.

[0046] Flash memory devices are rated based upon a number of performance criteria, including read, write, and erase times, a maximum number of write cycles (endurance count), and the minimum time the memory can be expected to retain stored data (retention time). Flash memory used in the foregoing embodiments might be adapted to favor access times and/or write-cycle endurance over data retention. Depending upon the optimization, the flash memory might require periodic refreshing (e.g., each flash access unit is written to at least once a month), a process that could be supported by the flash device or in an associated memory controller.

[0047] An output of a process for designing an integrated circuit, or a portion of an integrated circuit, comprising one or more of the circuits described herein may be a computer-readable medium such as, for example, a magnetic tape or an optical or magnetic disk. The computer-readable medium may be encoded with data structures or other information describing circuitry that may be physically instantiated as an integrated circuit or portion of an integrated circuit. Although various formats may be used for such encoding, these data structures are commonly written in Caltech Intermediate Format (CIF), Calma GDS II Stream Format (GDSII), or Electronic Design Interchange Format (EDIF). Those of skill in the art of integrated circuit design can develop such data structures from schematic diagrams of the type detailed above and the corresponding descriptions and encode the data structures on computer readable medium. Those of skill in the art of integrated circuit fabrication can use such encoded data to fabricate integrated circuits comprising one or more of the circuits described herein.
While the present invention has been described in connection with specific embodiments, variations of these embodiments will be obvious to those of ordinary skill in the art. For example:

1. The examples provided above employ a direct-map DRAM cache, but other embodiments can employ different cache management schemes (e.g., an N-way associative cache management scheme) for improved performance.

2. The volatile memory can be implemented using technologies other than DRAM.

3. The nonvolatile memory can be implemented using technologies other than flash memory. In general, the memory access methods and circuits are particularly important for memory systems with nonvolatile physical memory that suffers a wear mechanism asymmetrically associated with write operations, but may be employed in other systems as well.

4. The memory controller, two or more of the RAM, the CPU, the memory, and a graphics controller can be instantiated together on the same integrated circuit device or on various combinations of devices.

5. The flowcharts described above are intended to convey an operational sense of some embodiments; in practice, the process flow need not proceed as specified.

Moreover, some components are shown directly connected to one another while others are shown connected via intermediate components. In each instance the method of interconnection, or "coupling," establishes some desired electrical communication between two or more circuit nodes, or terminals. Such coupling may often be accomplished using a number of circuit configurations, as will be understood by those of skill in the art. Therefore,
the spirit and scope of the appended claims should not be limited to the foregoing description. Only those claims specifically reciting "means for" or "step for" should be construed in the manner required under the sixth paragraph of 35 U.S.C. §112.
CLAIMS

What is claimed is:

1. A memory system:
   a. nonvolatile memory having a plurality of erase units, each erase unit including a plurality of nonvolatile access units, each nonvolatile access unit specified by a respective nonvolatile-access-unit address;
   b. random-access memory (RAM) having a plurality of volatile access units, each volatile access unit specified by a respective volatile-access-unit address, the RAM to store an address translation table to map volatile-access-unit addresses to nonvolatile-access-unit addresses; and
   c. a memory controller having a first data bus coupled to the nonvolatile memory, a second data bus coupled to the RAM, and a next-access-unit register to store the nonvolatile-access-unit address of a next one of the nonvolatile access units to receive write data.

2. The memory system of claim 1, wherein the memory controller includes an erase-unit register to store a block address of a next one of the erase units to erase.

3. The memory system of claim 1, the RAM to further store a second address translation table mapping nonvolatile-access-unit addresses to volatile-access-unit addresses.

4. The memory system of claim 1, further comprising a processor coupled to the memory controller via a system bus.
5. The memory system of claim 4, wherein the processor requests instructions and data from the memory controller, and wherein the instructions and data are stored in the RAM and the nonvolatile memory.

6. The memory system of claim 5, wherein the RAM caches the instructions and data stored in the nonvolatile memory.

7. The memory system of claim 5, wherein the processor addresses pages that are sized differently than the nonvolatile access units.

8. The memory system of claim 5, wherein the process addresses pages that are larger than the nonvolatile access units.

9. The memory system of claim 1, wherein at least one of the nonvolatile memory and the RAM further store table entries that identify ones of the nonvolatile access units that include valid data and others of the nonvolatile access units that include invalid data.

10. The memory system of claim 1, wherein the memory controller alters the contents of the next-access unit register after writing data from one of the volatile access units of the RAM to one of the nonvolatile access units in the nonvolatile memory.

11. The memory system of claim 1, wherein the memory controller includes an erase-unit register to store a block address of a next one of the erase units to erase, and wherein the memory controller is alters the contents of the erase-unit register after erasing a specified erase unit.
12. A memory-access method for a memory system with physical memory that includes a plurality of volatile-storage locations addressed by a corresponding plurality of volatile-storage addresses and a plurality of nonvolatile storage locations addressed by a corresponding plurality of nonvolatile-storage addresses, each of the nonvolatile storage locations storing an information unit, the method comprising:
   a. copying the information unit from one of the nonvolatile storage locations into one of the volatile storage locations; and
   b. saving a mapping associating the volatile-storage address for the one volatile storage location to the nonvolatile-storage address for the one nonvolatile storage location.

13. The method of claim 12, further comprising receiving a write access request for the information unit and writing a modified information unit to the one volatile storage location in response to the request.

14. The method of claim 13, further comprising receiving a second access request for a second one of the information units in a second nonvolatile storage location and, responsive to the second access request, copying the second information unit to the one of the volatile storage locations.

15. The method of claim 14, wherein copying the second information unit to the one of the volatile storage locations includes saving the modified information unit to a previously empty nonvolatile storage location.

16. The method of claim 15, further comprising changing the mapping to associate the
volatile-storage address for the one volatile storage location to the previously empty nonvolatile storage location.

17. The method of claim 12, wherein the physical memory further includes a plurality of empty nonvolatile storage locations, the method further comprising erasing some of the information units.

18. The method of claim 17, wherein the erasing occurs when the number of empty nonvolatile storage locations is below a threshold.

19. The method of claim 17, further comprising copying a subset of the information units to be erased to corresponding empty nonvolatile storage locations prior to erasing the information units.

20. The method of claim 19, wherein the subset of the information units to be erased contains valid information units.

21. A system comprising:

a. a memory controller to receive a physical address;

b. memory, coupled to the memory controller, to store an address mapping table accessible by the memory controller; and

c. a plurality of nonvolatile memory ICs coupled to the memory controller, each of the nonvolatile memory ICs having a plurality of nonvolatile access units identified by a respective nonvolatile address;

d. wherein the memory controller uses the mapping table to convert the physical address to one of the nonvolatile addresses.
22. The system of claim 21, further comprising a processor coupled to the memory controller to issue an access request to the memory controller specifying the physical address.

23. The system of claim 21, wherein the memory is instantiated in a memory IC separate from the memory controller.

24. The system of claim 21, further comprising a DRAM IC to cache information stored in the nonvolatile memory ICs.

25. The system of claim 21, wherein the DRAM IC includes the memory that stores the address mapping table.

26. A computer-readable medium having stored thereon a data structure defining a memory controller adapted to access a physical memory that includes a plurality of volatile-storage locations addressed by a corresponding plurality of volatile-storage addresses and a plurality of nonvolatile storage locations addressed by a corresponding plurality of nonvolatile-storage addresses, each of the nonvolatile storage locations storing an information unit, the data structure comprising data representing a next-access-unit register to store the nonvolatile-access-unit address of a next one of the nonvolatile access units to receive write data.

27. A memory system comprising:
   a. physical memory that includes a plurality of volatile-storage locations addressed by a corresponding plurality of volatile-storage addresses and a plurality of nonvolatile storage locations addressed by a corresponding plurality of
nonvolatile-storage addresses, each of the nonvolatile storage locations storing an
information unit;

b. means for copying the information unit from one of the nonvolatile storage
locations into one of the volatile storage locations; and

c. means for saving a mapping associating the volatile-storage address for the one
volatile storage location to the nonvolatile-storage address for the one nonvolatile
storage location.

28. A memory system comprising:

a. a first nonvolatile memory IC having a first plurality of nonvolatile access units
   addressed by respective ones of a first plurality of addresses; and

b. a second nonvolatile memory IC having a second plurality of nonvolatile access
   units addressed by respective ones of a second plurality of addresses;

c. wherein the first nonvolatile memory IC is to store an address table mapping
   physical addresses to ones of the second plurality of addresses.

29. The memory system of claim 28, further comprising a volatile cache memory to cache
the address table in the first nonvolatile memory IC.
Processor Requests Physical Address P 205

DRAM Cache? 215

Y → Load Flash to DRAM 247

N → Translate P->F 240

Dirty Target Cache Page? 245

Y → Load Dirty Page to Next Flash 250

N → Mark Old Flash Page Invalid 255

Read? 220

Y → Read From DRAM Page 225

N → Write to DRAM Page 230

Change Map P->F for Dirty Page 260

Set Dirty Bit for DRAM Page 235

Load Flash to DRAM & Reset Dirty Bit 265

Change Next Flash 270

Fig. 2
Fig. 4
MC to Access Physical Address P 505

Access Complete

DRAM[PM.PL] -> DQ 520

1 -> Dirty[PM] 530

Y

Read? 515

N

DQ -> DRAM[PM.PL] 525

Tag[PM] = PH? 510

Y = HIT

N = MISS

Dirty[PM] = 1? 535

Y = DIRTY

N = CLEAN

Flash[MapPF[PH:PM]] -> DRAM[PM] 540

PH -> Tag[PM] 545

0 -> Dirty[PM] 580

DRAM[PM] -> FLASH[HeadF] 555

560 PH:PM -> MapFP[HeadF]

565 0 -> ValidF[MapPF[PH:PM]]

HeadF -> MapPF[PH:PM] 570

1 -> ValidF[HeadF] 571

1 + HeadF -> HeadF 575

Fig. 5
Fig. 6