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DYNAMIC NETWORK MANAGEMENT

TECHNICAL FIELD

The present invention relates in general to devices, systems and methods for
communication network management, and in particular to devices, systems

and methods for decentralized management of dynamic networks.

BACKGROUND

Centralised network management has well-known drawbacks. It presents
poor scalability regarding management traffic, processing load on the

management station, and execution times. Furthermore, a centralised

- network management approach is not easily implemented in a mobile,

wireless environment, where domains are composed dynamically.

Decentralized management approaches in distributed network management
system have been presented, e.g. based on the pattern-based management
paradigm, see e.g. [1]-[4]. Graph traversal algorithms are used to control and
coordinate the processing and aggregation of management information inside
the network. From the perspective of a network manager, the algorithm
provides the means to ‘diffuse’ or spread the computational process over a
large set of nodes. A key feature of the approach is its ability to separate this
mechanism of diffusion and aggregation from the control of the actual
management operation. The paradigm achieves this through the
development of two important concepts: the navigation pattern and the
aggregator. The former represents the generic graph traversal algorithms
that implement decentralized control, while the latter implements the
computations required realising the task. A navigation pattern controls the
flow of execution of a distributed management operation. It is described by
an asynchronous network algorithm, which can be analysed for its

complexity and scalability properties.
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The main benefits of pattern-based management are that it separates the
control of the task from its flow control, it enables building scalable
management systems, and it facilitates management in dynamic

environments.

So far pattern-based management work has assumed fixed, wired networks
with static links between nodes in the network. This implies that a node
knows what neighbours it has and hence on what links to distribute a
pattern and on what links to expect a reply to return. Furthermore, this
static environment is highly reliable, almost no packets are lost, nodes
almost never die or disconnects, and there is no mobility in the network.
Hence, the patterns developed so far have assumed an error-free
environment. Some modifications were proposed to an echo pattern to allow
it not to be caught in a deadlock if a node or link failed during a pattern
being issued. They propose two different robust versions of the echo pattern.
The skip-echo pattern works as a normal echo algorithm except that if the
node notices that one of its neighbours goes down, it removes that node from
the node list from whom it expects answers to come in. The wait-echo
pattern will in addition to the skip-echo pattern accept input from a node
previously registered as inactive if the node returns to active state before the
pattern has completed its task in the neighbouring node. A third option is to
set a timer in each node, and the pattern will wait for input from its
neighbours until the timer expires. However, this work also assumes a wired,

static network.

A mobile and wireless network, on the other hand, assumes a highly
dynamic environment, with nodes and networks moving around, networks
composing and decomposing ad-hoc, choosing between multiple access
technologies, fixed as well as wireless, depending on current requirements
and availability. This environment imposes many new requirements on the

patterns to be used in order for them to be useable in such an environment.

SUMMARY
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Mobile networks assume a highly dynamic environment, with nodes and
networks moving around, networks composing and decomposing ad-hoc,
choosing between multiple access technologies, fixed as well as wireless,
depending on current requirements and availability. A general problem with
network management according to prior art is that it is not very well adapted

to network requirements for mobile and wireless network environments.

An object of the present invention is to provide methods, devices and
systems for network management in wireless communication networks.
Another object of the present invention is to provide methods, devices and
systems for network management in communication networks supporting
mobility. A further object of the present invention is to improve robustness of

network management in dynamic communication networks.

The objects mentioned above are achieved by methods, devices and systems
according to the enclosed patent claims. In general words, the present
invention enables pattern-based network management to be used in
wireless, mobile networks, with a high degree of dynamicity. An explorer
message is successively propagated over a dynamic network. In connection
with such propagation, any operating links of the network are identified.
This identification is preferably based on that the nodes receiving the
explorer message will acknowledge the receipt back to the sending node. The
sending node may thereby identify which nodes that are reachable at the
moment. The receiving nodes will reply to the explorer message and
successively return the replies to the original node. A node that already has
received a copy of the explorer message from another node does not have to
reply to this copy of the explorer message. The replies are compiled at the
original node. The replies received at the original node may, however, be
partially compiled by other nodes during the aggregation phase. In one
embodiment, the compilation of the replies will form a basis for network
management operations. In another embodiment, the content of the explorer

message itself will form a basis for network management operations in at
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least one of the receiving nodes, i.e. information carried by the explorer
message can cause network management operations to be performed, and

the replies then preferably contains information about results of such

“operations. Preferably, a node will retain a copy of all potential nodes it

receives an explorer message from for a predefined time interval in order for
the node to send the reply message over an alternative link if the primary

link no longer is operating.

In a preferred embodiment, “keep-alive” messages are sent and
acknowledged at regular intervals between any two nodes in order to allow
the nodes to know whether the link still is valid. Furthermore, if the link fails

while an explorer message is being executed the parent node will realise this

~when keep-alive messages stop appearing from the child node, while the

child node might not realise this until it tries to send the reply message to its
parent node, and the child node will preferably try to search for alternative
paths.

The present invention is not dependent on a specific pattern. Instead the
basic ideas of the present invention can be used by any pattern being

developed for use within a communication network environment.

An advantage with the present invention is that the advantages by
implementing decentralised network management are made available also in

wireless and mobile communications networks in a robust manner.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention, together with further objects and advantages thereof, may best
be understood by making reference to the following description taken together
with the accompanying drawings, in which:

FIG. 1 is a schematic drawing of an embodiment of a wireless

communication network having a high degree of mobility;
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FIG. 2 is a message flow diagram illustrating timing of messages sent
according to an embodiment of a method according to the present invention;

FIGS. 3A-C are message flow diagrams illustrating timing of messages
sent in different situations according to an embodiment of a method according
to the present invention;

FIG. 4 is a schematic drawing of an embodiment of a wireless
communication network according to the present invention in case of a broken
link;

FIG. 5 is a schematic drawing of another embodiment of a wireless
communication network according to the present invention in case of a broken
link;

FIG. 6 is a schematic drawing of an embodiment of a wireless
communication network according to the present invention in case of a broken
link, where no alternative parent nodes are directly available;

FIG. 7 is a flow diagram of main steps of an embodiment of a method
according to the present invention; and -

FIG. 8 is a block diagram of relevant main parts of an embodiment of a

device according to the present invention.
DETAILED DESCRIPTION

The present invention provides fundamental enhancements to pattern-based
network management in order for them to be possible to be used in a
wireless mobile environment where nodes, links and networks connect and

disconnect in an unpredictable way.

Fig. 1 illustrates a schematic wireless mobile communications network 1,
comprising a number of nodes 10, 10A-G. At each instant the nodes 10,
10A-G are directly or indirectly connected to each other by operating links
20, 20A-C. However, since the links 20, 20A-C are wireless links, and the
network nodes 10, 10A-G are generally mobile, the situation can change
from one time to another. Up to now, very little work has focused on

researching and designing decentralized management procedures that will
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be used in a wireless environment, where a node might not know what other
nodes are within transmission range of it. Also, the operating links may
suffer from high bit, frame or link-error rates. Furthermore, such dynamical
networks have to be configured to allow high mobility both within and

between networks.

A few examples of possible scenarios will be described in connection with
Fig. 1. Nodes 10A and 10B are originally connected by an operating link 20A.
In a scenario where node 10A initiates a network management operation,
messages will be transferred on the operating link 20A, viewing node 10A as
a "parent node" and node 10B as a "child node". If the link 20A for some
reasons becomes unavailable, the network situation will be changed. The
"child node" 10B will now be a child node only with respect to node 10C and
consequently a "grandchild node" to node 10A. Nevertheless, if such a link
failure occurs during the network management process, any message

between nodes 10A and 10B has to be re-routed via node 10C.

In another scenario, node 10D may communicate with node 10A via node
10E. However, if a new operating link 20B is created between node 10D and
node 10B, any communication between node 10A and 10D can then be
performed either via node 10E as before, or via node 10B using the new link
20B. Nodes 10A and 10D thus have to manage to realise that messages

concerning one and the same task may be received on different links.

In yet another scenario, node 10A communicates with node 10G via node
10F. A link 20C fails, which temporarily isolates nodes 10F and 10G.
However, eventually, the "island" of node 10F and 10G moves, indicated by
the arrow 25, and reconnects to the network at the position indicated by 24.
The communication between node 10A and 10G can then be resumed,

however, now on a completely different set of links.

As has been shown in prior art, pattern-based network management brings a

promising concept of performing decentralised network management by
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decoupling the actual control from the distribution of the control messages.
Pattern-based management has a strong potential for providing near-real-
time connectivity information, e.g. flow performance or traffic statistics, in
the context of dynamic network composition of mobile networks. However, in
order to apply4 its concepts in scenarios as presented above, it is necessary to
provide means to at least allow a distributed management system to
dynamically adapt to accommodate changes in network composition, e.g. the
connectivity among network domains and network nodes. Furthermore, the
patterns should be made robust to be executable during topology changes
and connectivity failures. The present invention therefore aims to provide
means for realisation of effective network management in the context of

decentralised management.

The present invention mainly concerns three of the main different
characteristics between fixed, wired networks and mobile, wireless networks.
These characteristics impose new requirements on the patterns to be used.
The patterns must be robust, they must be able to cope with a wireless
environment, and they must work efficiently in a mobile environment where

nodes and networks move around.

In order to visualise the inventive ideas, an echo-type pattern is going to be
used in the present disclosure. However, the ideas of the present invention
can be applied also to other patterns to be used in a wireless, mobile
environment. Non-exclusive examples of other patterns that can be used are
the progressive wave pattern and the stationary wave pattern. They can be
used to update Internet routing protocols and interactions between péer

nodes in peer-to-peer networks, respectively.

A basic echo-pattern is characterised by a two-phase operation. First, an
expansion phase occurs, where a flow of explorer messages (control
messages) emanates from an original node initiating network management.
Nodes, upon receiving an explorer message for the first time, send copies

along all direct links, possibly except for the link where the explorer came
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from, and then perform a local network management operation, specified in
the explorer message. Such a local network management operation can be of
differing complexity and may even be as simple as reading out some
parameters. An explorer message that arrives at an already visited node
triggers the generation of a reply message, which is sent back to the node
where the explorer message came from. This reply message informs the
sending node about that the explorer message already was received from

another node.

The second phase of the echo pattern is a contraction phase, where a node
waits until it has received a reply message for each explorer message it has
sent out. It then aggregates the results from its own network management
operation and those contained in the received reply messages and, finally, it

propagates a replj message with the resultf of that aggregation back.

The echo time complexity increases linearly with the network diameter,
which results in fast execution times in networks with a connectivity
distribution that follows the power law (such as the Internet). Its traffic
complexity grows linearly with the number of network links and the
management traffic produced by executing this pattern is distributed evenly

across all links, without causing hot spots, where congestion can occur.

The wireless environment, especially in combination with mobility, brings a
new set of requirements that patterns being used in such an environment
must cope with. One of the most obvious differences compared to a fixed
network is that a node does not necessarily know what neighbours it has
within transmission range. This means that a node upon receipt of a pattern
message cannot choose to forward this message on all of its active links, the
node must first find out what other nodes are within transmission range of
it, and potentially which of these nodes might be relevant to forward the

message to.
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One way of doing this is for the node to first broadcast a request message for
neighbours to answer to find out which nodes are within transmission range
and are active. When these nodes reply, the transmitting node knows who
are within transmission range. This is done by allowing the receiving node to
acknowledge the receipt of the request message. In this way the transmitting
node knows who to send the explorer message to, and the actual explorer
message is subsequently transmitted to these nodes. However, a
disadvantage with this approach is that there has to be a certain time-out
time in which the replies are collected, which slows the process down

considerably.

Instead, according to the present invention, the transmitting node can
transmit the explorer message without prior knowledge of what other nodes
are within transmission range. The nodes being able to receive the explorer
message, acknowledge such a receipt. The original node registers- those
nodes that acknowledge the explorer message as nodes having valid links,
from which the transmitting node may expect answers. Thus, the explorer
message is actually transmitted before the transmitting node has a full -
knowledge about operating links. However, by compiling the
acknowledgements, operating links in the dynamic communication network
are identified in connection with the propagating of the explorer message. The
same principle is then preferably used for successive steps of propagating the

explorer message through the communication network.

The explorer message has in such a configuration a double purpose. One
purpose is to communicate a message to a number of nodes requesting
measures to be taken, concerning network management. The other purpose is
to create information over which communication paths the explorer message
is spread. Such information is not available before the transmission of the
explorer message. -Furthermore, at least during the expansion phase of an
explorer message, the nodes participating in the successive spreading of the
explorer message do only have information about the closest parts of the

communication paths. In other words, the explorer message is transmitted in



10

15

20

25

30

WO 2006/049558 10 PCT/SE2005/001617

blind. The actual communication path is instead indirectly determined by the
network structure, and knowledge about the communication path is collected
successively in connection with the provision of the explorer message. The
node originating the explorer message does not necessarily actively influence

the choice of communication path.

The above ideas are illustrated by a time diagram in Fig. 2. The vertical lines
correspond to nodes in different stages. The 1st node is the node originating
the explorer message. One or several 2nd nodes receive the explorer message
from the 1st node. One or several "further" nodes represent the lower parts
of the hierarchical configuration of the pattern propagation. At time tO, an
explorer message E1 is sent from the 1st node and is received by the 2nd
nodes at time t1. The 2nd nodes send an acknowledgement message Al back
to the 1st node at time t2, which acknowledgement message Al is received
by the 1st node at time t3. The 1st node is now aware of the 2nd nodes that -
are reachable through operating links. At time t2, the explorer message is
also forwarded E2 to further nodes, which receive the explorer message E2
at time t3". Depending on the actual content of the explorer message E1, the
explorer message E2 may be identical to explorer message E1 or a modified -
version thereof. At time t4, the further nodes forwards the explorer message
E3 further down the hierarchy, and an acknowledgement message A2 is
returned to the 2nd nodes. When the 2nd nodes at time t5 receives the
acknowledge message A2, they are aware of their operating links to further
nodes. This is the expansion phase of the echo pattern of the present

embodiment.

At times t6, t7, t8, the further nodes receive reply messages R3 on the
explorer message E3. When reply messages R3 are received from all nodes
that have acknowledged reception of explorer message E3 or a timeout has
released, the reply messages R3 are compiled with any additional
information from the further node itself into a reply message R2, which is
sent at time t10. Different reply messages R2 on the explorer messr;tge E2 are

received by the 2nd nodes at times t9, t11 and t14. When reply messages R2
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are received from all nodes that have acknowledged reception of explorer
message E2, the reply messages R2 are compiled and any additional
information from the 2nd nodes themselves is added into a reply message
R1, which is sent at time t16. Different reply messages R1 on the explorer
message E1 are received by the 1st node at times t15, t17 and t20. When
reply messages R1 are received from all nodes that have acknowledged
reception of explorer message E1, the reply messages R1 are finally compiled
and at time t21, the lst node can evaluate the results of the explorer
message. The evaluation can take place a time T after the original explorer
message E1 was transmitted. If appropriate, the 1st node may then perform
any further necessary network management operations based on the

compilation.

In a particular embodiment, the acknowledgement messages are identical to
the forwarded explorer message. With reference to Fig. 2, the acknowledge
message Al may e.g. be identical to the explorer message E2. This is
possible since the intended receiver of the acknowledge message, in this case
the 1st node, can detect that the received message Al is associated with the
same explorer message E1 that the 1st node sent very recently. Since the Al
comprises information, explicitly or implicitly, about the sending node, in
this case one of the 2nd nodes, the 1st node knows that the 2nd node indeed
has received the original explorer message El. This may simplify the

message creation procedures.

Since the communication network is assumed to be dynamic, a situation
may occur, where an explorer message is received and acknowledged, but
where the corresponding link fails before the reply message is returned. In
such a case, the node that transmitted the explorer message may wait for a
reply that can not be distributed through the earlier operating link. The node

sending the reply message may neither know about the broken link.

A solution is preferably to apply also acknowledgements of receipt of reply

messages. With reference to Fig. 2, when the 2nd nodes at time t11 receives
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the reply message R2, the 2nd nodes sends back at time tl2 a reply
acknowledgement message RA2 to the further node sending the reply
message, which reply acknowledgement message RA2 is received at time t13.
The further node receiving the reply acknowledgement message RA2 then
knows that the reply is received and that the link still is operating. If no
reply acknowledgement message RA2 would be received within any
reasonable time, the further node may assume that the link is broken and
may search for alternative routes for the reply messages. Such routines are
discussed more in detail below. The same mechanism is preferably applied at
all levels. For instance, when the 1st node receives the reply message R1, a
reply acknowledgement message RAl is sent at time t18. At time t19, the
corresponding 2nd node has knowledge about that the link still is operating,
and no further actions for sending the messége along a new route have to be

performed.

In an analogue manner as for the forwarded explorer message to operate as
an acknowledge message, also a broadcasting of reply messages can be used
as acknowledgement messages for received reply messages. However, by
broadcasting reply messages the number of packet collisions that are not
detected might increase, thereby decreasing the total number of aggregated
information. Furthermore, the node originally creating the message has

always to send explicit acknowledgments anyway.

If a link fails during a procedure as described above, there might be several
approaches to handle the situation. By introducing reply acknowledgement
messages, the replying node may be made aware of the lost link, but the
node waiting for the reply will still be unaware of the lost link and may
therefore be stuck in a deadlock. In a basic approach to solve this, the node
waiting for a reply message may have a timeout period set, and when the
timeout period is ended, the node will assume that the link is lost and will
therefore proceed without the results from such a node. However, since the
time T until a decision can be taken or a reply message can be created also

during operating circumstances may be long and undetermined, the timeout
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period has to be set to be very long, in order to allow replies from distant

nodes to appear.

Another solution is to provide some “keep-alive” messages regularly
transmitted between the nodes during the propagation of the pattern. Such
messages can be viewed as subsequent acknowledgement messages and
allow the transmitting node to keep track from which nodes it still can

expect replies.

This procedure is illustrated in Fig. 3A. The propagation of the explorer
message is performed as in Fig. 2. However, if the 2nd node a time TR after
the time t2, when sending the (first) acknowledge message Al, has not
prepared any reply message, a subsequent acknowledgement messages S1A1
is sent to the lst node at time t22. The 1st node receives the subsequent
acknowledgement messages S1A1l at time t23 and is then aware of that the
link still is operating. The procedure is then repeated with a periodicity of TR,
so that at time t24, another subsequent acknowledgement messages S1A2 is
sent from the 2nd node, and received at the 1st node at t25. When the final
reply message R1 is returned, it will be received within a period TR from the
last receipt of an acknowledge message Al or a subsequent acknowledgement
messages S1A1, S1A2.

In Fig. 3B, the situation of a broken link is illustrated by the hashed rectangle
B. The broken link prevents in this example the second subsequent
acknowledgement messages S1A2 to reach the 1st node. When, at a timeout
period TO exceeding the TR period after the last receipt of an acknowledge
message Al or a subsequent acknowledgement messages S1A1, S1A2, i.e. at
time t26, the 1st node can draw the conclusion that the link towards the 2nd
node is no longer operable, and may consequently proceed with any evaluation
of replies. This timeout period TO has to be longer than TR but can typically
be set considerably shorter than the timeout period that has to be used

without the use of subsequent acknowledgement messages S1A1l, S1A2.
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However, a too short TR period will instead load the communication network

with huge amounts of subsequent acknowledgement messages S1A1, S1A2.

As indicated by Fig. 3C, the same approach can be applied in each level of the
pattern propagation. Here subsequent acknowledgement messages S2Al,

S2A2 are sent from (N+1)st nodes to Nst nodes.

In pattern-based network managing, patterns must continue to work even
when nodes and links fail, and preferably they must recover from these
errors as efficiently as possible. Generally, the amount of information being
gathered decreases with the probability that a node or link fails. However, a
lot of information should be possible to gather even though some links or
nodes fail. If the robustness of the pattern procedure was further enhanced,
the amount of information that is gathered can be increased. For example, a
node that has received a request for information from another node detects
that the link is no longer working when it tries to reply with an answer. One
approach is then to let the node find alternative links and routes for the

information it has gathered.

In a typical prior art pattern, if a node receives one and the same explorer
message for a second or subsequent time, it discards these multiple explorer
messages and only serves the first one. Possibly, it will send an immediate
reply message, informing the sending node that it already has received the

explorer message in question.

However, according to a preferred embodiment of the present invention, the
node instead stores information of these tentative routes until it successfully
has delivered its reply on the explorer message. If a failure then occurs, there
is information that may assist in finding a route via one of the other nodes
sending the same explorer message. The nodes should preferably keep a
registry for a specified amount of time over what nodes they have received

explorer messages from, even if the explorer message is ignored or the node
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has replied that it already has received an earlier copy of the explorer

message.

This of course imposes new requirements on the nodes “unexpectedly”
receiving extra information to deal with this. A reply, however, preferably
comprises an identification of the explorer message from which it emanates
and information about the node sending the reply. The node "unexpectedly”
receiving a reply will therefore anyway be able to identify over which link that

reply was expected to come.

Figure 4 illustrates this situation by an example. In part A, a node 10H
transmits an explorer message E to all its neighbour nodes. The nodes 10I-M
forward the explorer message E to further nodes, as indicated in part B.
Node 10M then receives the explorer message E for the second time and a
direct reply message R is returned to node 10L informing that node 10L
normally should not expect any normal reply from node 10M. This is
indicated in part C. The explorer message now has reached the "leaves" of
the network 1, and the tasks associated with the explorer message are
performed. By "leaf" is intended to denote nodes having no further "children"
to send any message to. These tasks could be defined as network
management operations, even if the operations just comprise requests for
different kinds of information. During the preparation of the reply, the link

between nodes 10M and 10H is broken, as indicated by the cross in part D.

In part E, the contraction phase starts. The nodes 10J-K, 10N-Q send reply
messages R to the nodes 101, 10H, 10L and 10M, from which they received
the first explorer message. The reply information is compiled and further
reply messages R are sent from nodes 101 and 10L to node 10H, as indicated
in part F. However, node 10M received its first explorer message from node
10H directly and tries first to reply directly to node 10H. However, the
broken link is discovered and instead node 10M retrieves from its registers
that the same explorer message was indeed received also from node 10L.

Node 10M therefore sends a reply message R* to node 10L, with the added
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information about the broken link. Finally, in part G, node 10L forwards the
“unexpectedly” received reply message R* to the original node 10H, which
now has received information from the entire network, despite the broken
link.

Another situation that may occur is when a node realises that its upstream
neighbour no longer is contactable, and that it has no registered alternative
neighbours to send its data to. One approach to solve the problems in such a
situation is to send the data or requests therefore further downstream to
allow for such child nodes to find an alternative route. Fig. 5 illustrates an
example of this situation. In this network, there is an operating link between
nodes 10P and 100. In part A, node 10H sends an explorer message E to the
nodes 10I-M. In part B, nodes 10I, 10L and 10M forwards the explorer
message E to nodes 10N-Q. In part C, nodes 100 and 10P forward the
explorer message E to each other, and in part D, the nodes 100 and 10P
subsequently send reply messages R to inform that there is another main
reply path available. In part E, during the preparation of replies in the leaf
nodes, the link between nodes 10M and 10H is broken. In part F, the
contraction phase starts and the nodes 10J-K, 10N-Q send reply messages R
to the nodes 10I, 10H, 10L and 10M, from which they received the first
explorer message. The reply information is compiled and further reply
messages R are sent from nodes 10I and 10L to node 10H, as indicated in
part G. However, node 10M received its first explorer message from node
10H directly and tries first to reply directly to node 10H. However, the
broken link is discovered and instead node 10M tries to retrieve from its
registers if there are any alternative "parent" nodes available. Also this

attempt fails.

Instead, node 10M sends request messages Q downstream to make an
inquiry if the "children" nodes have any alternative routes available. The
request messages Q may comprise the information of the reply message or
may be a pure request message, whereby any provision of reply information

has to be performed upon a positive answer. This request for an alternative
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path downstream may preferably proceed in several steps, if necessary.
When a positive answer is achieved, in this case from node 10P, the reply
information, intended to be sent from node 10M to node 10H, is transmitted
as a reply message R* to node 100, as indicated in part H with a special flag
indicating that this reply message is taken an alternative path back to the
originating node. In part I, the reply message R is forwarded to node 10L,
and in part J, the reply message R is finally forwarded to node 10H. Once

again, all information is collected despite a broken link.

The mobility within a communication network put additional requirements
on the pattern procedures. During the course of a pattern, nodes may move,
thereby loosing their direct connection to some nodes while setting up new
connections to other nodes. Patterns must preferably be able to cope with
these situations, where the pattern might go out on one link and return on
another link, or be passed on upstream through other “parallel” nodes and

routes.

This implies that the procedures have to be robust enough to survive the
situation where reply messages do not return to the transmitter, to be robust
enough to survive the situation where reply messages arrive over other links
on which the explorer message has been transferred, and to be robust
enough to survive the situation where reply messages arrive over links which
the node has not transmitted any explorer pattern on. Mobility aware
patterns have to allow that a node or network changes its point of
attachment while a pattern is being executed. A solution according to the
present invention is based on transmitting a "new route" request message to
any or at least one node having an operating link to a node experiencing a
broken link. The new route request message comprises typically an inquiry if a
node receiving the new route request message has a connection to the node
from which the explorer fnessage originally came from. This new route request
message may not necessarily only be directed to nodes which are known to
have operating links, but may also be directed to "new" nodes. The inquiry

comprises preferably an investigation whether the node receiving the new
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route request message has received the explorer message in question from any

other node or not.

An example of such a situation is illustrated in Fig. 6. In part A, node 10H
sends an explorer message E to the nodes 10I-M. In part B, nodes 10I, 10L
and 10M forwards the explorer message E to nodes 10N-Q. In part C, during
the preparation of replies in the leaf nodes, the link between nodes 10M and
10H is broken. Instead, a new link between nodes 10M and 10K is
established. In part D, the contraction phase starts and the nodes 10J-K,
10N-Q send reply messages R to the nodes 10I, 10H, 10L and 10M, from
which they received the first explorer message. The reply information is
compiled and further reply messages R are sent from nodes 10l and 10L to
node 10H, as indicated in part E. However, node 10M received its first
explorer message from node 10H directly and tries first to reply directly to
node 10H. However, the broken link is discovered and instead node 10M
tries to retrieve from its registers if there are any alternative "parent' nodes
available. Also this attempt fails. A request to its "children" nodes 10P and
10Q about any alternative paths also fails. The node 10M then sends a
general new route request message Q to any node within communication
range. The new route request message Q comprises an inquiry whether the
explorer message in question has been received in any stage. The new route
request message Q is in the present example transmitted over the new link to
node 10K (as well as to nodes 10P and 10Q), and node 10K replies that it
recognises the explorer message. A reply message R* is therefore sent from
node 10M to node 10K (not illustrated), with a special flag marking this reply
message as a message that takes an alternative path back to the originating
node. Alternatively, the reply message R can be comprised directly in the new
route request message. Finally, in part F, node 10K forwards the new route

reply message R* to the node 10H.

The new route approach can be further developed. If no new nodes are found
by the first request messages, the children can be ordered to forward the

new route request message to further nodes. If an alternative way is found, a
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reply message is returned that way. As before, several identical answers may
arrive at the node originally creating the explorer message, however, that

node can easily detect the redundancy and only use one of the replies.

Fig. 7 illustrates a flow diagram of main steps of an embodiment of a method
according to the present invention. The procedure starts in step 200. In step
210 an explorer message is' propagated from a first node successively
through a dynamic communication network. The step 210 preferably
comprises part steps. In step 212, a 1st node sends the explorer message to a
2nd node. In step 214, the 2nd node forwards the explorer message to further
nodes. This successive propagation continues until the explorer message has

reached intended nodes, as indicated by the arrow 216.

Step 220 is a step of verifying operating links in the dynamic communication
network. This is performed in connection with the propagating of the explorer
message. Also this step is preferably divided into part steps. In step 222, an
acknowledgement message is sent as a respond to the reception of an explorer
message, and in step 224, the acknowledgement message is received in the
node that sent the explorer message, thereby informing the node about

operating links.

In step 230, network management operations are performed in the nodes
receiving the explorer message, if the explorer message requested any such
operations. In step 240, a reply message on the explorer message is created.
This reply message typically comprises results of network management
operations if any and/or different kinds of requested network information.
Typical information can be e.g. free processor capacity, link capacities to

neighbours and different kinds of network status.

The reply messages are transferred through the dynamic communication
network over the operating links in step 250. This step preferably comprises a
number of part steps. In step 251, any received reply messages are compiled

in a node and any additional information from that node may be added. In
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step 252, the reply message is sent to a parent node, which supplied the
corresponding explorer message. This is repeated upwards through the
dynamic communication network as indicated by the arrow 254. In each step,
reply messages from "child" nodes are compiled and network information
and/or network management operation results from the own node is added. In
step 256, the reply message is sent to the node originally issuing the explorer

message, i.e. the 1st node.

The reply messages are compiled in the 1st node in step 260. In step 270
further network management operations are initiated and/or performed if

suitable, based on the compilation. The procedure ends in step 299.

In preferred embodiments, comprising keep-alive functionality, the identifying
step 220 is further developed according to the principles described further
above. Moreover, in preferred embodiments, comprising sending of reply
messages along a new route in case of link failures, the transfer step 2350 is

further developed according to the principles described further above.

Fig. 8 illustrates a block scheme of main blocks of an embodiment of a node
10 according to the present invention. The node 10 communicates with a
dynamic communications network, e.g. via an interface, in this particular
embodiment an antenna 30. The node 10 comprises a receiver 11 and a
transmitter 12. A processing unit 40 comprises in this particular embodiment
the functionality sections of importance for the present invention. The different
sections in the processing units should therefore be considered merely as
functional units rather than physically separated ones. The transmitter 12 is
connected to a message creator 50. The message creator 50 comprises in this
embodiment an explorer message generator 52, a new route message
generator 51, a reply message generator 53, an acknowledgement message
generator 54, a subsequent acknowledgement generator 55 and a reply
acknowledgement generator 56, all of them arranged to enable messages to be
sent out on the dynamic communication network through the transmitter 12.

In particular, the explorer message generator 52 utilises the transmitter 12 in
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order to be able to propagate the explorer messages successively through a

dynamic communication network, to which the node is connected.

The receiver 11 is connected to an evaluation section 57, in which received
messages are investigated. In case of a received explorer message, the
information is provided to an explorer interpreter 60. The explorer interpreter
60 checks the identity of the explorer message, and if the explorer message is
received for the first time, the explorer interpreter 60 initiates the
acknowledgement generator 54 to generate an acknowledgement message to
be returned to the node that sent the explorer message. At the same time, the
explorer interpreter 60 initiates the explorer message generator 52 to forward
the explorer message to other nodes of the communications network. If the
explorer message already has been received before, the explorer interpreter 60
may instead initiate the reply message generator 54 to generate a reply
informing the transmitting node that this pattern has already been received.
The content of the explorer message is also interpreted in the explorer
interpreter 60, and any demanded activities, such as collecting data or status
of the network or other network management oﬁerations, are performed in a
management section 62. Any results from such activities are provided to a

compilation section 61, described further below.

If the received message is an acknowledgement message or subsequent
acknowledgement message, the information that such a message is received
and from which node and assisted to which explorer message, is provided to a
link identifier 59. The link identifier 59 uses this information to identify which
links that are operating at the moment of sending the explorer message, i.e.
from which nodes it can be expected to get a reply message. Such information
is then provided to the compilation section 61 to enable a decision whether a
complete set of replies is received or not. The link identifier 59 and the three
acknowledgement generators 54, 55, 56, together forms a means 70 for
identifying operating links in the dynamic communication network. Such
identifying is performed in connection to the actual propagating of explorer

messages.
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If a reply message is received, the identity of the node sending it and the
content is provided to the compilation section 61. The compilation section 61
also initiates the reply acknowledgement generator 56 to create a reply
acknowledgement message and send it to the node from which the reply was
received. The compilation section 61 compiles the reply information from A
nodes that have received explorer messages from the node in question. This
compiled reply information is combined with results from the management
section 62, if any. When all available nodes have replied, as determined based
on the information from the link identifier 59, or if appropriate timeout periods
have elapsed, the compilation section 61 initiates the reply message generator
53 to create a reply message on a received explorer message. The transmitter
12 is then utilised for transferring the reply message through the dynamic
communication network. The link identifier 59 is also informed about the
transfer of the reply message. If the node in question is the node originally
creating the explorer message, the compiled reply information can also be
utilised to initiate further network management operations in the own node
and/or in the network by initiating new patterns, by the management section
62.

If the link identifier 59 does not receive any reply acknowledgement within a
predetermined time, the link is assumed to be non-operating. A new route
handling section 58 is informed and suitable actions are initiated, e.g. by
initiate the new routé message generator 51 to create suitable messages. The
explorer interpreter 60 contributes with information about which nodes that
have provided the same explorer messages, which according to earlier

described routines can be used for finding alternative routes.

The embodiments described above are to be understood as a few illustrative
examples of the present invention. It will be understood by those skilled in the
art that various modifications, combinations and changes may be made to the
embodiments without departing from the scope of the present invention. In

particular, different part solutions in the different embodiments can be
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combined in other configurations, where technically possible. The scope of the

present invention is, however, defined by the appended claims.
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CLAIMS

1. Method for network management of a dynamic communication
network (1), comprising the steps of:

propagating (210) an explorer message (E; E1-3) from a first node (10A;
10H) successively through said dynamic communication network (1);

verifying (220) operating links (20) in said dynamic communication
network (1) in connection with said step of propagating (210);

creating (240) reply messages on said explorer message (E; E1-3) in
nodes (10; 10A-Q) of said dynamic communication network (1);

transferring (250) reply messages (R1-3) through said dynamic
communication network (1) over at least one of said operating links (20);

compiling (260) reply messages (R1-3) received by said first node (10A;
10H); and

performing (230, 270) network management operations.

2. Method according to claim 1, comprising the further step of:
sending a reply message (R1-3) along a new route if a link (20A)

providing said explorer message (E; E1-3) is interrupted.

3. Method according to claim 1 or 2, wherein said identifying (220) is
based on acknowledgement messages (A1-2) associated with reception of said

explorer message (E; E1-3).

4. Method according to claim 3, wherein:
said step of propagating (210) comprises the step of distributing said
explorer message (E; E1-3) to at least one second node (10; 10B, 10C, 10E,
10F; 10I-M);
said step of identifying (220) comprises the steps of:
sending a first acknowledgement message (Al-2), from said at
least one second node (10; 10B, 10C, 10E, 10F; 10I-M), to said first node (10A;

10H), upon reception of said explorer message (E; E1-3); and
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receiving first acknowledgement message (Al-2) in said first
node (10A; 10H) from at least one second node (10; 10B, 10C, 10E, 10F; 10I-
M).

S. Method according to claim 3, wherein said step of creating (240) reply
messages (R1-3) comprises the step of creating a reply message (R1) in said at
least one second node (10; 10B, 10C, 10E, 10F; 10I-M) and said step of
transferring (250) comprises the step of transferring said reply message (R1)
created in said at least one second node (10; 10B, 10C, 10E, 10F; 10I-M) to
said first node (10A; 10H).

6. Method according to claim 5, wherein said step of creating (240) a
reply message in said at least one second node (10; 10B, 10C, 10E, 10F; 10I-
M) is performed as a response on reception of said eﬁ(plorer message (E1-3) for
a second or subsequent time in said at least one second node (10; 10B, 10C,
10E, 10F; 101-M). |

7. Method according to claim 5 or 6, wherein said propagating step (210)
further comprises the step of forwarding said explorer message (E1-3) from
said at least one second node (10; 10B, 10C, 10E, 10F; 10I-M) to at least one
further node (10D, 10G; 10N-Q) in said dynamic communication network (1)
as a response on reception of said explorer message (E1-3) for a first time in

said at least one second node (10; 10B, 10C, 10E, 10F; 10I-M).

8. Method according to claim 7, wherein said acknowledgement messages
(A1-2) are constituted by a forwarded explorer message returned to the node
providing said explorer message to said at least one second node (10; 10B,
10C, 10E, 10F; 10I-M).

9. Method according to claim 7 or 8, wherein said step of identifying
further comprises the steps of:

sending a first acknowledgement message (A1-2), from said at least one
further node (10D, 10G; 10N-Q), to said at least one second node (10; 10B,
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10C, 10E, 10F; 10I-M), upon reception of said forwarded explorer message
(E2, E3); and ‘

receiving first acknowledgement message (A2) in said at least one
second node (10; 10B, 10C, 10E, 10F; 10I-M) from said at least one further
node (10D, 10G; 10N-Q).

10. Method according to claim 9, wherein said first acknowledgement
message (A2) from said at least one further node (10D, 10G; 10N-Q) is

constituted by a forwarded explorer message.

11. Method according to claim 7, wherein said step of creating (240) reply
messages (R1-3) comprises the step of creating a reply message (R2) in said at
least one further node (10D, 10G; 10N-Q) and said step of transferring (250)
comprises the step of transferring said reply message (R2) created in said at
least one further node (10D, 10G; 10N-Q) to said at least one second node (10;
10B, 10C, 10E, 10F; 10I-M).

12. Method according to claim 11, wherein said step of creating (240) a
reply message (R1-3) in said at least one second node (10; 10B, 10C, 10E,
10F; 10I-M) is performed if reply messages (R2) are’ received from all nodes
providing a first acknowledgement message (A2) to said at least one second
node (10; 10B, 10C, 10E, 10F; 10I-M).

13. Method according to claim 11 or 12, wherein said step of creating (240)
a reply message (R1-3) in said at least one second node (10; 10B, 10C, 10E,
10F; 10I-M) is performed a first timeout period after said forwarding step if
reply messages (R2) are not received from all nodes providing a first
acknowledgement message (A2) to said second node (10; 10B, 10C, 10E, 10F;
10I-M).

14. Method according to any of the claims 3 to 13, wherein said step of

performing network management operations (230) is taken in at least one
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node (10; 10B-G; 10I-Q) in said dynamic communication network (1) based on

said explorer message (E1-3).

15. Method according to claim 14, wherein said reply message (R1-3)

comprises information about the performing step and/or results thereof.

16. Method according to any of the claims 3 to 15, wherein said step of
performing (270) is taken in said first node (10A; 10H) based on results of said
step of compiling (260).

17. Method according to claim 16, wherein said step of performing is taken
if reply messages (R1) are received from all nodes providing a first

acknowledgement message (Al) to said first node (10A; 10H).

18. Method according to claim 16, wherein said step of performing (270) is
taken a second timeout period after said propagating step if reply messages
(R1) are not received from all nodes providing a first acknowledgement
message (Al) to said first node (10A; 10H).

19. Method according to any of the claims 3 to 18, wherein said steps of
forwarding, sending a first acknowledgement message (A1-3), receiving first
reply message, creating a reply message and/or transferring said reply
message are performed successively through said dynamic communication

network (1).

20. Method according to any of the claims 3 to 19, comprising the further
step of:

sending a subsequent acknowledgement message (S1A1-2; S2A1-2) a
predetermined period after sending said first acknowledgement message (Al-

2), if a reply message (R1-2) not yet is created.

21. Method according to claim 20, wherein said step of creating (240) a

reply message (R1-3) and said step of performing (270) network management
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are performed if reply messages (R1-3) are received from all nodes within said
predetermined period from receiving a respective first (A1-2) or subsequent
(S1A1-2; S2A1-2) acknowledgement message.

22, Method according to any of the claims 3 to 21, comprising the further
steps of: .

storing information about nodes from which said explorer message
(E1-3) is received for a second or subsequent time; and

sending a reply message (R1-3) along a new route to a node of said
nodes from which said explorer message (E1-3) is received for a second or
subsequent time, if a link (20A) providing said explorer message (E1-3) for the

first time is interrupted.

23. Method according to any of the claims 3 to 22, comprising the further

‘steps of:

transmitting a new route request message to nodes of said dynamic
communication system (1), if a link (20A) providing said explorer message (E1-
3) for the first time is interrupted;

said new route request message comprising an inquiry if a node
receiving said new route request message has a connection to said first node
(10A; 10H);

confirming, from said node receiving said new route request message
to the node transmitting said new route request message, a connection to said
first node (10A; 10H); and

sending a reply message (R1-3) along a new route via said node

receiving said new route request message to said first node (10A; 10H).

24. * Method according to claim 23, wherein said new route request

message comprises said reply message (R1-3).

25. Method according to claim 23 or 24, wherein said node receiving said
new route request message is a node that has received said explorer message

(E1-3) from said node transmitting said new route request message.
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26. Method according to claim 23 or 24, wherein said node receiving said
new route request message is a node that has not received said explorer

message (E1-3) from said node transmitting said new route request message.

27. Method according to any of the claims 23 to 26, wherein said inquiry
comprises an investigation whether said node receiving said new route request
message has received said explorer message (E1-3) from any other node than

said node transmitting said new route request message or not.

28. Method according to any of the claims 1 to 27, wherein said step of

propagating is performed according to a pattern.

29. Node (10; 10A-Q) in a communication network (1), comprising:

means (12) for propagating an explorer message (E1-3) successively
through said dynamic communication network (1);

means (70) for verifying operating links (20) in said dynamic
communication network (1) connected to said means (12) for propagating;

means (53) for creating reply messages (R1-3) to said explorer message
(E1-3);

means (12) for transferring reply messages (R1-3) through said
dynamic communication network (1) over at least one of said operating links
(20);

means (61) for compiling received reply messages (R1-3); and

means (62) for performing network management operations.

30. Node according to claim 29, further comprising:
means (58) for sending a reply message (R1-3) along a new route if a

link (20A) providing said explorer message (E1-3) is interrupted.

31. Node according to claim 29 or 30, wherein:
said means (12) for propagating comprises means for distributing said

pattern message to at least another node;
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said means (70) for identifying comprises:
means (54) for sending a first acknowledgement message (A1-2)
upon reception of said explorer message (E1-3) to a node from which said
explorer message (E1-3) is received; and

means (59) for receiving first acknowledgement messages.

32. Communication system (1), comprising at least one node (10; 10A-Q)

according to any of the claims 29-31.-
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AMENDED CLAIMS
received by the International Bureau on 19 April 2006 (19.04.06)

1. Method for network management of a dynamic communication
network (1), comprising the steps of:

propagating (210) a control message (E; E1-3) from a first node (10A;
10H) successively through said dynamic communication network (1);

said step of propagating (210) comprising the step of distributing said
control message (E; E1-3) to at least one second node (10; 10B, 10C, 10E,
10F; 10I-M);

said propagating step (210) comprising the further step of forwarding
said control message (E1-3) from said at least one second node {10; 10B, 10C,
10E, 10F; 10I-M) to at least one further node (10D, 10G; 10N-Q) in said
dynamic communication network (1) as a response on reception of said control
message (E1-3) for a first time in said at least one second node (10; 10B, 10C,
10E, 10F; 10I-Mj};

verifying (220) operating links (20) in said dynamic communication
network (1) in connection with said step of propagating (210);

performing (230) network management operations in at least one node
(10; 10B-G; 10I-Q) in said dynamic communication network (1) based on said
control message (E1-3);

creating (240) reply messages on said control message (E; E1-3) in
nodes (10; 10A-Q) of said dynamic communication network (1);

said reply message (R1-3) comprising information about the performing
step (230) and/or results thereof, if any;

transferring (250) reply messages (R1-3) through said dynamic
communication network (1) over at least one of said operating links (20); and

compiling (260) reply messages (R1-3) received by said first node (10A;
10H).

2. Method according to claim 1, comprising the further step of:

sending a reply message (R1-3) along a new route if a link (204)

providing said control message (E; E1-3) is interrupted.

AMENDED SHEET (ARTICLE 19)



10

15

20

25

30

WO 2006/049558 PCT/SE2005/001617
32
3. Method according to claim 1 or 2, wherein said identifying (220) is

based on acknowledgement messages (Al-2) associated with reception of said

control message (E; E1-3).

4. Method according to claim 3, wherein said step of identifying (220)
comprises the steps of:

sending a first acknowledgement message (Al-2), from said at
least one second node (10; 10B, 10C, 10E, 10F; 10I-M), to said first node (10A;
10H), upon reception of said control message (E; E1-3); and

receiving first acknowledgement message (A1l-2) in said first
node (10A; 10H) from at least one second node (10; 10B, 10C, 10E, 10F; 10I-
M).

5. Method according to claim 3, wherein said step of creating (240) reply
messages (R1-3) comprises the step of creating a reply message (R1) in said at
least one second node (10; 10B, 10C, 10E, 10F; 10I-M) and said step of
transferring (250) comprises the step of transferring said reply message (R1)
created in said at least one second node (10; 10B, 10C, 10E, 10F; 10I-M) to
said first node (10A; 10H).

6. Method according to claim 5, wherein said step of creating (240] a
reply message in said at least one second node (10; 10B, 10C, 10E, 10F; 10I-
M) is performed as a response on reception of said control message (E1-3) for
a second or subsequent time in said at least one second node (10; 10B, 10C,

10E, 10F; 10I-M).

7. Method according to claim 3 or 4, wherein said acknowledgement
messages (A1-2) are constituted by a forwarded control message returned to
the node providing said control message to said at least one second node (10;
10B, 10C, 10E, 10F; 10I-M).

8. Method according to claim 7, wherein said step of identifying further

comprises the steps of:
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sending a first acknowledgement message (A1-2), from said at least one
further node (10D, 10G; 10N-Q), to said at least one second node (10; 10B,

10C, 10E, 10F; 10I-M), upon reception of said forwarded control message (E2
E3); and

b

receiving first acknowledgement message (A2) in said at least one
second node (10; 10B, 10C, 10E, 10F; 10I-M) from said at least one further
node (10D, 10G; 10N-Q).

9. Method according to claim 8, wherein said first acknowledgement
message (A2) from said at least one further node (10D, 10G; 10N-Q) is

constituted by a forwarded control message.

10. Method according to claim 1, wherein said step of creating (240) reply
messages (R1-3) comprises the step of creating a reply message (R2) in said at
least one further node (10D, 10G; 10N-Q) and said step of transferring (250)
comprises the step of transferring said reply message (R2) created in said at
least one further node (10D, 10G; 10N-Q) to said at least one second node (10;
10B, 10C, 10E, 10F; 10I-M).

11. Method according to claim 10, wherein said step of creating (240) a
reply message (R1-3) in said at least one second node (10; 10B, 10C, 10E,
10F; 10I-M) is performed if reply messages (R2) are received from all nodes
providing a first acknowledgement message (A2) to said at least one second
node (10; 10B, 10C, 10E, 10F; 10I-M).

12, Method according to claim 10 or 11, wherein said step of creating (240)
a reply message (R1-3) in said at least one second node (10; 10B, 10C, 10E,
10F; 10I-M) is performed a first timeout period after said forwarding step if
reply messages (R2) are not received from all nodes providing a first
acknowledgement message (A2) to said second node (10; 10B, 10C, 10E, 10F;
10I-M).
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13. Method according to any of the claims 1 to 12, wherein said steps of
forwarding, sending a first acknowledgement message (A1l-3), receiving first
reply message, creating a reply message and/or transferring said reply
message are performed successively through said dynamic communication

network (1).

14. Method according to any of the claims 1 to 13, comprising the further
step of:

sending a subsequent acknowledgement message (S1A1-2; S2A1-2) a
predetermined period after sending said first acknowledgement message (Al-

2), if a reply message (R1-2) not yet is created.

15. Method according to claim 14, wherein said step of creating (240) a
reply message (R1-3) and said step of performing (270) network management
are performed if reply messages (R1-3) are received from all nodes within said
predetermined period from receiving a respective first (Al-2) or subsequent

(S1A1-2; S2A1-2) acknowledgement message.

16. Method according to any of the claims 1 to 15, comprising the further
steps of:

storing information about nodes from which said control message (E1-
3) is received for a second or subsequent time; and

sending a reply message (R1-3) along a new route to a node of said
nodes from which said control message (E1-3) is received for a second or
subsequent time, if a link (20A) providing said control message (E1-3) for the

first time is interrupted.

17. Method according to any of the claims 1 to 16, comprising the further
steps of:

transmitting a new route request message to nodes of said dynamic
communication system (1), if a link (20A) providing said control message (E1-

3) for the first time is interrupted;
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said new route request message comprising an inquiry if a node
receiving said new route request message has a connection to said first node
(10A; 10H);

confirming, from said node receiving said new route request message
to the node transmitting said new route request message, a connection to said
first node (10A; 10H); and

sending a reply message (R1-3) along a new route via said node

receiving said new route request message to said first node (10A; 10H).

18. Method according to claim 17, wherein said new routc request

message comprises said reply message (R1-3).

19. Method according to claim 17 or 18, wherein said node receiving said
new route request message is a node that has received said control message

(E1-3) from said node transmitting said new route request message.

20. Method according to claim 17 or 18, wherein said node receiving said
new route request message is a node that has not received said control

message (E1-3) from said node transmitting said new route request message.

21. Method according to any of the claims 17 to 20, wherein said inquiry
comprises an investigation whether said node receiving said new route request
message has received said control message (E1-8) from any other node than

said node transmitting said new route request message or not.

22. Method according to any of the claims 1 to 21, wherein said step of

propagating is performed according to a pattern.
23. Node (10; 10A-Q) in a communication network (1), comprising:

means (12) for propagating a control message (E1-3) successively

through said dynamic communication network (1);
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said means (12} for propagating being arranged for distributing said
control message (E; E1-3) to at least another node (10; 10B, 10C, 10E, 10F;
10I-M);

said means (12) for propagating being further arranged for forwarding
a received control message (E1-3) to at least another node (10D, 10G; 10N-Q)
in said dynamic communication network (1) as a response on reception of said
control message (E1-3) for a first time in said node (10; 10B, 10C, 10E, 10F;
10I-M};

means (70) for verifying operating links (20) in said dynamic
communication network (1) connected to said means (12) for propagating;

means (62) for performing network management operations based on
said received control message (E1-3);

means (53) for creating reply messages (R1-3) to said control message
(E1-3);

said reply message (R1-3) comprising information about said network
management operations and/or results thereof, if any;

means (12) for transferring reply messages (R1-3) through said
dynamic communication network (1) over at least one of said operating links
(20); and

means (61) for compiling received reply messages (R1-3).

24. Node according to claim 23, further comprising:
means (58) for sending a reply message (R1-3) along a new route if a

link (20A) providing said control message (E1-3) is interrupted.

25. Node according to claim 23 or 24, wherein:
said means (12) for propagating comprises means [or distributing said
pattern message to at least another node;
said means (70) for identifying comprises:
means (54) for sending a first acknowledgement message (A1-2)
upon reception of said control message (E1-3) to a node from which said
control message (E1-3) is received; and

means (59) for receiving first acknowledgement messages.
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20. Communication system (1), comprising at least one node (10; 10A-Q)
according to any of the claims 23-25.
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