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Abstract: Methods, apparatus, and articles of manufacture for performing mathematical operations using scaled integers are disclosed. In particular, an example method identifies a scaled-integer value and determines a multiplier value and a scale value based on the scaled-integer value. The multiplier value is determined by extracting information from a first portion of a bitfield based on the scaled-integer value. The scale value is determined by extracting information from a second portion of the bitfield based on the scaled-integer value. The first and second portions of the bitfield are configurable to include signed integer values. The example method then performs an arithmetic operation based on the multiplier value and the scale value.
FIELD OF THE DISCLOSURE

[0001] The present disclosure relates generally to processor systems and, more particularly, to methods, apparatus, and articles of manufacture for performing mathematical operations using scaled integers.

BACKGROUND

[0002] Many applications such as graphics processing applications include computationally-intensive operations that are typically implemented using integer-based operations and/or floating-point-based operations. For example, many mobile processors, such as those in the Intel® XScale® processor family, are integer-based processors that provide native integer-based operations. Known lower performance graphics applications are often executed on integer-based processors using an integer data type. However, high-performance graphics applications require computations based on numbers having a numeric range that exceeds the range of the integer data type typically used by integer-based processors.

[0003] Many computationally-intensive applications, including high-performance graphics applications, require a floating-point data type, which provides a numeric range that exceeds the numeric range typically provided by integer data types. The limited numeric range provided by the integer data types is often overcome by executing floating-point emulation software on integer-based processors.

[0004] Executing graphics applications using the integer data type can provide acceptable animation speed, but typically results in reduced picture quality due to the limited numeric range of the integer data type. On the other hand, executing graphics
applications using the floating-point data type results in relatively better picture quality, but typically results in slow animation speed due to the processing overhead required to execute the floating-point emulation software.

[0005] Handheld platforms such as, for example, handheld platforms based on the Intel® XScale® family of processors usually implement graphics applications using a fixed-point implementation or a floating-point implementation. The fixed-point implementation is based on a fixed-point data type that may be implemented using the integer data type. However, most current graphics applications are designed to use the floating-point data type. As a result, the fixed-point implementation involves rebuilding the software infrastructure of current graphics applications to function with the fixed-point data type.

[0006] The fixed-point data type includes a 16-bit integer portion followed by a 16-bit fractional portion and has been implemented in the Intel® Graphics Performance Primitives (GPP) library. Graphics applications using the fixed-point data type use fixed-point operations, which execute at speeds equal to integer operations because the fixed-point data type is implemented based on the integer data type, which is native to most handheld platform processors. Additionally, graphics applications that use the fixed-point data type can provide a relatively high frame-rate on handheld platforms, which results in acceptable performance of computationally-intensive graphics applications such as, for example, gaming applications.

[0007] However, the fixed-point implementation often results in high development costs associated with rebuilding software applications that have been designed to work with large dynamic numeric ranges such as the floating-point implementation. In particular, a significant portion of the lower layer software of the graphics applications requires rebuilding to work with the fixed-point and integer data types.
The fixed-point implementation also provides a more limited dynamic numeric range than the floating-point implementation. This limited dynamic numeric range results in a loss of relative precision because of the non-optimal manual scaling of data associated with the fixed-point data type. The relatively low precision associated with the fixed-point data type often results in visual artifacts that are generally perceptible to the typical consumer.

The floating-point implementation for handheld platforms involves executing existing graphics applications or lower-level software such as Direct3D and OpenGL on top of floating-point emulation software, thereby eliminating the need to rebuild the software to use a new data type such as the fixed-point data type. The floating-point implementation usually involves relatively low development costs because many current applications do not need to be rebuilt to use the floating-point data type. Additionally, with the floating-point implementation, the resultant graphics quality is high due to the relatively high dynamic numeric range of the floating-point data type.

Unfortunately, performance of a floating-point implementation based on floating-point emulation software is relatively low. As a result, only less computationally-intensive graphics applications can be executed with acceptable performance using such a floating-point implementation. For example, a floating-point implementation based on floating-point emulation software is too slow for computationally-intensive graphics applications requiring a relatively high frame rate (e.g., gaming applications). Additionally, the power consumption associated with processing floating-point-based operations is relatively high compared to the power consumption associated with integer-based operations.
BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 is an example binary representation of a known floating-point data type known in the prior art.

[0012] FIG. 2 is an example binary representation of an example scaled-integer data type, according to an embodiment of the disclosed apparatus and methods.

[0013] FIG. 3 is a flow diagram of an example manner in which example arithmetic operations may be performed using the example scaled-integer data type described in connection with FIG. 2, according to an embodiment of the disclosed apparatus and methods.

[0014] FIG. 4 is a flow diagram depicting an example manner in which example extended arithmetic operations may be performed using the example scaled-integer data type described in connection with FIG. 2, according to an embodiment of the disclosed apparatus and methods.

[0015] FIGS. 5-9 are flow diagrams of example manners in which the example status operations described in connection with FIG. 4 may be performed using the example scaled-integer data type described in connection with FIG. 2, according to an embodiment of the disclosed apparatus and methods.

[0016] FIG. 10 is a flow diagram depicting an example manner in which a normalization operation may be performed using the example scaled-integer data type described in connection with FIG. 2, according to an embodiment of the disclosed apparatus and methods.

[0017] FIG. 11 is a flow diagram depicting an example manner in which a reciprocal operation may be performed using the example scaled-integer data type described in
connection with FIG. 2, according to an embodiment of the disclosed apparatus and methods.

[0018] FIG. 12 is a block diagram of an example system that may be used to implement the apparatus and methods described herein.

[0019] FIG. 13 is a block diagram of an example processor system that may be used to implement the apparatus and methods described herein.

DETAILED DESCRIPTION

[0020] FIG. 1 is an example binary representation 100 of a known floating-point data type. According to the IEEE Floating-Point Standard 754-1985, the floating-point data type is associated with a 32-bit single precision floating-point data type and a 64-bit double precision floating-point data type. However, it would be apparent to one of ordinary skill in the art that the floating-point data type may be adapted to suit the particular needs of certain applications. Additionally, the floating-point data type may be used to provide a binary representation of decimal values having a relatively large numeric range and relatively precise computational results. In general, the numeric range of a floating-point data type is based on a moving or floating binary point. The moving or floating binary point is based on a set of rules defined by the IEEE Floating-Point Standard 754-1985.

[0021] The example binary representation 100 of the floating-point data type showing FIG. 1 includes a sign bit 102, an exponent bitfield (e) 104, and a mantissa bitfield (f) 106. For a 32-bit value, in a single-precision floating-point data type, the sign bit 102 is represented by bit thirty-one, the exponent bitfield 104 is eight bits long and is represented by bits twenty-three through thirty, and the mantissa bitfield 106 is twenty-three bits long.
and is represented by bits zero through twenty-two. For a 64-bit value, in a double-
precision floating-point data type, the sign bit 102 is represented by bit sixty-three, the
exponent bitfield 104 is eleven bits long and is represented by bits fifty-two through sixty-
two, and the mantissa bitfield 106 is fifty-two bits long and is represented by bits zero
through fifty-one.

[0022] The floating-point data type also uses a bias value. The bias value of a single-
precision floating-point data type is equal to one hundred twenty-seven and the bias value
for a double-precision floating-point data type is equal to one-thousand twenty-three.
Additionally, the bias value is equal to half of the value of the exponent bitfield 104 minus
one (e.g., \[ \frac{2^8}{2} - 1 = 127 \]).

[0023] A numeric conversion of a floating-point encoded value (e.g., the example
binary representation 100) involves determining a numeric equivalent value of the
floating-point encoded value. A floating-point encoded value may be, for example, any
value that is encoded according to the example binary representation 100 of the floating-
point data type. Determining the equivalent numeric value of a floating-point encoded
value involves a numeric conversion process based on the sign bit 102, the exponent
bitfield 104, the mantissa bitfield 106, and an exponent value.

[0024] The sign bit 102 specifies the sign of the equivalent numeric value. The
exponent bitfield 104 and the mantissa bitfield 106 specify the magnitude and fractional
portion of the equivalent numeric value. In particular, the exponent value is determined
by subtracting the bias value from the value of the exponent bitfield 104 (i.e., \( e - bias \)). In
general, the bias value is selected so that positive and negative exponent values can be
generated based on the value of the exponent bitfield 104.
[0025] The mantissa bitfield \((f)\) 106 represents a fractional or decimal value and is generally associated with a normalized value and a denormalized value. A normalized value includes a leading value of one followed by a binary point (i.e., decimal point) and the value of the mantissa bitfield 106 (i.e., \(1.f\)). A denormalized value includes a leading value of zero followed by a binary point and the value of the mantissa bitfield 106 (i.e., \(0.f\)). The leading value and the binary point are implicit and, thus, are not stored in any of the bit locations of the example binary representation 100 of the floating-point data type of FIG. 1. Floating-point values are typically stored in normalized form, which preserves the precision of the value of the mantissa bitfield 106. The denormalized form is typically used in special cases and does not preserve the full precision of the value of the mantissa bitfield 106.

[0026] The numeric conversion of a floating-point encoded value may be performed according to Equation 1 below.

15 \[ V_{FP} = (-1)^{[\text{sign bit}]} \cdot 2^{e-bias} \cdot (1.f) \]

As shown in Equation 1, the numeric equivalent value of a floating-point encoded value is represented by the variable \(V_{FP}\) and may be determined by multiplying the value of the mantissa bitfield 106 by the value of two raised to a power equal to the biased exponent, and multiplying the result by a negative one raised to a power equal to the value of the sign bit 102.

[0027] To better understand the numeric conversion of a floating-point encoded value, it is helpful to understand the numeric conversion of the mantissa bitfield 106 (i.e., converting the mantissa bitfield 106 to a numeric equivalent value). Each bit of the
mantissa bitfield 106 is associated with a fractional value, which is specified by a power of two value that includes the value of two raised to a power equal to a negative integer (e.g., $2^{-1} = \frac{1}{2}$, $2^{-2} = \frac{1}{4}$, etc.). The mantissa bitfield 106 includes a MSB $b_0$ (i.e., the bit closest to the binary point) that is associated with the fractional value $2^{-1}$ and a LSB $b_{M-1}$ (i.e., bit furthest from binary point) that is associated with the fractional value $2^{-M}$, where $M$ is the maximum number of bits in the mantissa bitfield 106. For example, for a single-precision floating-point value, $M$ is equal to twenty-three and for a double-precision floating-point value, $M$ is equal to fifty-two. The numeric equivalent value of the mantissa bitfield 106 may be determined according to Equation 2 below.

$$V_f = b_0 \cdot 2^{-1} + b_1 \cdot 2^{-2} + \ldots + b_{M-2} \cdot 2^{M-1} \cdot b_{M-1} \cdot 2^M$$

[0028] As shown in Equation 2 above, the numeric equivalent value of the mantissa bitfield ($f$) 106 is represented by the variable $V_f$ and may be determined by generating a product for each bit value and its corresponding fractional value, and then determining a sum of the products. If the corresponding bit (e.g., $b_0$) of a fractional value (e.g., $2^{-1}$) is zero, the fractional value is cancelled. If on the other hand, the corresponding bit of a fractional value is one, the fractional value is added to the sum of fractional bits.

[0029] As can be appreciated from the foregoing, due to the complexity of determining a numeric equivalent value of a floating-point encoded value, complex hardware and/or a complex software infrastructure is typically needed to perform arithmetic operations based on the floating-point data type.
FIG. 2 is an example binary representation 200 of an example scaled-integer data type. In particular, the example scaled-integer data type is based on scaled-integer values and may be used to provide a numeric range that exceeds the numeric range typically provided by the floating-point data type. Additionally, arithmetic operations based on scaled-integer values are relatively less complex than arithmetic operations based on floating-point values. As described in detail below, the properties of the example scaled-integer data type enable arithmetic operations to be implemented using instructions associated with integer arithmetic operations. Arithmetic operations based on the example scaled-integer data type may provide execution speeds and power consumption characteristics that are similar to the execution speeds and power consumption characteristics associated with integer data type operations. Furthermore, arithmetic operations based on the example scaled-integer data type may be implemented in hardware (e.g., the example system 1200 of FIG. 12) and/or software stored on a machine accessible medium (e.g., a computer accessible medium) and executed by a processor system (e.g., the processor system 1310 of FIG. 13). In particular, arithmetic operations based on the example scaled-integer data type may be performed by an integer-based processor such as, for example, a processor of the Intel® XScale® processor family.

Now turning in detail to FIG. 2, the example binary representation 200 depicts a bit structure or arrangement that may be used to store a scaled-integer value (i.e., a scaled-integer encoded value) in a memory (e.g., the system memory 1324 of FIG. 13). A scaled-integer value may be represented using any desired number of bits and, as shown in the example binary representation 200 of the example scaled-integer data type, includes a multiplier value bitfield 202 in which a multiplier value $I$ may be stored and a scale value bitfield 204 in which a scale value $Q$ may be stored. The multiplier value $I$ and the scale...
value $Q$ may be integer values having any desired number of bits. The sum of the number of bits used to form the multiplier value bitfield 202 and the scale value bitfield 204 is equal to the total number of bits in a scaled-integer value $(I,Q)$ (i.e., the number of bits in the example binary representation 200).

[0032] Although the multiplier value $I$ and the scale value $Q$ may be selected to include any number of bits, the number of bits in the multiplier value $I$ and the scale value $Q$ may be selected to match the capabilities or architecture of the processor on which the example scaled-integer data type is to be implemented. For example, for a 32-bit processor, the multiplier value $I$ and the scale value $Q$ may be selected so that the sum of the multiplier value $I$ and the scale value $Q$ is equal to thirty-two (i.e., $I + Q = 32$).

Additionally, for a 32-bit processor, the number of bits in the multiplier value $I$ and the scale value $Q$ may be selected as multiples of eight to simplify arithmetic operations based on the example scaled-integer data type. The bit lengths of the multiplier value $I$ and the scale value $Q$ selected for the example scaled-integer data type may be provided to hardware and/or software to enable interpretation of scaled-integer values during a runtime phase. For example, the bit lengths associated with the example scaled-integer data type may be provided to applications via global variables.

[0033] The multiplier value $I$ and the scale value $Q$ may be selected as signed integer values (e.g., $I,Q = 0, \pm 1, \pm 2, \pm 3$, etc.) and may be stored in two's complement form, which enables implementation of two's complement arithmetic during a runtime phase. Additionally, a scaled-integer provides redundancy in representation, which enables a value to be represented using the example binary representation 200 of the example scaled-integer data type in several manners. For example, based on a numeric conversion
of a scaled-integer encoded value described in detail in connection with Equation 3 below, the scaled-integer values (i.e., \((I, Q)\) values) \((1, 0)\), \((2, 1)\), and \((4, -2)\) are equal to each other.

[0034] Scaled-integer values are associated with a bias value \(\beta\) that is used to determine a compound scale exponent. The compound scale exponent is determined by subtracting the bias value \(\beta\) from the scale value \(Q\) (i.e., \(Q - \beta\)) and is used to perform a numeric conversion of a scaled-integer encoded value. In general, the bias value \(\beta\) may be selected as a fixed value and may be provided to hardware and/or software using the example scaled-integer data type via, for example, a global variable so that a scaled-integer value may be properly interpreted during a runtime phase.

[0035] A numeric conversion of a scaled-integer encoded value may be used to determine a numeric equivalent value of the scaled-integer encoded value and is based on the multiplier value \(I\), the scale value \(Q\), and the bias value \(\beta\). More specifically, the numeric equivalent of a scaled-integer value may be determined as set forth in Equation 3 below.

\[
V_{SI} = I \cdot 2^{Q - \beta}
\]

As shown in Equation 3, the numeric equivalent value of a scaled-integer value is represented by the variable \(V_{SI}\) and may be determined by raising the compound scale exponent (i.e., \(Q - \beta\)) to the power of two and multiplying the result by the multiplier value \(I\). In general, a numeric value may be encoded as a scaled-integer value by algebraically rearranging Equation 3, selecting a fixed value for the bias \(\beta\), and selecting the multiplier value \(I\) and the scale value \(Q\) to represent the numeric value. After the
multiplier value \( I \) and the scale value \( Q \) are selected, these values may be rounded or truncated to a desired bit length or data width.

[0036] The example binary representation 200 of the example scaled-integer data type shows the multiplier value \( I \) and the scale value \( Q \) as a concatenation of \( I \) followed by \( Q \) to form a scaled-integer encoded value \( X_{SCINT} \) (i.e., \( X_{SCINT} = (I, Q) \)) as set forth in Equation 4 below. However, the multiplier value \( I \) and the scale value \( Q \) may also be concatenated as \( Q \) followed by \( I \) (i.e., \( X_{SCINT} = (Q, I) \)) as set forth in Equation 5 below.

\[
\text{Equation 4} \quad i_1i_2\ldots i_0q_{m-1}q_{m-2}\ldots q_0
\]

\[
\text{Equation 5} \quad q_{m-1}q_{m-2}\ldots q_0i_1i_2\ldots i_0
\]

As shown in Equations 4 and 5 above, a multiplier bit value \( i \) represents the bit values of the multiplier value bitfield 202, a multiplier bit-length value \( l \) represents the number of bits in the multiplier bitfield 202, a scale bit value \( q \) represents the bit values of the scale value bitfield 204, and a scale bit-length value \( m \) represents the number of bits in the scale value bitfield 204.

[0037] The numeric range of the multiplier value \( I \) and the scale value \( Q \) may be determined based on the multiplier bit-length value \( l \) and the scale bit-length value \( m \). For example, the numeric range of the multiplier value \( I \) may be expressed as

\[-2^{l-1} \leq I \leq 2^{l-1} - 1\]

and the numeric range of the scale value \( Q \) may be expressed as

\[-2^{m-1} \leq Q \leq 2^{m-1} - 1.\]

In that case, the maximum scaled-integer value (i.e., the most positive value) and the minimum scaled-integer value (i.e., the most negative value) may be determined according to Equations 6 and 7 below.
Equation 6 \[ (I, Q)_{\text{max}} = (2^{l-1} - 1) \cdot 2^{2^{m-1}-(1+\beta)} \]

Equation 7 \[ (I, Q)_{\text{min}} = -2^{l-1} \cdot 2^{2^{m-1}-(1+\beta)} \]

As shown in Equation 6, the term $2^{l-1} - 1$ represents a maximum value of the multiplier $I$, which is multiplied by the term $2^{2^{m-1}-(1+\beta)}$, where $2^{m-1}-(1+\beta)$ represents a maximum value of the scale value $Q$. As shown in Equation 7, the term $-2^{l-1}$ represents the minimum multiplier value $I$, which is a negative value, and which is multiplied by the term $2^{2^{m-1}-(1+\beta)}$. The magnitude of the term $2^{2^{m-1}-(1+\beta)}$ is relatively large because $2^{m-1}-(1+\beta)$ represents the maximum scale value $Q$. Thus, a minimum scaled-integer value is determined by multiplying a negative value (e.g., $-2^{l-1}$) by a value having a relatively large magnitude (e.g., $2^{2^{m-1}-(1+\beta)}$).

As shown by Equations 6 and 7, the numeric range of the multiplier value $I$ (i.e., $-2^{l-1} \leq I \leq 2^{l-1} - 1$), and the numeric range of the scale value $Q$ (i.e., $-2^{m-1} \leq Q \leq 2^{m-1} - 1$), the maximum numeric range of scaled-integer values is theoretically unlimited because the scale bit-length value $m$ and multiplier bit-length value $l$ may be selected to be any desired length. However, in practice, when implemented in hardware and/or software, the example scaled-integer data type may be implemented to represent a subset of all possible scaled-integer values. More specifically, the numeric range of the example scaled-integer data type may be implemented to represent a subset of the numeric range of all possible scaled-integer values. For example, the numeric range of the example scaled-integer data type may be implemented based on target platform characteristics, processor capabilities, hardware capabilities, etc. to prevent calculation errors associated with overflow or underflow conditions.
FIG. 3 is a flow diagram of an example manner in which example arithmetic operations may be performed using the example scaled-integer data type described in connection with FIG. 2 above. In particular, the example arithmetic operations may include multiplication operations, addition operations, and subtraction operations. Division operations are not shown explicitly in FIG. 3. However, as described in connection with FIG. 11 below, a division operation may be performed by determining the reciprocal of a scaled-integer value followed by a multiplication operation. The example methods of FIG. 3 may be invoked by requesting an arithmetic operation in response to execution of a machine accessible instruction or a function stored in a memory (e.g., the system memory 1324 of FIG. 13). Furthermore, the example arithmetic operations may be implemented in hardware (e.g., the example system 1200 of FIG. 12) and/or software stored on a machine accessible medium (e.g., computer accessible medium) and executed on a processor system (e.g., the processor system 1310 of FIG. 13). For purposes of clarity, the example arithmetic operations are described based on using variable representations of a first input value $X_{SCINT}$, a second input value $Y_{SCINT}$, and a result value $Z_{SCINT}$.

Initially, the first input value $X_{SCINT}$ and the second input value $Y_{SCINT}$ are unpacked to generate a first scaled-integer value $(I_x, Q_x)$ and a second scaled-integer value $(I_y, Q_y)$ (block 302). The input values $X_{SCINT}$ and $Y_{SCINT}$ may be unpacked by implementing an unpack function or instruction (i.e., $(I_x, Q_x) = \text{unpack}(X_{SCINT})$) that, when executed, causes a processor (e.g., the processor 1312 of FIG. 13) or hardware (e.g., the example system 1200 of FIG. 12) to separate or parse a first input multiplier value $I_x$ and a first input scale value $Q_x$ from the first input value $X_{SCINT}$ and a second input multiplier value $I_y$ and a second input scale value $Q_y$ from the second input value $Y_{SCINT}$. The input
multiplier values $I_x$ and $I_y$ and the input scale values $Q_x$ and $Q_y$ may be stored in, for example, the system memory 1324 (FIG. 13) or register locations in a processor (e.g., the processor 1312 of FIG. 13).

After the input values $X_{SCINT}$ and $Y_{SCINT}$ are unpacked, it is determined if the arithmetic operation to be performed is a multiplication operation (block 304). If it is determined at block 304 that the arithmetic operation to be performed is a multiplication operation, the unpacked input scaled-integer values $(I_x,Q_x)$ and $(I_y,Q_y)$ are multiplied (block 306) based on the input multiplier values $I_x$ and $I_y$ and the input scale values $Q_x$ and $Q_y$ according to Equations 8 and 9 below.

\begin{align*}
\text{Equation 8} & \quad I_z = I_x \cdot I_y \\
\text{Equation 9} & \quad Q_z = Q_x + Q_y - \beta
\end{align*}

As shown in Equation 8, a multiplier value result $I_z$ is determined by multiplying the first input multiplier value $I_x$ by the second input multiplier value $I_y$. Additionally, a scale value result $Q_z$ is determined by adding the first input scale value $Q_x$ to the second input scale value $Q_y$ and subtracting the bias value $\beta$ from the result.

If it is determined at block 304 that the arithmetic operation to be performed is not a multiplication operation, it is determined if the first input scale value $Q_x$ is equal to the second input scale value $Q_y$ (block 310). If it is determined at block 310 that the first input scale value $Q_x$ is equal to the second input scale value $Q_y$, it is determined if the arithmetic operation to be performed is an addition operation (block 312). If it is determined at block 312, that the arithmetic operation to be performed is an addition operation, the input scaled-integer values $(I_x,Q_x)$ and $(I_y,Q_y)$ are added based on the input...
multiplier values $I_x$ and $I_y$ and the first input scale value $Q_x$ according to Equations 10 and 11 below (block 314).

\[
\text{Equation 10} \quad I_z = I_x + I_y
\]

\[
\text{Equation 11} \quad Q_z = Q_x
\]

As shown in Equation 10, the multiplier value result $I_z$ is determined by adding the first input multiplier value $I_x$ to the second input multiplier value $I_y$. As shown in Equation 11, the scale value result $Q_z$ is set equal to the first input scale value $Q_x$. Alternatively, because the first input scale value $Q_x$ is equal to the second input scale value $Q_y$, the scale value result $Q_z$ may be set equal to the second input scale value $Q_y$ (e.g., $Q_z = Q_y$).

If it is determined at block 312, that the arithmetic operation to be performed is not an addition operation, the second input scaled-integer value $(I_y, Q_y)$ is subtracted from the first input scaled-integer value $(I_x, Q_x)$ based on the input multiplier values $I_x$ and $I_y$ and the first input scale value $Q_x$ according to Equations 12 and 13 below (block 316).

\[
\text{Equation 12} \quad I_z = I_x - I_y
\]

\[
\text{Equation 13} \quad Q_z = Q_x
\]

As shown in Equation 12, the multiplier value result $I_z$ is determined by subtracting the second input multiplier value $I_y$ from the first input multiplier value $I_x$. As shown in Equation 13, the scale value result $Q_z$ is set equal to the first input scale value $Q_x$. Alternatively, because the first input scale value $Q_x$ is equal to the second input scale value.
$Q_y$, the scale value result $Q_x$ may be set equal to the second input scale value $Q_y$ (e.g., $Q_x = Q_y$).

[0044] If it is determined at block 310 that the first input scale value $Q_x$ is not equal to the second input scale value $Q_y$, a maximum scale value $Q_{\text{max}}$ is determined based on the input scale values $Q_x$ and $Q_y$ (block 318). The maximum scale value $Q_{\text{max}}$ may be determined by implementing a Q-MAX instruction or function (i.e., $Q_{\text{max}} = \max(Q_x, Q_y)$) that, when executed, causes a processor (e.g., the processor 1312 of FIG. 13) or hardware (e.g., the example system 1200 of FIG. 12) to compare the first input scale value $Q_x$ to the second input scale value $Q_y$, determine the greater value of the two, and set the maximum scale value $Q_{\text{max}}$ equal to the greater value. For example, if the second input scale value $Q_y$ is greater than the first input scale value $Q_x$, the maximum input scale value $Q_{\text{max}}$ is set equal to the second input scale value $Q_y$ (e.g., $Q_{\text{max}} = Q_y$).

[0045] It is then determined if the arithmetic operation to be performed is an addition operation (block 320). If it is determined at block 320 that the arithmetic operation is an addition operation, a first intermediate multiplier value $I'_x$ and a second intermediate multiplier value $I'_y$ are determined for the addition operation based on the first input multiplier value $I_x$ and the second input multiplier value $I_y$ (block 322). The first intermediate multiplier value $I'_x$ is determined based on the first input multiplier value $I_x$, the maximum scale value $Q_{\text{max}}$, and the first input scale value $Q_x$ according to Equation 14 below. The second intermediate multiplier value $I'_y$ is determined based on the second input multiplier value $I_y$, the maximum scale value $Q_{\text{max}}$, and the second input scale value $Q_y$ according to Equation 15 below. The brackets $\lfloor \cdot \rfloor$ denote the `floor` function, so that $\lfloor x \rfloor$ is a unique integer and $\lfloor x \rfloor \leq x < \lfloor x \rfloor + 1$.
Equation 14  \[ I'_x = \left\lfloor \frac{I_x}{2^{Q_x - Q_0}} \right\rfloor \]

Equation 15  \[ I'_y = \left\lfloor \frac{I_y}{2^{Q_y - Q_0}} \right\rfloor \]

As shown in Equation 14 above, the first intermediate multiplier value \( I'_x \) is equal to the floor function of the first multiplier value \( I_x \) divided by two raised to a power equal to the result of the first input scale value \( Q_x \) subtracted from the maximum scale value \( Q_{\text{max}} \). As shown in Equation 15 above, the second intermediate multiplier value \( I'_y \) is equal to the floor function of the second intermediate multiplier value \( I_y \) divided by two raised to a power equal to the result of the second input scale value \( Q_y \) subtracted from the maximum scale value \( Q_{\text{max}} \). Although the process of block 322 is described as determining the intermediate multiplier values \( I'_x \) and \( I'_y \), an optimization of this process may be implemented by determining only one of the intermediate multiplier values because as described in connection with block 318 above, \( Q_{\text{max}} \) is set equal to \( Q_x \) or \( Q_y \). Therefore, only one of the divisors of Equations 14 and 15 will be equal to a value other than one (i.e., \( 2^0 = 1 \)).

[0046] If it is determined at block 320, that the arithmetic operation is not an addition operation, a first intermediate multiplier value \( I'_x \) and a second intermediate multiplier value \( I'_y \) are determined for a subtraction operation based on the first input multiplier value \( I_x \) and the second input multiplier value \( I_y \) (block 324). The first intermediate multiplier value \( I'_x \) is determined according to Equation 14 above. The second intermediate multiplier value \( I'_y \) is determined based on the second input multiplier value \( I_y \), the
maximum scale value $Q_{\text{max}}$ and the second input scale value $Q_y$ according to Equation 16 below.

\[
I'_y = \left\lfloor \frac{-I_y}{2Q_{\text{max}} - Q_y} \right\rfloor
\]

As shown in Equation 16 above, the second intermediate multiplier value $I'_y$ is equal to the floor function of the negative value of the second intermediate multiplier value $I_y$ divided by two raised to a power equal to the result of the second input scale value $Q_y$ subtracted from the maximum scale value $Q_{\text{max}}$.

The intermediate multiplier values $I'_x$ and $I'_y$ determined at block 322 or block 324 and the maximum scale value $Q_{\text{max}}$ may be used to form a first intermediate scaled-integer value $(I'_x, Q_{\text{max}})$ and a second intermediate scaled-integer value $(I'_y, Q_{\text{max}})$. The desired arithmetic operation (i.e., an addition operation or a subtraction operation) may then be performed by adding the first intermediate scaled-integer value $(I'_x, Q_{\text{max}})$ to the second intermediate scaled-integer value $(I'_y, Q_{\text{max}})$ (block 326) based on the intermediate multiplier values $I'_x$ and $I'_y$ determined at block 322 or block 324 and the maximum scale value $Q_{\text{max}}$ according to Equation 17 and Equation 18 below.

\[
I_z = I'_x + I'_y
\]

\[
Q_z = Q_{\text{max}}
\]

As shown in Equation 17, the multiplier value result $I_z$ may be determined by adding the
first intermediate multiplier value $I'_x$ to the second intermediate multiplier value $I'_y$. In particular, if the arithmetic operation to be performed is an addition operation, the intermediate multiplier values $I'_x$ and $I'_y$ are determined at block 322. On the other hand, if the arithmetic operation to be performed is a subtraction operation, the intermediate multiplier values $I'_x$ and $I'_y$ are determined at block 324. As shown in Equation 18 above, the scale value result $Q_z$ is set equal to the maximum scale value $Q_{\text{max}}$.

[0048] After the requested arithmetic operation is performed (block 306, block 314, block 316, or block 326), the multiplier value result $I_z$ and the scale value result $Q_z$ are packed to generate the result value $Z_{\text{SCINT}}$ (block 328). The result value $Z_{\text{SCINT}}$ may be generated by implementing a pack instruction or function (e.g., $Z_{\text{SCINT}} = \text{pack}(I_z, Q_z)$) that, when executed, causes a processor (e.g., the processor 1312 of FIG. 13) and/or hardware (e.g., the example system 1200 of FIG. 12) to, for example, concatenate the multiplier value result $I_z$ and the scale value result $Q_z$ according to Equation 4 or Equation 5 above and store the result in the result value $Z_{\text{SCINT}}$.

[0049] FIG. 4 is a flow diagram depicting an example manner in which example extended arithmetic operations may be performed using the example scaled-integer data type described in connection with FIG. 2 above. The example extended arithmetic operations may be used to analyze and/or modify the numeric characteristics of scaled-integer values resulting from multiplication, addition, or subtraction operations performed, for example, as described in connection with FIG. 3. Additionally, as described in greater detail below, the example extended arithmetic operations may include operations to update status flags based on the numeric characteristics of scaled-integer values.
Before proceeding with the detailed description of the example extended arithmetic operations it should be recognized that the example status operations of FIGS. 5-9 in combination with the example extended arithmetic operations of FIG. 4 may be used to update status flags that include an inexact flag (flag_i), an unnormalized flag (flag_u), a zero flag (flag_z), a negative flag (flag_n), and a saturation flag (flag_q). An overflow flag (flag_o) and a carry flag (flag_c) may also be implemented by repeatedly clearing the overflow flag (i.e., flag_o = false) and setting the status of the carry flag to the opposite or complementary status of the negative flag (i.e., flag_c = -(flag_n)).

By way of example, the status flags are described with respect to the results of arithmetic operations (e.g., the example arithmetic operations of FIG. 3) and status operations (e.g., the example status operations of FIGS. 5-9). Additionally, it should be understood that a multiplier value $I$ result and scale value $Q$ result of an arithmetic operation or a status operation may not be an exact result (i.e., a theoretical mathematical result). For example, in Equations 14 or 15 above, if bits are lost while determining the intermediate multiplier values, the results of the desired arithmetic operation will not be exact.

The inexact flag (flag_i) may be set if the result of an arithmetic operation has been modified or does not equal the corresponding theoretical mathematical result (i.e., an inexact result has been returned). For example, a status operation (e.g., the right-normalization operation 600 of FIG. 6) may be used to modify the result of an arithmetic operation so that the result of the status operation is not equal to the result of the arithmetic operation. In another example, the inexact flag may be set when operations associated with example arithmetic operations such as, for example, the $\max(Q_1, Q_2)$ function described in connection with FIG. 3 above, modify (e.g., truncate, round, etc.) input values.
and generate results that are not equal to the corresponding theoretical mathematical evaluations of the original input values.

[0053] The unnormalized flag (flag_u) may be cleared to false if an arithmetic operation or a status operation returns a multiplier value $I$ that is in the range

$$2^{l-2} \leq I \leq 2^{l-1} - 1 \text{ or } -2^{l-1} \leq I \leq -2^{l-2} - 1.$$  The zero flag (flag_z) may be set to true if the value of the result of an arithmetic operation or a status operation is equal to zero. The negative flag (flag_n) may be set to true if the result of an arithmetic operation or a status operation is equal to a negative value.

[0054] The example extended arithmetic operations may also be used in combination with arithmetic operations such as the example arithmetic operations of FIG. 3. When used in combination with the example arithmetic operations, the example extended arithmetic operations are based on the first input value $X_{SCINT}$, the second input value $Y_{SCINT}$, and the result value $Z_{SCINT}$. The example extended arithmetic operations may be implemented in hardware (e.g., the example system 1200 of FIG. 12) and/or software stored on a machine accessible medium (e.g., computer accessible medium) and executed on a processor system (e.g., the processor system 1310 of FIG. 13).

[0055] Initially, the input values $X_{SCINT}$ and $Y_{SCINT}$ are unpacked (block 402). In particular, in one example, the first input value $X_{SCINT}$, the second input value $Y_{SCINT}$, and the result value $Z_{SCINT}$ are unpacked by separating or parsing the multiplier values $I_x$, $I_y$, and $I_z$ and the scale values $Q_x$, $Q_y$, and $Q_z$. A multiplication operation, addition operation, or subtraction operation may then be performed using the example arithmetic operations of FIG. 3 (block 404) and the results are stored in the multiplier value result $I_z$ and the scale value result $Q_z$. It is then determined if the arithmetic operation performed at block 404 is a multiplication operation (block 406).
If it is determined at block 406 that the arithmetic operation performed at block 404 is not a multiplication operation, the status of a first temporary inexact flag (\texttt{flag}_{i_{11}}) is determined (block 408). The status determination at block 408 may be based on the multiplier values \(I_x, I_y,\) and \(I_z\), the scale values \(Q_x, Q_y,\) and \(Q_z,\) the intermediate multiplier values \(I'_x\) and \(I'_y\) determined at block 322 or block 324 of FIG. 3, and the maximum scale value \(Q_{\text{max}}\) determined at block 318 of FIG. 3. The first temporary inexact flag is set to true if either of the conditions set forth in Equations 19 and 20 below is true.

\[
\text{Equation 19} \quad I'_x \cdot 2^{Q_{\text{max}} - Q_x} \neq I_x
\]

\[
\text{Equation 20} \quad I'_y \cdot 2^{Q_{\text{max}} - Q_y} \neq I_y
\]

The condition set forth in Equation 19 provides that the first intermediate multiplier value \(I'_x\) multiplied by two raised to a power equal to the first input scale value \(Q_x\) subtracted from the maximum scale value \(Q_{\text{max}}\) is not equal to the first input multiplier value \(I_x\). The condition set forth in Equation 20 provides that the second intermediate multiplier value \(I'_y\) multiplied by two raised to a power equal to the second input scale value \(Q_y\) subtracted from the maximum scale value \(Q_{\text{max}}\) is not equal to the second input multiplier value \(I_y\). If either of the conditions set forth in Equations 19 and 20 above is true, the first temporary inexact flag is set to true.

After the status of the first temporary inexact flag is determined (block 408) or if it is determined at block 406 that the arithmetic operation performed at block 404 is a multiplication operation, a right-normalization operation is performed based on the multiplier value result \(I_z\) and the scale value result \(Q_z\) (block 410). The right-
normalization operation performed at block 410 may be implemented based on the example right-normalization operation 600 described in connection with FIG. 6 below. In general, the right-normalization operation performed at block 406 may be used to right-normalize a multiplier value \( I \) (e.g., the multiplier value result \( I_z \)) and a scale value \( Q \) (e.g., the scale value result \( Q_z \)). For example, if the multiplier value result \( I_z \) overflows the data format of the example scaled-integer data type (i.e., overflows the number of bits of the example binary representation 200 of FIG. 2), the right-normalization operation performed at block 406 may be used to right-normalize the multiplier value result \( I_z \) and recover the overflowed bits.

After the right-normalization operation is performed (block 410), the status of the inexact flag \( (flag_i) \) is determined based on the first temporary inexact flag \( (flag_{i1}) \) and/or the second temporary inexact flag \( (flag_{i2}) \) (block 412). If the arithmetic operation performed at block 404 is a multiplication operation, the status of the inexact flag is set equal to the status of the second temporary inexact flag. However, if the arithmetic operation performed at block 404 is an addition or subtraction operation, the status of the inexact flag is determined by logical OR-ing the first temporary inexact flag and the second temporary inexact flag (i.e., \( flag_i = flag_{i1} \) or \( flag_{i2} \)).

It is then determined if the arithmetic operation performed at block 404 is a multiplication operation (block 413). If it is determined at block 413 that the arithmetic operation performed at block 404 is a multiplication operation, a left-normalization operation is performed based on the multiplier value result \( I_z \) and the scale value result \( Q_z \) (block 414). The left-normalization operation may be implemented by using the example left-normalization operation 700 described in connection with FIG. 7. In general, the left-normalization operation performed at block 414 may be used to left-normalize or
maximize the multiplier value result $I_z$ and the scale value $Q_z$ based on the magnitude of the multiplier value result $I_z$. For example, if the magnitude of the multiplier value result $I_z$ is too small (e.g., relatively close to zero), the left-normalization operation performed at block 414 may be used to increase the magnitude.

On the other hand, if it is determined at block 413 that the arithmetic operation performed at block 404 is not a multiplication operation, a zero-checking operation is performed (block 415). The zero-checking operation performed at block 415 may be implemented by the example zero-checking operation 500 described in connection with FIG. 5 below. The zero-checking operation may be used to modify the multiplier value result $I_z$ and the scale value result $Q_z$ and update the zero flag and the negative flag based on the multiplier value result $I_z$ and the inexact flag.

A saturation-checking operation is then performed (block 416). The saturation-checking operation of block 416 may be implemented by using the example saturation-checking operation 800 described in connection with FIG. 8 below. In general, the saturation-checking operation performed at block 416 may be performed based on the multiplier value result $I_z$ and the scale value result $Q_z$ and may be used to clip the multiplier value result $I_z$ and the scale value result $Q_z$ to keep them within a desired numeric range.

It is then determined if the arithmetic operation performed at block 404 is a multiplication operation (block 418). If it is determined at block 418 that the arithmetic operation performed at block 404 is a multiplication operation, the unnormalized flag is cleared to false (block 420). However, if it is determined at block 418 that the arithmetic operation performed at block 404 is not a multiplication operation, an unnormalized-checking operation is performed (block 422). The unnormalized-checking operation of
block 422 may be implemented by using the example unnormalized-checking operation 900, which may be used to update the status of the unnormalized flag based on the multiplier value result $I_x$ as described in connection with FIG. 9 below.

[0063] The status flags are then written to, for example, a status flag register (block 424) and the multiplier value result $I_x$ and the scale value result $Q_x$ are packed into the result value $Z_{SCINT}$ (block 426).

[0064] FIGS. 5-9 are flow diagrams depicting example manners of implementing the example status operations described in connection with FIG. 4 above. In general, the example status operations may be used to update status flags (e.g., a zero flag, a negative flag, etc.) of a processor (e.g., the processor 1312 of FIG. 13) and/or hardware (e.g., the example system 1200 of FIG. 12). Additionally, the example status operations may be used to modify scaled-integer values $(I,Q)$ based on numeric range limits and/or numeric conditions (e.g., zero conditions, negative conditions, etc.). As described above in connection with FIG. 2, when implemented in hardware and/or software, platform-based limits may be imposed on the numeric range of the example scaled-integer data type. The example status operations of FIGS. 5-9 are based on a multiplier value numeric range of $I_{\text{min}} \leq I \leq I_{\text{max}}$ and a scale value numeric range of $Q_{\text{min}} \leq Q \leq Q_{\text{max}}$, where

\[
I_{\text{max}} = 2^{l-1}-1
\]
\[
I_{\text{min}} = -2^{l-1}
\]
\[
Q_{\text{max}} = 2^{m-1}-1
\]
\[
Q_{\text{min}} = 0.
\]

In this manner, the numeric range of the multiplier value $I$ includes signed-integer values
and the numeric range of the scale value $Q$ includes unsigned integer values (e.g., non-negative values). The example status operations of FIGS. 5-9 may be implemented in hardware (e.g., the example system 1200 of FIG. 12) and/or software stored on a machine accessible medium (e.g., computer accessible medium) and executed on a processor system (e.g., the processor system 1310 of FIG. 13). Furthermore, each status operation may be performed by executing an instruction or a function stored in a memory (e.g., the system memory 1324 of FIG. 13) that and configures, for example, the processor 1312 or the example system 1200 to perform the status operation.

[0065] Now turning to FIG. 5, a flow diagram depicts an example zero-checking operation 500 based on the example scaled-integer data type described in connection with FIG. 2 above. The example zero-checking operation 500 may be used to modify the multiplier value $I$ and the scale value $Q$ based on the multiplier value $I$. Additionally, the example zero-checking operation 500 may be used to update the zero flag and the negative flag based on the multiplier value $I$ and the inexact flag. The example zero-checking operation 500 may be performed by implementing a check-zero instruction or function (e.g., $(I_{\text{result}}, Q_{\text{result}}, \text{flag}_z, \text{flag}_n) = \text{check\_zero}(I, Q, \text{flag}_i)$) that, when executed, causes a processor (e.g., the processor 1312 of FIG. 13) and/or hardware (e.g., the example system 1200 of FIG. 12) to perform the example zero-checking operation 500 based on the multiplier value $I$, the scale value $Q$, the inexact flag, the zero flag, and the negative flag.

[0066] Initially, a zero test is performed to determine if the multiplier value $I$ is equal to zero (block 502). If it is determined at block 502 that the multiplier value $I$ is equal to zero, the multiplier value $I$, the scale value $Q$, the zero flag, and the negative flag are updated (block 504). In particular, the multiplier value $I$ is set equal to zero, the scale value $Q$ is set equal to the minimum scale value $Q_{\text{min}}$ defined by the numeric range of the
example scaled-integer data type, the zero flag is set equal to the negated value of the
inexact flag, and the negative flag is set equal to false. The multiplier value \( I \), the scale
value \( Q \), the zero flag, and the negative flag are then returned (block 506). If it is
determined at block 502 that the multiplier value \( I \) is not equal to zero, a comparison is
performed to determine if the scale value \( Q \) is less than the minimum scale value \( Q_{\text{min}} \)
(block 508).

If it is determined at block 508 that the scale value is not less than the
minimum scale value \( Q_{\text{min}} \), the multiplier value \( I \), the scale value \( Q \), the zero flag, and the
negative flag are unchanged and then returned (block 506). However, if it is determined at
block 508 that the scale value \( Q \) is less than the minimum scale value \( Q_{\text{min}} \), the multiplier
value \( I \), the scale value \( Q \), and the zero flag are updated (block 510). In particular, the
multiplier value \( I \) is set equal to zero, the scale value \( Q \) is set equal to the minimum scale
value \( Q_{\text{min}} \), and the zero flag is cleared to false.

A comparison is then performed to determine if the multiplier value \( I \) is less
than zero (block 512). If it is determined at block 512 that the multiplier value \( I \) is less
than zero, the negative flag is set to true (block 514). After the negative flag is set to true
(block 514), or if it is determined at block 512 that the multiplier value \( I \) is not less than
zero and the negative flag is unchanged, the multiplier value \( I \), the scale value \( Q \), the zero
flag, and the negative flag are returned (block 506).

FIG. 6 is a flow diagram that depicts an example right-normalization operation
600 that may be used with the example extended arithmetic operations described in
connection with FIG. 4 above. The example right-normalization operation 600 may be
used to right-normalize the multiplier value \( I \) and the scale value \( Q \) and to update the
inexact flag. The example right-normalization operation 600 may be performed by
implementing a right-normalization instruction or function (e.g., \( (I_{\text{result}}, Q_{\text{result}}, \text{flag}_I) = \text{rnorm}(I, Q) \)) that, when executed, causes a processor (e.g., the processor 1312 of FIG. 13) and/or hardware (e.g., the example system 1200 of FIG. 12) to perform the example right-normalization operation 600 based on the multiplier value \( I \), the scale value \( Q \), and the inexact flag.

**[0070]** Initially, a comparison is performed to determine if the multiplier value \( I \) is less than or equal to the maximum multiplier value \( I_{\text{max}} \) and greater than or equal to the minimum multiplier value \( I_{\text{min}} \) (i.e., \( I_{\text{min}} \leq I \leq I_{\text{max}} \)) (block 602). If it is determined at block 602 that the multiplier value \( I \) is less than or equal to the maximum multiplier value \( I_{\text{max}} \) and greater than or equal to the minimum multiplier value \( I_{\text{min}} \), the multiplier value \( I \) and the scale value \( Q \) are not changed. The inexact flag is then set to false (i.e., cleared to zero) (block 604) and the scaled-integer value \((I, Q)\) and the inexact flag are returned (block 606).

**[0071]** If it is determined at block 602 that the multiplier value \( I \) is not less than or equal to the maximum multiplier value \( I_{\text{max}} \) or is not greater than or equal to the minimum multiplier value \( I_{\text{min}} \), the multiplier value \( I \) and the scale value \( Q \) are right-normalized to determine a right-normalized multiplier value \( I_{\text{right}} \) and a right-normalized scale value \( Q_{\text{right}} \) (block 608). The multiplier value \( I \) and the scale value \( Q \) are right-normalized based on a non-negative integer value \( k \) (i.e., \( k \geq 0 \)) that is selected to satisfy the numeric range conditions of Equations 21 or 22 below. Additionally, the right-normalized multiplier value \( I_{\text{right}} \) and the right-normalized scale value \( Q_{\text{right}} \) are determined according to Equations 23 and 24 below.
Equation 21 \[ I_{\min} \leq \frac{I}{2^k} \leq \left( \frac{I_{\min}}{2} - 1 \right) \]

Equation 22 \[ \left( \frac{I_{\max} + 1}{2} \right) \leq \frac{I}{2^k} \leq I_{\max} \]

Equation 23 \[ I_{\text{right}} = \left\lfloor \frac{I}{2^k} \right\rfloor \]

Equation 24 \[ Q_{\text{right}} = Q + k \]

The non-negative integer value \( k \) is selected according to the condition of Equation 21 or the condition of Equation 22. Additionally, as shown in Equations 23 and 24, the right-normalized multiplier value \( I_{\text{right}} \) and the right-normalized scale value \( Q_{\text{right}} \) are based on the non-negative integer value \( k \). As shown in Equation 23, the right-normalized multiplier value \( I_{\text{right}} \) is determined by the floor function of the multiplier value \( I \) divided by two raised to a power equal the non-negative integer value \( k \). As shown in Equation 24, the right-normalized scale value \( Q_{\text{right}} \) is determined by adding the scale value \( Q \) to the non-negative integer value \( k \).

[0072] The inexact flag is updated based on the right-normalized multiplier value \( I_{\text{right}} \) (block 610). In particular, the inexact flag is cleared to false if the product of the right-normalized multiplier value \( I_{\text{right}} \) and two raised to a power equal to the non-negative integer value \( k \) (i.e., \( 2^k \)) is equal to the multiplier value \( I \) (i.e., \( I_{\text{right}} \cdot 2^k = I \)), otherwise the inexact flag is unchanged. After the inexact flag has been updated at block 610, the right-normalized scaled-integer value \( (I_{\text{right}}, Q_{\text{right}}) \) and the inexact flag are returned (block 606).
[0073] FIG. 7 is a flow diagram of an example left-normalization operation 700 that may be used with the example extended arithmetic operations described in connection with FIG. 4 above. The example left-normalization operation 700 may be used to left-normalize or maximize the multiplier value \( I \) and the scale value \( Q \) when the magnitude of the multiplier value \( I \) is relatively small or equal to zero. In this manner, a relatively small or zero value is not returned. The example left-normalization operation 700 may be performed by implementing a left-normalize instruction or function (e.g., \( (I_{\text{result}}, Q_{\text{result}}) = \lnorm(I, Q) \)) that, when executed, causes a processor (e.g., the processor 1312 of FIG. 13) and/or hardware (e.g., the example system 1200 of FIG. 12) to perform the example left-normalization operation 700 based on the multiplier value \( I \) and the scale value \( Q \).

[0074] In the example of FIG. 7, it is first determined if the multiplier value \( I \) is equal to zero (i.e., \( I = 0 \)) or greater than the maximum multiplier value \( I_{\text{max}} \) or less than the minimum multiplier value \( I_{\text{min}} \) (i.e., \( I > I_{\text{max}} \) or \( I < I_{\text{min}} \)) (block 702). If it is determined at block 702 that the multiplier value \( I \) is equal to zero or greater than the maximum multiplier value \( I_{\text{max}} \) or less than the minimum multiplier value \( I_{\text{min}} \), the multiplier value \( I \) and the scale value \( Q \) are left unchanged. The scaled-integer value \( (I, Q) \) is then returned (block 704).

[0075] If it is determined at block 702 that the multiplier value \( I \) is not equal to zero and is less than or equal to the maximum multiplier value \( I_{\text{max}} \) and greater than or equal to the minimum multiplier value \( I_{\text{min}} \), the multiplier value \( I \) and the scale value \( Q \) are left-normalized (block 706). The multiplier value \( I \) and the scale value \( Q \) are left-normalized to generate a left-normalized multiplier value \( I_{\text{left}} \) and a left-normalized scale value \( Q_{\text{left}} \) by selecting a non-negative integer value \( k \) (i.e., \( k \geq 0 \)). More specifically, the non-negative integer value \( k \) is selected according to Equation 25 or Equation 26 below. Additionally,
the left-normalized multiplier value $I_{\text{left}}$ and the left-normalized scale value $Q_{\text{left}}$ are determined as set forth in Equations 27 and 28 below.

\begin{align*}
\text{Equation 25} & \quad I_{\text{min}} \leq I \cdot 2^k \leq \left( \frac{I_{\text{min}}}{2} \right) - 1 \\
\text{Equation 26} & \quad \left( \frac{I_{\text{max}} + 1}{2} \right) \leq I \cdot 2^k \leq I_{\text{max}} \\
\text{Equation 27} & \quad I_{\text{left}} = I \cdot 2^k \\
\text{Equation 28} & \quad Q_{\text{left}} = Q - k
\end{align*}

As shown in Equation 25, the non-negative integer value $k$ may be selected based on a numeric range associated with the minimum multiplier value $I_{\text{min}}$. Alternatively, as shown in Equation 26, the non-negative integer value $k$ may be selected based on a numeric range associated with the maximum multiplier value $I_{\text{max}}$. As shown in Equation 27, the left-normalized multiplier value $I_{\text{left}}$ is determined by multiplying the multiplier value $I$ by two raised to a power equal to the non-negative integer value $k$. As shown in Equation 28, the left-normalized scale value $Q_{\text{left}}$ is determined by subtracting the non-negative integer value $k$ from the scale value $Q$. The left-normalized scaled-integer value $(I_{\text{left}}, Q_{\text{left}})$ is then returned (block 704).

[0076] FIG. 8 is a flow diagram that depicts an example saturation-checking operation 800 that may be used with the example extended arithmetic operations described in connection with FIG. 4 above. The example saturation-checking operation 800 may be used to determine if the multiplier value $I$ and/or the scale value $Q$ are out-of-range or saturated by comparing the numeric range limit values (e.g. $Q_{\text{max}}$, $I_{\text{max}}$, etc.) with the
multiplier value $I$ and the scale value $Q$. The multiplier value $I$ or the scale value $Q$ may be clipped (e.g., set to the numeric range limit values) if they are out-of-range of the numeric range limit values. The example saturation-checking operation 800 may also be used to update the status of the saturation flag based on the multiplier value $I$ and the scale value $Q$.

[0077] The example saturation-checking operation 800 may be performed by implementing a saturation-check or clip instruction or function (e.g., $(I_{\text{result}}, Q_{\text{result}}) = \text{clip}_Q(I, Q)$) that, when executed, causes a processor (e.g., the processor 1312 of FIG. 13) and/or hardware (e.g., the example system 1200 of FIG. 12) to perform the example saturation-checking operation 800 comparisons based on the multiplier value $I$, the scale value $Q$, and the saturation flag.

[0078] A comparison is performed based on the scale value $Q$ and the maximum scale value $Q_{\text{max}}$ to determine if the scale value $Q$ is less than or equal to the maximum scale value $Q_{\text{max}}$ (block 802). If it is determined at block 802 that the scale value $Q$ is less than or equal to the maximum scale value $Q_{\text{max}}$, the saturation flag is cleared to false (block 804). However, if it is determined at block 802 that the scale value $Q$ is not less than or equal to the maximum scale value $Q_{\text{max}}$, the saturation flag is set to true (block 805) and the scale value $Q$ is set equal to the maximum scale value $Q_{\text{max}}$ (i.e., $Q = Q_{\text{max}}$) (block 806).

[0079] After the saturation flag is cleared (block 804) or after the scale value $Q$ is set equal to the maximum scale value $Q_{\text{max}}$, a zero-test is performed based on the multiplier value $I$ to determine if the multiplier value $I$ is less than zero (i.e., $I < 0$?) (block 808). If it is determined at block 808 that the multiplier value $I$ is less than zero, the multiplier value $I$ is set equal to the minimum multiplier value $I_{\text{min}}$ (i.e., $I = I_{\text{min}}$) (block 810). However, if
it is determined at block 808 that the multiplier value $I$ is not less than zero, the multiplier value $I$ is set equal to the maximum multiplier value $I_{\text{max}}$ (i.e., $I = I_{\text{max}}$) (block 812). After the saturation flag is cleared to false at block 804, the multiplier value $I$ is set to $I_{\text{min}}$ at block 810, or the multiplier value $I$ is set equal to the maximum multiplier value $I_{\text{max}}$ (i.e., $I = I_{\text{max}}$) at block 812, the scaled-integer value ($I,Q$) and the saturation flag are returned (block 814).

[0080] FIG. 9 is a flow diagram that depicts an example unnormalized-checking operation 900 that may be used with the example extended arithmetic operations described in connection with FIG. 4 above. The example unnormalized-checking operation 900 may be used to determine if the multiplier value $I$ is an unnormalized value. In general, unnormalized values are values that are not within a specified normalized numeric range as described below. Additionally, the example unnormalized-checking operation 900 may be used to update the status of the unnormalized flag based on the multiplier value $I$.

[0081] The example unnormalized-checking operation 900 may be performed by implementing a check-unnormalized instruction or function (e.g., $(\text{flag}_u) =$ check_unnorm($I$)) that, when executed, causes a processor (e.g., the processor 1312 of FIG. 13) and/or hardware (e.g., the example system 1200 of FIG. 12) to perform comparisons based on the multiplier value $I$ and update the status of the unnormalized flag.

[0082] Comparisons based on the multiplier value $I$ and a numeric range condition are performed to determine if the multiplier value $I$ is an unnormalized value (block 902). In particular, the numeric range condition is set forth in Equation 29 below.
Equation 29  \[ \frac{I_{\text{min}}}{2} \leq I < \left( \frac{I_{\text{max}} + 1}{2} \right) \]

If it is determined at block 902 that the multiplier value \( I \) is within the numeric range condition based on \( I_{\text{min}} \) and \( I_{\text{max}} \) as set forth in Equation 29, the unnormalized flag is set to true (block 904). However, if it is determined at block 902 that the multiplier value \( I \) does not satisfy the numeric range condition set forth in Equation 29, the unnormalized flag is unchanged.

[0083] FIG. 10 is a flow diagram depicting an example manner in which a normalization operation may be performed using the example scaled-integer data type described in connection with FIG. 2 above. The normalization operation may be used to ensure that a scaled-integer value is within a desired range of values of the example scaled-integer data type as set forth by, for example, the multiplier value numeric range of \( 2^{i-2} \leq I \leq 2^{i-1} - 1 \) or \( -2^{i-1} \leq I \leq -2^{i-2} - 1 \), the scale value numeric range of \( Q_{\text{min}} \leq Q \leq Q_{\text{max}} \), and/or the numeric conditions of the example status operations of FIGS. 5-9. The normalization operation may be implemented in hardware (e.g., the example system 1200 of FIG. 12) and/or software stored on a machine accessible medium and executed on a processor system (e.g., the processor system 1310 of FIG. 13).

[0084] The normalization operation may be implemented by using the example extended arithmetic operations of FIG. 4 to perform a multiplication operation based on a normalization value \( N_{\text{SCINT}} \) equal to one and an input value \( X_{\text{SCINT}} \). In this manner, the input value \( X_{\text{SCINT}} \) is not modified by the multiplication operation and/or the example status operations of FIGS. 5-9 as implemented in the example extended arithmetic operations. Additionally, the example normalization operation 1000 may be used to
update status flags (e.g., the status flags described in connection with FIG. 4 above) based
on the input value $X_{\text{SCINT}}$.

[0085] The input value $X_{\text{SCINT}}$ is obtained (block 1002) and the normalization value
$N_{\text{SCINT}}$ is obtained (block 1004). The input value $X_{\text{SCINT}}$ may be any desired scaled-
integer value of the example scaled-integer data type. The normalization value $N_{\text{SCINT}}$ is
generally selected to have a multiplier value $I_N$ equal to one and a scale value $Q_N$ equal to
the bias value $\beta$ of the input value $X_{\text{SCINT}}$ to determine a normalization value $N_{\text{SCINT}} =
(1, \beta)$ (i.e., $N_{\text{SCINT}} = 1.0$).

[0086] The input value $X_{\text{SCINT}}$ and the normalization value $N_{\text{SCINT}}$ are passed to a
multiplication operation (block 1006). In particular, the multiplication operation includes
one or more of the example status operations of FIGS. 5-9 and may be substantially
similar or identical to the multiplication operation of the example extended arithmetic
operations (FIG. 4). The multiplication operation and associated status operations may
analyze and/or modify the numeric characteristics of the input value $X_{\text{SCINT}}$ and update
status flags as indicated by the example status operations of FIGS. 5-9.

[0087] FIG. 11 is a flow diagram depicting an example manner in which a reciprocal
operation may be performed using the example scaled-integer data type described in
connection with FIG. 2 above. More specifically, the methods described in connection
with FIG. 11 may be used to find a reciprocal of a scaled-integer value. The reciprocal of
a scaled-integer value may be used to, for example, perform a division operation based on
reciprocal multiplication (i.e., $X \div Y = X \cdot Y^{-1}$). Additionally, the methods of FIG. 11
may be implemented in hardware (e.g., the example system 1200 of FIG. 12) and/or
software stored on a machine-readable medium and executed on a processor system (e.g.,
the processor system 1310 of FIG. 13).
An input value $X_{SCINT}$ is unpacked by separating or parsing an input multiplier value $I$ and an input scale value $Q$ from the input value $X_{SCINT}$ to generate an input scaled-integer value $(I, Q)$ (block 1102). The input multiplier value $I$ and the input scale value $Q$ are then redefined or scaled (block 1104) to generate a scaled-integer value $(I', Q')$ having a scaled multiplier value $I'$ and a scaled scale value $Q'$, where the scaled multiplier value $I'$ is within the range $1 \leq I' < 2$. More specifically, the scaled multiplier value $I'$ and the scaled scale value $Q'$ may be determined by setting the numeric equivalent value of the input scaled-integer value $(I, Q)$ (as set forth in Equation 3 above) equal to the numeric equivalent value of the scaled-integer value $(I', Q')$, selecting a scaled multiplier value $I'$ within the range $1 \leq I' < 2$, and solving for the scaled scale value $Q'$ as shown in Equation 30 below.

$$I' \cdot 2^{\alpha-\beta} = I \cdot 2^{\alpha-\beta} \Rightarrow Q' = \log_2 \left( \frac{I \cdot 2^{\alpha-\beta}}{I'} \right) + \beta$$

A reciprocal value of the scaled-integer value $(I', Q')$ is then determined based on the scaled multiplier value $I'$ and the scaled scale value $Q'$ (block 1106). The reciprocal value is determined as set forth in Equation 31 below.

$$\frac{1}{I' \cdot 2^{\alpha-\beta}} \Rightarrow \frac{1}{I' \cdot 2^{\alpha-\beta}}, \text{ where } 1 \leq I' < 2$$

As shown in Equation 31, the reciprocal value $\frac{1}{I' \cdot 2^{\alpha-\beta}}$ of the input scaled-integer value
$(I, Q)$ is proportional to the reciprocal value of the scaled-integer value $(I', Q')$, where $1 \leq I' < 2$.

[0090] The value of the reciprocal of the scaled multiplier value $I'$ (i.e., $\frac{1}{I'}$) is then determined (block 1108). Determining the value of the reciprocal of the scaled multiplier value $\frac{1}{I'}$ is similar or identical to determining the value of an inverse function. In particular, the value of an inverse function may be determined by determining an inverse function approximating polynomial $p(x)$ in terms of an input variable $x$ using, for example, a minimax approximation method. The value of the inverse function approximating polynomial $p(x)$ may then be determined by setting the input variable value equal to the scaled multiplier value $I'$ to generate an approximated reciprocal value $p(I') \cdot \frac{1}{2^{q-b}}$.

[0091] The value of a scaling constant $s$ is determined (block 1110) so that the value of two raised to a power equal to the scaling constant $s$ (i.e., $2^s$) multiplied by the reciprocal of the scaled multiplier value $\frac{1}{I'}$ (i.e., $\frac{2^s}{I'}$ or $2^s \cdot p(I')$) results in a relatively large value. Determining a relatively large value of $\frac{2^s}{I'}$ so that operations (e.g., multiplication operations) that use the reciprocal of the input scaled-integer value $(I, Q)$ can generate relatively precise results.

[0092] The value of two raised to a power equal to the scaling constant $s$ ($2^s$) is then multiplied by the numerator and the denominator of the reciprocal value $\frac{1}{I' \cdot 2^{q-b}}$ (block 1112) to determine a reciprocal multiplier value $I_{\text{recip}}$ and a reciprocal scale value $Q_{\text{recip}}$ as shown in Equation 32 below.
Equation 32

\[
(I_{\text{recip}}, Q_{\text{recip}}) = 2^z \cdot p(I') \cdot 2^{-(Q' + z)} \approx \frac{2^z}{2^z} \cdot \frac{1}{I' \cdot 2^{Q' - \beta}} = \frac{2^z}{I' \cdot 2^{Q' - \beta}} \cdot 2^z
\]

As shown in Equation 32, the product of two to the scaling constant \(s\) \((2^s)\) and the inverse function approximation polynomial \(p(I')\) multiplied by two raised to a power equal to the negative result of the sum of the scaled scale value \(Q'\) and the scaling constant \(s\) is approximately equal to the result of multiplying two to the scaling constant \(s\) \((2^s)\) by the numerator and the denominator of the reciprocal value \(\frac{1}{I' \cdot 2^{Q' - \beta}}\). The reciprocal multiplier value \(I_{\text{recip}}\) and the reciprocal scale value \(Q_{\text{recip}}\) are then packed into a scaled-integer data type format (e.g., the example binary representation 200 of FIG. 2) (block 1114).

[0093] FIG. 12 is a functional block diagram of an example system 1200 that may be used to implement the apparatus, methods, and articles of manufacture described herein. The structures shown in FIG. 12 may be implemented using any desired combination of hardware and/or software. For example, one or more integrated circuits, discrete semiconductor components, or passive electronic components may be used. Additionally or alternatively, some or all, or parts thereof, of the structures of FIG. 12 may be implemented using instructions, code, or other software and/or firmware, etc. stored on a computer-readable medium that, when executed by, for example, a processor system (e.g., the processor system 1310 of FIG. 13), perform the methods disclosed herein.

[0094] In general, the example system 1200 performs arithmetic operations and status operations based on the example scaled-integer data type described in connection with FIG. 2 above. Additionally, the example system 1200 may be configured to update status
flags (e.g., the status flags described in connection with FIG. 4 above) based on the example extended arithmetic operations described in connection with FIG. 4 above and the example status operations described in connection with FIGS. 5-9 above. In general, the example system 1200 may be configured to perform the methods described herein during a runtime phase or any other operational state of the example system 1200 or the processor system 1310 (FIG. 13).

[0095] Now turning in detail to FIG. 12, the example system 1200 includes a data interface 1202, a data unpacker 1204, a data packer 1206, a reciprocal generator 1208, a comparator 1210, a subtractor 1212, a shifter 1214, a multiplier 1216, and an adder 1218, all of which may be communicatively coupled as shown. The data interface 1202 may be configured to obtain and store scaled-integer values, bias values $\beta$, and any other value associated with the operations described herein from, for example, a memory location. For example, the data interface 1202 may obtain scaled-integer values from a memory location and send them to the data unpacker 1204. Further, the data interface 1202 may obtain scaled-integer values from the data packer 1206 and store the scaled-integer values to one or more memory locations. Additionally or alternatively, the data interface 1202 may be configured to obtain and/or communicate scaled-integer values from operations (e.g., the example arithmetic operations described in connection with FIG. 3 above and the example status operations described in connection with FIGS. 5-9 above).

[0096] The data unpacker 1204 may obtain scaled-integer values in the scaled-integer data type format (e.g., the example binary representation 200 of FIG. 2) from any of the functional blocks of FIG. 12 and may be configured to unpack the scaled-integer values by separating or parsing a multiplier value $I$ and a scale value $Q$ from each of the scaled-
integer values. Additionally, the data unpacker 1204 may be configured to communicate multiplier values $I$ and scale values $Q$ to any of the functional blocks of FIG. 12.

[0097] The data packer 1206 may obtain multiplier values $I$ and corresponding scale values $Q$ from any of the functional blocks of FIG. 12 and may be configured to pack the multiplier values $I$ and the scale values $Q$ into the scaled-integer data type format (e.g., the example binary representation 200 of FIG. 2). Additionally, the data packer 1206 may be configured to communicate the scaled-integer values in the scaled-integer data type format to any of the blocks of FIG. 12.

[0098] The reciprocal generator 1208 may be configured to obtain scaled-integer values and bias values $\beta$ and generate reciprocal scaled-integer values as described in connection with the methods of FIG. 11. Additionally, the reciprocal generator 1208 may be configured to communicate reciprocal scaled-integer values to any of the functional blocks of FIG. 12.

[0099] The comparator 1210 may be configured to obtain scaled-integer values and perform comparisons. For example, the comparator 1210 may be configured to compare scaled-integer values with numeric range limits such as multiplier numeric range limits $I_{\text{min}}$ and $I_{\text{max}}$ and scale numeric range limits $Q_{\text{min}}$ and $Q_{\text{max}}$. The comparator 1210 may also be configured to perform zero test comparisons such as the zero test associated with the example zero-checking operation 500 (FIG. 5) and the example left-normalization operation 700 (FIG. 7). Additionally, the comparator 1210 may be configured to obtain other values such as the non-negative integer value $k$ described in connection with FIGS. 6 and 7 above and perform the comparisons described in connection with the example right-normalization operation 600 (FIG. 6) and the example left-normalization operation 700.
Furthermore, the comparator 1210 may be configured to perform the comparisons described in connection with the example status operations of FIGS. 5-9.

[00100] The subtractor 1212 may be configured to obtain scaled-integer values and bias values β and perform subtraction operations based on the scaled-integer values and/or the bias value β. For example, the subtraction of the scale value Q and the bias value β of the numeric conversion of a scaled-integer encoded value set forth in Equation 3 above may be performed by the subtractor 1212. Additionally, the subtraction operation of the input multiplier values \( I_x \) and \( I_y \) of Equation 12 above may also be performed by the subtractor 1212.

[00101] The shifter 1214 may be configured to perform shift operations and/or division operation via shift operations based on the scaled-integer values and/or other values. For example, the intermediate multiplier values \( I'_x \) and \( I'_y \), described in connection with FIG. 3 above may be determined according to Equations 14 and 15 above. In particular, the first intermediate multiplier value \( I'_x \) may be determined based on right-shifting the first input multiplier value \( I_x \) a number of times equal to the value of \( Q_{max}-Q_x \).

[00102] The shifter 1214 may also be configured to shift values such as, for example, the value of the term \( \frac{I}{2^k} \) of the numeric range conditions set forth in Equations 21 and 22 above. For example, the shifter 1214 may be configured to evaluate the term \( \frac{I}{2^k} \) by right-shifting the multiplier value \( I \) a number of times equal to the non-negative integer value \( k \).

[00103] The multiplier 1216 may be configured to perform multiplication operations based on scaled-integer values and any other values associated with the methods described herein. For example, the multiplier 1216 may be configured to perform the multiplication
operation of scaled-integer values described in connection with the example arithmetic operations (FIG. 3). The multiplier 1216 may also be used to perform the multiplication of the scaled-integer numeric evaluation of Equation 3 above. In particular, the multiplier 1216 may be configured to multiply the multiplier value I by the result of two raised to a power equal to the compound scale exponent (i.e., Q - β). Additionally, the multiplier 1216 may be used to perform division operations based on reciprocal multiplication by, for example, receiving a scaled-integer reciprocal value from the reciprocal generator 1208 and multiplying the scaled-integer reciprocal by another scaled-integer value.

[00104] The adder 1218 may be used to perform addition operations based on scaled-integer values and any other values associated with the methods described herein. For example, the adder 1218 may be configured to perform addition operations of scaled-integer values as described in connection with FIG. 3. The adder 1218 may also be configured to add exponents such as, for example, the exponent (1+β) of Equations 6 and 7 above.

[00105] Fig. 13 is a block diagram of an example processor system 1310 that may be used to implement the apparatus and methods described herein. As shown in Fig. 13, the processor system 1310 includes a processor 1312 that is coupled to an interconnection bus or network 1314. The processor 1312 includes a register set or register space 1316, which is depicted in Fig. 13 as being entirely on-chip, but which could alternatively be located entirely or partially off-chip and directly coupled to the processor 1312 via dedicated electrical connections and/or via the interconnection network or bus 1314. The processor 1312 may be any suitable processor, processing unit or microprocessor such as, for example, a processor from the Intel X-Scale™ family, the Intel Pentium™ family, etc. In the example described in detail below, the processor 1312 is a thirty-two bit Intel
processor, which is commonly referred to as an IA-32 processor. Although not shown in Fig. 13, the system 1310 may be a multi-processor system and, thus, may include one or more additional processors that are identical or similar to the processor 1312 and which are coupled to the interconnection bus or network 1314.

[00106] The processor 1312 of Fig. 13 is coupled to a chipset 1318, which includes a memory controller 1320 and an input/output (I/O) controller 1322. As is well known, a chipset typically provides I/O and memory management functions as well as a plurality of general purpose and/or special purpose registers, timers, etc. that are accessible or used by one or more processors coupled to the chipset. The memory controller 1320 performs functions that enable the processor 1312 (or processors if there are multiple processors) to access a system memory 1324 and a non-volatile memory 1325.

[00107] The system memory 1324 may include any desired type of volatile memory such as, for example, static random access memory (SRAM), dynamic random access memory (DRAM), etc. The non-volatile memory 1325 may include any desired type of non-volatile memory such as flash memory or read-only memory (ROM).

[00108] The I/O controller 1322 performs functions that enable the processor 1312 to communicate with peripheral input/output (I/O) devices 1326 and 1328 via an I/O bus 1330. The I/O devices 1326 and 1328 may be any desired type of I/O device such as, for example, a keyboard, a video display or monitor, a mouse, etc. While the memory controller 1320 and the I/O controller 1322 are depicted in Fig. 13 as separate functional blocks within the chipset 1318, the functions performed by these blocks may be integrated within a single semiconductor circuit or may be implemented using two or more separate integrated circuits.
[00109] The methods described herein may be implemented using instructions stored on a computer readable medium that are executed by the processor 1312. The computer readable medium may include any desired combination of solid state, magnetic and/or optical media implemented using any desired combination of mass storage devices (e.g., disk drive), removable storage devices (e.g., floppy disks, memory cards or sticks, etc.) and/or integrated memory devices (e.g., random access memory, flash memory, etc.).

[00110] Although certain methods, apparatus, and articles of manufacture have been described herein, the scope of coverage of this patent is not limited thereto. To the contrary, this patent covers all methods, apparatus, and articles of manufacture fairly falling within the scope of the appended claims either literally or under the doctrine of equivalents.
What is claimed is:

1. A method comprising:
   identifying a scaled-integer value;
   determining a multiplier value by extracting first information from a first
   portion of a bitfield based on the scaled-integer value, wherein the first portion of the
   bitfield is configurable to include a first signed integer value;
   determining a scale value by extracting second information from a second
   portion of the bitfield based on the scaled-integer value, wherein the second portion of the
   bitfield is configurable to include a second signed integer value; and
   performing an arithmetic operation based on the multiplier value and the
   scale value.

2. A method as defined in claim 1, wherein the arithmetic operation is one of
   a two’s complement arithmetic operation and an integer arithmetic operation.

3. A method as defined in claim 1, wherein the first and second portions of the
   bitfield are associated with a memory location.

4. A method as defined in claim 1, further comprising performing a status
   operation based on at least one of the multiplier value and the scale value.

5. An apparatus comprising:
   a processor system; and
   a memory communicatively coupled to the processor system, the memory
   including stored instructions that enable the processor system to:
identify a scaled-integer value;

determine a multiplier value by extracting first information from a first portion of a bitfield based on the scaled-integer value, wherein the first portion of the bitfield is configurable to include a first signed integer value;

determine a scale value by extracting second information from a second portion of the bitfield based on the scaled-integer value, wherein the second portion of the bitfield is configurable to include a second signed integer value; and

perform an arithmetic operation based on the multiplier value and the scale value.

An apparatus as defined in claim 5, wherein the arithmetic operation is at least one of a two's complement arithmetic operation and an integer arithmetic operation.

An apparatus as defined in claim 5, wherein the first and second portions of the bitfield are associated with a memory location.

An apparatus as defined in claim 5, wherein the stored instructions enable the processor system to perform a status operation based on at least one of the multiplier value and the scale value.

A machine accessible medium having instructions stored thereon that, when executed, cause a machine to:

identify a scaled-integer value;

determine a multiplier value by extracting first information from a first portion of a bitfield based on the scaled-integer value, wherein the first portion of the
bitfield is configurable to include a first signed integer value;

determine a scale value by extracting second information from a second
portion of the bitfield based on the scaled-integer value, wherein the second portion of the
bitfield is configurable to include a second signed integer value; and

perform an arithmetic operation based on the multiplier value and the scale
value.

10. A machine accessible medium as defined in claim 9, wherein the arithmetic
operation is at least one of a two’s complement arithmetic operation and an integer
arithmetic operation.

11. A machine accessible medium as defined in claim 9, wherein the first and
second portions of the bitfield are associated with a memory location.

12. A machine accessible medium as defined in claim 9 having instructions
stored thereon that, when executed, cause the machine to perform a status operation based
on at least one of the multiplier value and the scale value.

13. A method comprising:

identifying a bias value;

identifying a first input value;

identifying a first scale value;

determining a first multiplier value based on the first input value, the first
scale value, and the bias value;

storing the first multiplier value in a first portion of a bitfield, wherein the
first portion of the bitfield is configurable to be a first signed integer value;
identifying a second input value;
identifying a second scale value;
determining a second multiplier value based on the second input value, the second scale value, and the bias value;
storing the second multiplier value in a second portion of the bitfield,
wherein the second portion of the bitfield is configurable to be a second signed integer value; and
performing an integer-based operation based on the first multiplier value,
the first scale value, the second multiplier value, and the second scale value.

14. A method as defined in claim 13, wherein the first multiplier value is determined by dividing the first input value by the value of the bias value subtracted from the first scale value and raised to the power of two.

15. A method as defined in claim 13, wherein the integer-based operation is an addition operation that adds the first multiplier value to the second multiplier value.

16. A method as defined in claim 13, wherein the integer-based operation is a multiplication operation that multiplies the first multiplier value by the second multiplier value and subtracts the bias value from the sum of the first scale value and the second scale value.
17. A method as defined in claim 13, further comprising identifying at least one of a minimum scale value, a maximum scale value, a minimum multiplier value, and a maximum multiplier value.

18. A method as defined in claim 17, further comprising performing a status operation based on at least one of the minimum scale value, the maximum scale value, the minimum multiplier value, and the maximum multiplier value.

19. An apparatus comprising:

a processor system; and

a memory communicatively coupled to the processor system, the memory including stored instructions that enable the processor system to:

identify a bias value;

identify a first input value;

identify a first scale value;

determine a first multiplier value based on the first input value, the first scale value, and the bias value;

store the first multiplier value in a first portion of a bitfield, wherein the first portion of the bitfield is configurable to be a first signed integer value;

identify a second input value;

identify a second scale value;

determine a second multiplier value based on the second input value, the second scale value, and the bias value;

store the second multiplier value in a second portion of the bitfield, wherein the second portion of the bitfield is configurable to be a second signed integer
value; and

perform an integer-based operation based on the first multiplier value, the first scale value, the second multiplier value, and the second scale value.

20. An apparatus as defined in claim 0, wherein the stored instructions enable the processor system to determine the first multiplier value by dividing the first input value by the value of the bias value subtracted from the first scale value and raised to the power of two.

21. An apparatus as defined in claim 0, wherein the integer-based operation is an addition operation that adds the first multiplier value to the second multiplier value.

22. An apparatus as defined in claim 0, wherein the integer-based operation is a multiplication operation that multiplies the first multiplier value by the second multiplier value and subtracts the bias value from the sum of the first scale value and the second scale value.

23. An apparatus as defined in claim 0, wherein the stored instructions enable the processor system to identify at least one of a minimum scale value, a maximum scale value, a minimum multiplier value, and a maximum multiplier value.

24. An apparatus as defined in claim 23, wherein the stored instructions enable the processor system to perform a status operation based on at least one of the minimum scale value, the maximum scale value, the minimum multiplier value, and the maximum multiplier value.
25. A machine accessible medium having instructions stored thereon that, when executed, cause a machine to:

- identify a bias value;
- identify a first input value;
- identify a first scale value;
- determine a first multiplier value based on the first input value, the first scale value, and the bias value;
- store the first multiplier value in a first portion of a bitfield, wherein the first portion of the bitfield is configurable to be a first signed integer value;

- identify a second input value;
- identify a second scale value;
- determine a second multiplier value based on the second input value, the second scale value, and the bias value;
- store the second multiplier value in a second portion of the bitfield, wherein the second portion of the bitfield is configurable to be a second signed integer value; and

- perform an integer-based operation based on the first multiplier value, the first scale value, the second multiplier value, and the second scale value.

26. A machine accessible medium as defined in claim 25 having instructions stored thereon that, when executed, cause a machine to determine the first multiplier value by dividing the first input value by the value of the bias value subtracted from the first scale value and raised to the power of two.
27. A machine accessible medium as defined in claim 25, wherein the integer-based operation is an addition operation that adds the first multiplier value to the second multiplier value.

28. A machine accessible medium as defined in claim 25, wherein the integer-based operation is a multiplication operation that multiplies the first multiplier value by the second multiplier value and subtracts the bias value from the sum of the first scale value and the second scale value.

29. A machine accessible medium as defined in claim 25 having instructions stored thereon that, when executed, cause the machine to identify at least one of a minimum scale value, a maximum scale value, a minimum multiplier value, and a maximum multiplier value.

30. A machine accessible medium as defined in claim 29 having instructions stored thereon that, when executed, cause the machine to perform a status operation based on at least one of the minimum scale value, the maximum scale value, the minimum multiplier value, and the maximum multiplier value.

31. A method comprising:
   identifying a bias value;
   identifying a first input value;
   identifying a first multiplier value;
   determining a first scale value based on the first input value, the first multiplier value, and the bias value;
storing the first scale value in a first portion of a bitfield, wherein the first portion of the bitfield is configurable to be a first signed integer value;

identifying a second input value;

identifying a second multiplier value;

determining a second scale value based on the second input value, the second multiplier value, and the bias value;

storing the second scale value in a second portion of the bitfield, wherein the second portion of the bitfield is configurable to be a second signed integer value; and performing an integer-based operation based on the first multiplier value, the first scale value, the second multiplier value, and the second scale value.

32. A method as defined in claim 31, wherein determining the first scale value includes adding the bias value to a log base two function of the quotient of the first input value divided by the first multiplier value.

33. A method as defined in claim 31, wherein the integer-based operation is an addition operation that adds the first multiplier value to the second multiplier value.

34. A method as defined in claim 31, wherein the integer-based operation is a multiplication operation that multiplies the first multiplier value by the second multiplier value and subtracts the bias value from the sum of the first scale value and the second scale value.
35. An apparatus comprising:

   a processor system; and

   a memory communicatively coupled to the processor system, the memory

including stored instructions that enable the processor system to:

   identify a bias value;

   identify a first input value;

   identify a first multiplier value;

   determine a first scale value based on the first input value, the first

   multiplier value, and the bias value;

   store the first scale value in a first portion of a bitfield, wherein the

   first portion of the bitfield is configurable to be a first signed integer value;

   identify a second input value;

   identify a second multiplier value;

   determine a second scale value based on the second input value, the

   second multiplier value, and the bias value;

   store the second scale value in a second portion of the bitfield,

   wherein the second portion of the bitfield is configurable to be a second signed integer

   value; and

   perform an integer-based operation based on the first multiplier

   value, the first scale value, the second multiplier value, and the second scale value.

36. An apparatus as defined in claim 35, wherein the stored instructions enable

   the processor system to determine the first scale value by adding the bias value to a log

   base two function of the quotient of the first input value divided by the first multiplier

   value.
37. An apparatus as defined in claim 35, wherein the integer-based operation is an addition operation that adds the first multiplier value to the second multiplier value.

38. An apparatus as defined in claim 35, wherein the integer-based operation is a multiplication operation that multiplies the first multiplier value by the second multiplier value and subtracts the bias value from the sum of the first scale value and the second scale value.

39. A machine accessible medium having instructions stored thereon that, when executed, cause a machine to:

identify a bias value;

identify a first input value;

identify a first multiplier value;

determine a first scale value based on the first input value, the first multiplier value, and the bias value;

store the first scale value in a first portion of a bitfield, wherein the first portion of the bitfield is configurable to be a first signed integer value;

identify a second input value;

identify a second multiplier value;

determine a second scale value based on the second input value, the second multiplier value, and the bias value;

store the second scale value in a second portion of the bitfield, wherein the second portion of the bitfield is configurable to be a second signed integer value; and
perform an integer-based operation based on the first multiplier value, the first scale value, the second multiplier value, and the second scale value.

40. A machine accessible medium as defined in claim 39 having instructions stored thereon that, when executed, cause the machine to determine the first scale value by adding the bias value to a log base two function of the quotient of the first input value divided by the first multiplier value.

41. A machine accessible medium as defined in claim 39, wherein the integer-based operation is an addition operation that adds the first multiplier value to the second multiplier value.

42. A machine accessible medium as defined in claim 39, wherein the integer-based operation is a multiplication operation that multiplies the first multiplier value by the second multiplier value and subtracts the bias value from the sum of the first scale value and the second scale value.

43. An apparatus comprising:

   a data interface configurable to identify a first scaled-integer value and a second scaled-integer value; and

   a data unpacker communicatively coupled to the data interface and configurable to identify a first multiplier value and a first scale value based on the first scaled-integer value and a second multiplier value and a second scale value based on the second scaled-integer value, wherein the first multiplier value, the first scale value, the
second multiplier value, and the second scale value are each configurable to include a signed integer value.

44. An apparatus as defined in claim 43, further comprising an adder configurable to perform an addition operation by adding the first multiplier value to the second multiplier value and the first scale value to the second scale value.

45. An apparatus as defined in claim 44, wherein the adder is configurable to perform a two’s complement addition operation based on the first multiplier value, the second multiplier value.

46. An apparatus as defined in claim 43, further comprising a multiplier configurable to perform a multiplication operation by multiplying the first multiplier value by the second multiplier value and subtracting a bias value from the sum of the first scale value and the second scale value.

47. An apparatus as defined in claim 46, wherein the multiplier is configurable to perform a two’s complement multiplication operation based on at least one of the first multiplier value, the second multiplier value, the first scale value, and the second scale value.

48. An apparatus comprising:

a processor system; and

a flash memory communicatively coupled to the processor system, the flash memory including stored instructions that enable the processor system to:
identify a bias value;
identify a first input value;
identify a first scale value;
determine a first multiplier value based on the first input value, the first scale value, and the bias value;
store the first multiplier value in a first portion of a bitfield, wherein the first portion of the bitfield is configurable to be a first signed integer value;
identify a second input value;
identify a second scale value;
determine a second multiplier value based on the second input value, the second scale value, and the bias value;
store the second multiplier value in a second portion of the bitfield, wherein the second portion of the bitfield is configurable to include a second signed integer value; and
perform an integer-based operation based on the first multiplier value, the first scale value, the second multiplier value, and the second scale value.

49. An apparatus as defined in claim 48, wherein the integer-based operation is a two’s complement arithmetic operation.

50. A method comprising:
receiving a request to perform an arithmetic operation;
executing a set of instructions in a processor in response to the request to perform the arithmetic operation based on a scaled-integer value, wherein execution of the instructions causes the processor to:
identify the scaled-integer value;

determine a multiplier value by extracting first information from a first portion of a bitfield based on the scaled-integer value, wherein the first portion of the bitfield is configurable to include a first signed integer value;

determine a scale value by extracting second information from a second portion of the bitfield based on the scaled-integer value, wherein the second portion of the bitfield is configurable to include a second signed integer value; and

perform the arithmetic operation based on the multiplier value and the scale value.

51. A method as defined in claim 50, wherein the arithmetic operation is one of a two’s complement arithmetic operation and an integer arithmetic operation.
FIG. 1
(PRIOR ART)

FIG. 2
**FIG. 5**

ZERO-CHECKING OPERATION

- **502** IS MULTIPLIER EQUAL TO ZERO?
  - **502-NO** IS SCALE VALUE LESS THAN MINIMUM SCALE VALUE?
    - **508-YES** UPDATE MULTIPLIER, SCALE VALUE, ZERO FLAG, AND NEGATIVE FLAG
    - **508-NO** IS MULTIPLIER LESS THAN ZERO?
      - **512-YES** SET NEGATIVE FLAG TO TRUE
      - **512-NO** RETURN

UPDATE MULTIPLIER, SCALE VALUE, AND ZERO FLAG

SET NEGATIVE FLAG TO TRUE

RETURN

**FIG. 6**

RIGHT-NORMALIZATION OPERATION

- **602** IS MULTIPLIER LESS THAN OR EQUAL TO MAXIMUM MULTIPLIER AND GREATER THAN OR EQUAL TO MINIMUM MULTIPLIER?
  - **604-YES** CLEAR INEXACT FLAG TO FALSE
  - **604-NO** RIGHT-NORMALIZE MULTIPLIER AND SCALE VALUE

UPDATE INEXACT FLAG

RETURN
LEFT-NORMALIZATION OPERATION

IS MULTIPLIER EQUAL TO ZERO OR IS MULTIPLIER GREATER THAN MAXIMUM MULTIPLIER OR LESS THAN MINIMUM MULTIPLIER?

YES

RETURN

NO

LEFT-NORMALIZE MULTIPLIER AND SCALE VALUE

FIG. 7

SATURATION-CHECKING OPERATION

IS SCALE VALUE LESS THAN OR EQUAL TO MAXIMUM SCALE VALUE?

YES

SET SATURATION FLAG TO TRUE

RETURN

NO

CLEAR SATURATION FLAG TO FALSE

SET SCALE VALUE EQUAL TO MAXIMUM SCALE VALUE

SET MULTIPLIER EQUAL TO MAXIMUM MULTIPLIER

IS MULTIPLIER LESS THAN ZERO?

YES

808

NO

812

SET MULTIPLIER EQUAL TO MINIMUM MULTIPLIER

810

FIG. 8
**FIG. 9**

```
900
UNNORMALIZED-CHECKING OPERATION

902
DOES MULTIPLIER SATISFY UNNORMALIZED CONDITIONS?

904
YES
SET UNNORMALIZED FLAG TO TRUE

RETURN
```

**FIG. 10**

```
1000
NORMALIZATION OPERATION

1002
OBTAIN INPUT SCALED INTEGER

1004
OBTAIN NORMALIZATION SCALED INTEGER

1006
MULTIPLICATION OPERATION AND STATUS FLAG UPDATES

RETURN
```
1100

RECIPROCAL OPERATION

1102

UNPACK INPUT SCALED INTEGER

1104

REDEFINE MULTIPLIER AND SCALE VALUE

1106

DETERMINE RECIPROCAL

1108

EVALUATE MULTIPLIER RECIPROCAL

1110

DETERMINE SCALING CONSTANT

1112

MULTIPLY POWER OF TWO SCALING CONSTANT BY RECIPROCAL OF SCALED INTEGER

1114

PACK RESULTANT SCALED INTEGER

RETURN

FIG. 11
FIG. 12
**INTERNATIONAL SEARCH REPORT**

**A. CLASSIFICATION OF SUBJECT MATTER**

IPC 7 G06F7/38 G06F7/48

According to International Patent Classification (IPC) or to both national classification and IPC

**B. FIELDS SEARCHED**

Minimum documentation searched (classification system followed by classification symbols)

IPC 7 G06F

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic database consulted during the International search (name of database and, where practical, search terms used)

EPO-Internal, WPI Data

**C. DOCUMENTS CONSIDERED TO BE RELEVANT**

<table>
<thead>
<tr>
<th>Category*</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>ZADROZNY W: &quot;AXIOMATIZATIONS OF FLOATING POINT ARITHMETICS&quot;</td>
<td>1-51</td>
</tr>
<tr>
<td></td>
<td>PROCEEDINGS OF THE SYMPOSIUM ON COMPUTER ARITHMETIC, URBANA, JUNE 4 - 6, 1985,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>pages 74-81, XP000746025 figure 1</td>
<td></td>
</tr>
</tbody>
</table>

Further documents are listed in the continuation of box C.

Patent family members are listed in annex.

* Special categories of cited documents:

  *A* document defining the general state of the art which is not considered to be of particular relevance
  *E* earlier document but published on or after the international filing date
  *L* document which may throw doubts on priority claim(s) or which is cited to establish the publication date of another citation or other special reason (as specified)
  *C* document referring to an oral disclosure, use, exhibition or other means
  *P* document published prior to the international filing date but later than the priority date claimed

*T* later document published after the international filing date or priority date and not in conflict with the application but cited to understand the principle or theory underlying the invention

*X* document of particular relevance; the claimed invention cannot be considered novel or cannot be considered to involve an inventive step when the document is taken alone

*Y* document of particular relevance; the claimed invention cannot be considered to involve an inventive step when the document is combined with one or more other such documents, such combination being obvious to a person skilled in the art.

*U* document member of the same patent family

Date of the actual completion of the International search

20 April 2005

Date of mailing of the International search report

25/05/2005

Name and mailing address of the ISA

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk
Tel. (+31-70) 840-2040, Tx. 81651 epo nl,
FAX (+31-70) 340-3018

Authorized officer

Verhoof, P
<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>&quot;16-BIT FLOATING-POINT MATH IN AN 8-BIT MICROPROCESSOR&quot; IBM TECHNICAL DISCLOSURE BULLETIN, IBM CORP. NEW YORK, US, vol. 32, no. 7, 1 December 1989 (1989-12-01), pages 222-223, XP000078077 ISSN: 0018-8689 the whole document</td>
<td>1-51</td>
</tr>
<tr>
<td>A</td>
<td>K. HWANG: &quot;Computer Arithmetic, principles, architecture, and design&quot; 1979, WILEY &amp; SONS, NEW YORK, NY, USA 120520, XP002325374 pages 292-295 figure 9.2</td>
<td>1-51</td>
</tr>
</tbody>
</table>
Continuation of Box II.1

Claims Nos.: 1–8, 13–24, 31–38, 43–49 (in part)

Claims 1–4, 13–18, 31–34 are directed to a purely abstract method, having no relation to any field of technology. Hence, the methods of these claims do not go beyond a purely mental act, a mathematical theory and a computer program as such (Article 17(2)(a)(i) in combination with Rule 39.1 (iii) and (1) PCT). Apparatus claims 5–8, 19–24, 35–38, 43–49 do not define the memory for which protection is sought in terms of any technical apparatus feature. The search for claims 1–8, 13–24, 31–38, 43–49 was therefore limited to the technical context of the application.

The applicant's attention is drawn to the fact that claims relating to inventions in respect of which no international search report has been established need not be the subject of an international preliminary examination (Rule 66.1(e) PCT). The applicant is advised that the EPO policy when acting as an International Preliminary Examining Authority is normally not to carry out a preliminary examination on matter which has not been searched. This is the case irrespective of whether or not the claims are amended following receipt of the search report or during any Chapter II procedure. If the application proceeds into the regional phase before the EPO, the applicant is reminded that a search may be carried out during examination before the EPO (see EPO Guideline C-VI, 8.5), should the problems which led to the Article 17(2) declaration be overcome.
### Box II  Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This International Search Report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

1. **X** Claims Nos.:  1-8, 13-24, 31-38, 43-49 (in part)  
   because they relate to subject matter not required to be searched by this Authority, namely:  
   see FURTHER INFORMATION sheet PCT/ISA/210

2. **☐** Claims Nos.:  
   because they relate to parts of the International Application that do not comply with the prescribed requirements to such an extent that no meaningful International Search can be carried out, specifically:  
   see FURTHER INFORMATION sheet PCT/ISA/210

3. **☐** Claims Nos.:  
   because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).  

### Box III  Observations where unity of invention is lacking (Continuation of Item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:

1. **☐** As all required additional search fees were timely paid by the applicant, this International Search Report covers all searchable claims.

2. **☐** As all searchable claims could be searched without effort justifying an additional fee, this Authority did not invite payment of any additional fee.

3. **☐** As only some of the required additional search fees were timely paid by the applicant, this International Search Report covers only those claims for which fees were paid, specifically claims Nos.:  

4. **☐** No required additional search fees were timely paid by the applicant. Consequently, this International Search Report is restricted to the invention first mentioned in the claims; it is covered by claims Nos.:  

### Remark on Protest

- **☐** The additional search fees were accompanied by the applicant's protest.
- **☐** No protest accompanied the payment of additional search fees.